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Streaming RO

✴ High luminosity experiments 
• Current experiments are limited in DAQ bandwidth
• Reduce stored data size in a smart way (reducing time for off-line 

processing)

✴ Shifting data tagging/filtering from the front-end (hw) to the 
back-end (sw) 

• Optimize real-time rare/exclusive channels selection
• Use of high level programming languages
• Use of existing/ad-hoc CPU/GPU farms
• Use of available AI/ML tools
• (future) use of quantum-computing

✴ Scaling 
• Easier to add new detectors in the DAQ pipeline
• Easier to scale
• Easier to upgrade

Many NP and HEP experiments adopt the 
SRO scheme (with different solutions):

• CERN: LHCb, ALICE, AMBER
• FAIR: CBM
• DESY: TPEX
• BNL: sPHENIX, STAR
• JLAB: SOLID, BDX, CLAS12, … 

Why SRO is so important?

EIC (from the YR effort to ePIC) 
choose  a SRO DAQ
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SRO for EIC
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SRO for EIC
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SRO for EIC

✴Connections between on-line and off-line: LHC computing model investigation undergoing
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SRO for EIC

SRO calls for a new computing model …

… and tests to deploy a (working!) SRO pipeline form ePICS

we are working on it! 
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Testing SRO for EIC

✴ New tests in spring 2023 (Feb15-March 20) to test JLab/EIC streaming 
readout framework  using a 3x3 and a 5x5 SciGlass EIC EM bCal 
prototypes

✴ 2020-21 test results published on Eur. Phys. J. Plus (2022)137:958 https://
doi.org/10.1140/epjp/s13360-022-03146-z)

✴ Setups: 

• Cosmic rays (Hall-B): detector characterisation 

• Cosmic rays (Hall-D): during prod runs for calibration 

• EM shower (Hall-D): EM shower in SciGlass 

✴ Goals: 

• JLab SRO system performance profiling 

• (Quasi) real-time calibrations 

• Real-time AI-supported algorithms (clustering, calibration, …)  

• Data collected in ‘dump-’, ‘tagging-’ and ’filtering-’ mode

https://doi.org/10.1140/epjp/s13360-022-03146-z
https://doi.org/10.1140/epjp/s13360-022-03146-z
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SRO DAQ
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The detector: scintillating glasses

✴ Scintillating glass characterisation at INFN-GE 
• A telescope of three large area (80x150 cm2) RPCs (ALICE-TOF like) to 

measure the att. length

✴ Attenuation length ~ (15± 5) cm

✴ LY ~ (4 ± 0.5) pe/MeV
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EM bCAL prototype(s)

✴ Proto I 
• 3x3 2x2x20 cm3 blocks 
• SiPM: 1x 6x6 mm2, 100um,  Hamamatsu 
• Currently installed in Hall-B Counting Room
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EM bCAL prototype(s)
✴ Proto II 
• 5x5 2x2x40 cm3 blocks 
• SiPM: 2x 6x6 mm2, 50um, Hamamatsu, mounted on a PCB 
• Installed in Hall-B CR and on Hall-D PS e+/e- beam 
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EM bCAL prototype(s)

Run Control

On-line 
reconstr
uction

Front End 
Electronics

Storage 
(off  line 
analysis)

Streaming RO

SRO concept validation 
1) Assemble SRO components
2) Test SRO DAQ in lab
3) Test SRO DAQ on-beam

Detector 
Hall-B/ 
Hall-D

SRO validation @ JLab
V.Berdnikov, S.Boiarinov, M.Bondi, J. Chrafts, C. Fanelli, A. Fulci, Y. Ghandilyan, D. Lawrence, S. Grazzi, 

T.Horn, A. Somov, M.Spreafico

Back-end

✴EIC EM bCal Sciglass prototype 
• Use the Hall-D Pair Spectrometer setup
• Secondary e+/e- beam: E range (3-6) GeV
• Simple setup to compare TRIGGERED to TRIGGERLESS
• 5x5 Sciglass blocks,  SiPM readout
• fADC250+VTP front end
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✴  Triggered/SRO comparison: 

• SRO data analysis: 

- TRIDAS+JANA2-based analysis 

• Triggered DAQ data analysis 

- Part of the standard Gluex DAQ

JANA2 plugin 
clustering  

M.Spreafico

13

JANA2 plugin 
cosmic  

Test results
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✴Triggered/SRO comparison: 

• SRO data analysis: 

- TRIDAS+JANA2-based analysis 

• Triggered DAQ data analysis 

- Part of the standard Gluex DAQ

Waveforms collected 
by Glue DAQ branch  

Y.Ghandilyan
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Test results
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✴ JLab-SRO profiling: 

• Real-time measure of: 

- CPU load per TRIDAS process 

- RAM usage per TRIDAS process 

- Time per timeslice processing 

• to characterise SRO DAQ performance in different 
configs: 

- TRIDAS alone 

- TRIDAS+ JANA2 (conventional plugin for clustering and cosmic 
rays tagging/filetr) 

- TRIDAS+ JANA2 (AI plugin for clustering) 

- with and w/o beam, with different fADC TET,  ro window, and 
G, different TRIDAS-L1Q threshold  

• during runs, information was reported in sqlite .db file 
and ain a network stat file 

• Data analysis is undergoing

Test results

✴Meeting with RN and CNAF Director to support SRO, unfortunately inconclusive 
✴ INFN-BO (KM3_NET) dropped its support (TriDAS) to ePIC SRO 
✴ePIC SRO development will rely on BNL and JLab support 
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Streaming RO R&D plans
✴ Synergic activities: 

- EIC Generic R&D: Generic Glass Scintillator R&D 

AWARDED!

Waiti
ng fo

r fe
edback

- JLAB12: SRO tests at Jefferson Lab and FY 2024 LDRD 

- Streaming Readout Real-Time Development and Testing Platform

- PNRR: FAIR 
- Development of AI-supported algorithms for 
real-time big data processing: streaming 
readout (SRO) DAQ

Star
ted !
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Hopefully 
sta

rtin
g s

oon !
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Streaming RO R&D plans

✴Funding requests: 
GE: INV      10k      FPGA 4k (VCK5000-AIE-ADK) + Server/GPU (Nvidia GeForce RTX 2080 Ti) 5k + Networking Switch 1k 
CT: INV       5k        WaveBoard 2.0 (INFN) for Streaming Readout (EEE MRPC at UniME) 
[RM2/RM:     (22k within dRICH requests)  B.Benkel (postdoc), equipment in RM2 already procured]

✴Goals for 2024 
• Contribute to shaping the Streaming Computing and Software model of ePIC (CT,GE)
• Test SRO pipeline with an EIC EMCal made by 5x5 40x2x2 cm3 SCIGlass blocks at JLab (CT,GE)
• Optimization of photosensor readout
• Optimization of FEE for high-rate/large-signals
• Cosmic ray and on-beam test and characterization of the prototype

• SRO set up in Catania based on WB+Tridas+Jana2 (duplicating INFN-GE system) 
• Cosmic and on-beam (JLab) tests of EIC Cal prototype with AI-supported tagging/filtering (implemented in  Jana2)  
• Existing solutions assessment for multiple channels readout (eg ALCOR ASIC) 
• Smart tagging/filtering algorithms on GPU/CPU farms (off-line) 
• Smart tagging/filtering algorithms on FPGA (real-time)  

• Development of an auto-encoder to reduce the data payload in fADC to backend streaming (GE)
•  Algorithms deployment on CPU/GPU
•  Optimization for real-time applications on fast hw (FPGA)

• Development of AI-supported algorithms to reduce the ePIC dRICH rate (dominated by single pe dark noise) (RM2,RM)
• APEIRON/NA62 AI-supported framework
• Time and geographical matching
• Pre-filtering


