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in all cases we considered.
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2
Ks , (1.3)

where �s(�n) is the electric conductivity at T < Tc(T > Tc).

This paper is organised as follows. In section 2, we introduce our holographic su-

perconductor model (Einstein-Maxwell-complex scalar action with negative cosmological

constant) incorporating momentum relaxation by massless real scalar fields. Background

bulk solutions corresponding to superconducting phase and normal phase are obtained. By

comparing on-shell actions of both solutions, we identify the phase transition temperature

as a function of chemical potential and momentum relaxation parameter, which yields 3-

dimensional phase diagrams. In superconducting phase, we also compute condensates as

a function of temperature for given chemical potential and momentum relaxation param-

eter. In section 3, we compute optical electric, thermoelectric, and thermal conductivities

in superconducting phase and normal phase. In particular, in superconducting phase,

we discuss the e↵ect of momentum relaxation on conductivity in several aspects such as

the appearance of infinite DC conductivity, Drude-nature of optical conductivity in small

frequency range, two-fluid model, and Ferrell-Glover-Tinkham(FGT) sum rule. We also

present a general numerical method to compute retarded Green’s functions when many

fields are coupled. In section 4 we conclude.

Note added: After this paper was completed, we became aware of [33] which has

overlap with ours.

2 Metal/superconductor phase transition

We start with the original holographic superconductor model proposed by Hartnoll, Herzog,

and Horowitz(HHH) [5]
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where F = dA is the field strength for a U(1) gauge field A and � is a complex scalar

field. We have chosen units such that the gravitational constant 16⇡G = 1. The second

action, SGH, is the Gibbons-Hawking term, which is required for a well defined variational

problem with Dirichlet boundary conditions. � is the determinant of the induced metric

�µ⌫ at the boundary, and K denotes the trace of the extrinsic curvature. To impose a
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Figure 6 The zero temperature holographic superconductor. The electric
flux is sourced entirely by the scalar field condensate.

finds that the theory (6.1) admits Lifshitz solutions with the dynamical
critical exponent z given by solutions to

8(VT � 3) + 4(V
0 2
T � 4VT + 12)z + (V

0 2
T + 8VT � 24)z2 + V

0 2
T z3 = 0 . (6.6)

Here we introduced

VT = 2L2
�
V (�1) +m2�2

1
�
, V

0
T =

2L

e

�
V 0(�1) + 2m2�1

�
. (6.7)

Thus the dynamical critical exponent is determined by the value of the
potential and its first derivative at the fixed point value of �1, which is in
turn determined by the equations of motion. In order for the scaling (6.5) to
have a straightforward interpretation as a renormalisation transformation,
one should have z > 0. The null energy condition in the bulk furthermore
implies z > 1 [46]. Even if (6.6) gives physical solutions for z, it is not
guaranteed that the corresponding Lifshitz solution is realised as the near
horizon geometry. An instructive simple case to consider is m2 > 0 and
V = 0. One obtains in this case [46, 45]

z =
�2

�2 � L2m2
, �2

1 =
1

e2L2

6z

(1 + z)(2 + z)
. (6.8)

The Lifshitz solutions are seen to exist so long as the scalar is not too heavy,
L2m2 < �2. As L2m2 ! 0, we see that z ! 1 and an emergent relativistic
AdS4 is obtained. As L2m2 ! �2 from below, z ! 1 and the extremal
AdS2⇥R2 geometry is recovered. However, recall from (6.2) that AdS2⇥R2 is
stable against � condensing if �2�m2L2  3

2 . Extremal Reissner-Nordström
is likely the ground state in this case. It follows that the Lifshitz geometries
(6.8) realized as IR scaling regimes in this theory with a positive quadratic

5 The planar Reissner-Nordström-AdS black hole 13

The Maxwell potential of the solution is

A = µ

✓
1� r

r+

◆
dt . (5.5)

We have required the Maxwell potential to vanish on the horizon, At(r+) =
0. The simplest argument for this condition is that otherwise the holonomy
of the potential around the Euclidean time circle would remain nonzero when
the circle collapsed at the horizon, indicating a singular gauge connection.
The planar Reissner-Nordström-AdS solution is characterized by two scales,
the chemical potential µ = limr!0At and the horizon radius r+. From the
dual field theory perspective, it is more physical to think in terms of the
temperature than the horizon radius

T =
1

4⇡r+

✓
3�

r2+µ
2

2�2

◆
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The black hole is illustrated in figure 4 below. This black hole, which can
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Figure 4 The planar Reissner-Nordström-AdS black hole. The charge den-
sity is sourced entirely by flux emanating from the black hole horizon.

additionally carry a magnetic charge, was the starting point for holographic
approaches to finite density condensed matter [27, 28].

Because the underlying UV theory is scale invariant, the only dimension-
less quantity that we can discuss is the ratio T/µ. In order to answer our
basic question about the IR physics at low temperature, we must take the
limit T/µ ⌧ 1 of the solution. We thereby obtain the extremal Reissner-
Nordström-AdS black hole with

f(r) = 1� 4

✓
r

r+

◆3

+ 3

✓
r

r+

◆4

. (5.7)

The near-horizon extremal geometry, capturing the field theory IR, follows

Introduction: Holographic model
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Figure 3: The dashed red line is the real part of the conductivity at T = T
c

(for q = 3). The

blue lines are the same conductivities at successively lower temperature: a) The dimension

one operator with T/T
c

= 0.810, 0.455 and 0.201; b) the dimension two operator with

T/T
c

= 0.651 and 0.304. There is a delta function at the origin in all cases.

gravitational theory at the quadratic level. From the next paper [25] in this sequence,

we have results for the conductivity as a function of charge density in the absence of a

scalar condensate. If we work in the limit where the charge density is small compared to

the temperature, we recover the frequency independent result of [26], but in general the

dependence on ! is more complicated. In particular, we see the minimum in Re(�) at

! = 0 displayed by the dashed curves in figure 3. The Im(�), not plotted, has a pole at

! = 0. From the Kramers-Kronig relations, which follow from causality, one concludes that

the real part of the conductivity has a Dirac delta function at ! = 0 that is invisible to the

numerics because of its infinitesimal width. Recall that one of the Kramers-Kronig relations

is

Im[�(!)] = � 1
⇡
P

Z 1

�1

Re[�(!0)]d!0

!0 � !
. (4.19)

From this formula we can see that the real part of the conductivity contains a delta function

Re[�(!)] = ⇡�(!), if and only if the imaginary part has a pole, Im[�(!)] = 1/!. There is

also a Ferrell-Glover-Tinkham sum rule which follows from similar arguments and which

states that
R

Re(�)d! is a constant independent of the temperature. Thus the dip in the

real part of the conductivity at ! = 0 is related to the residue of the pole in the Im(�) and

strength of the Dirac delta function in the Re(�).

This Dirac delta function for T > T
c

is naively surprising because it implies an infinite

DC conductivity in the normal phase. This infinite conductivity is not superconductivity

and results instead from translation invariance. A translationally invariant, charged system

does not have a finite DC conductivity because application of an electric field will cause

19
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As described above, we impose ingoing boundary conditions for A
x

at the
horizon of the black hole. Our goal is to determine the sub-leading fall-o↵
hJ

x

i by solving the equations of motion in the bulk.
These calculations were first performed in [18] for the Schwarzchild black

hole and in [2] for the Reissner-Nordström black hole. One can show that
sourcing A

x

in this way will also turn on the metric component g
tx

, but no
further fields. The Maxwell equation is
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while the Einstein equations require
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We can use this latter constraint to eliminate the metric, leaving us with a
single second order equation of motion for A

x

,

(fA0
x

)0 +
w2

f
A

x

=
4µ2

�2r2
h

r2A
x

(33)

Solving this equation, subject to the ingoing boundary conditions at the
horizon, allows us to determine the response hJ

x

i in terms of the source.
The ratio is the optical conductivity, which we can write as

�(!) =
1

e2
A0

x

i!A
x

����
r=0

(34)

Although (33) cannot be solved analytically, it is a simple matter to solve
it numerically. The result is plotted in Figure 5.

Let’s compare this to our expectations from the previous section. We
see that at frequencies ! � µ, there is a rise in the conductivity, before it
reaches a plateaux for higher !. This is analogous to the behaviour seen
in graphene and, as we mentioned in Section 3, is typical of any CFT in
d = 2 + 1 dimensions.

However, there is no Drude peak at small frequencies. Instead, some-
thing much more dramatic happens. In the numerical data shown, this
reveals itself as a pole in the imaginary part of the imaginary part of the
conductivity, Im� ⇠ 1/!. But the Kramers-Kronig relation (which is es-
sentially the requirement of causality imposed on response functions) means
that this pole is necessarily accompanied by a zero-frequency delta-function
in the real part of the conductivity,

Re�(!) ⇠ K�(!) (35)

, Re �(!) ⇠ �(!)

Two different delta functions
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where F = dA is the field strength for a U(1) gauge field A and � is a complex scalar

field. We have chosen units such that the gravitational constant 16⇡G = 1. The second

action, SGH, is the Gibbons-Hawking term, which is required for a well defined variational

problem with Dirichlet boundary conditions. � is the determinant of the induced metric
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Figure 6 The zero temperature holographic superconductor. The electric
flux is sourced entirely by the scalar field condensate.

finds that the theory (6.1) admits Lifshitz solutions with the dynamical
critical exponent z given by solutions to
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Thus the dynamical critical exponent is determined by the value of the
potential and its first derivative at the fixed point value of �1, which is in
turn determined by the equations of motion. In order for the scaling (6.5) to
have a straightforward interpretation as a renormalisation transformation,
one should have z > 0. The null energy condition in the bulk furthermore
implies z > 1 [46]. Even if (6.6) gives physical solutions for z, it is not
guaranteed that the corresponding Lifshitz solution is realised as the near
horizon geometry. An instructive simple case to consider is m2 > 0 and
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The Lifshitz solutions are seen to exist so long as the scalar is not too heavy,
L2m2 < �2. As L2m2 ! 0, we see that z ! 1 and an emergent relativistic
AdS4 is obtained. As L2m2 ! �2 from below, z ! 1 and the extremal
AdS2⇥R2 geometry is recovered. However, recall from (6.2) that AdS2⇥R2 is
stable against � condensing if �2�m2L2  3
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is likely the ground state in this case. It follows that the Lifshitz geometries
(6.8) realized as IR scaling regimes in this theory with a positive quadratic

5 The planar Reissner-Nordström-AdS black hole 13

The Maxwell potential of the solution is

A = µ

✓
1� r

r+

◆
dt . (5.5)

We have required the Maxwell potential to vanish on the horizon, At(r+) =
0. The simplest argument for this condition is that otherwise the holonomy
of the potential around the Euclidean time circle would remain nonzero when
the circle collapsed at the horizon, indicating a singular gauge connection.
The planar Reissner-Nordström-AdS solution is characterized by two scales,
the chemical potential µ = limr!0At and the horizon radius r+. From the
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temperature than the horizon radius
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additionally carry a magnetic charge, was the starting point for holographic
approaches to finite density condensed matter [27, 28].

Because the underlying UV theory is scale invariant, the only dimension-
less quantity that we can discuss is the ratio T/µ. In order to answer our
basic question about the IR physics at low temperature, we must take the
limit T/µ ⌧ 1 of the solution. We thereby obtain the extremal Reissner-
Nordström-AdS black hole with
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The near-horizon extremal geometry, capturing the field theory IR, follows
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Fig. 6. Holographic optical conductivity in the presence of a lattice, taken from
[20].

To do this holographically, we must solve the bulk Einstein-Maxwell equa-
tions, subject to the boundary condition A

0

! µ(x, y) as r ! 0. That’s not
possible analytically. Instead we need to turn to numerics.

Working with a general function µ(x, y) would require solving three-
dimensional PDEs with the radial direction providing the third variable.
Here we do something a little easier. We work instead with a striped chem-
ical potential of the form

µ = µ̄ (1 +A
0

cos(kx)) (37)

This now requires solving PDEs in two variables. The solutions were found
numerically in [19]. They are, as you may expect, rippled Reissner-Nordström
black holes. We refer to this as a holographic lattice.

With the solutions in hand, it is conceptually straightforward to de-
termine the conductivity using the same method described in the previous
section, running the electric field in the x-direction, against the grain of the
stripes. However, while conceptually straightforward, it is calculationally
challenging. In the case with translational invariance, sourcing A

x

turned
on only g

tx

. In the absence of translational invariance, almost everything
is sourced. One ends up with ten, coupled PDEs in two independent vari-
ables, linearised around the numerical rippled Reisnner-Nordström black
holes. These equations were solved numerically in [20, 19].

The real and imaginary parts of optical conductivity in the presence of
a holographic lattice is shown in Figure 6. (The black dotted line is the

Introduction: Holographic model
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Figure 5: The low frequency part of the conductivity for T/T
c

= 1.0 (blue circles), .97 (red squares),
.86 (yellow diamonds), and .70 (green triangles). The vertical red line in Re(�) denotes the zero
frequency delta function.
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Figure 6: The density of the superfluid and normal components as a function of temperature,
extracted from the fit to (4.3). The dashed red line on the right is a fit to (4.4).
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The solutions is characterised by four parameters: µ, q
m

, �, and r
0

. µ is the chemical

potential and q
m

is the magnetic field in the dual field theory. � is the parameter which

– 3 –

Andrade and Withers  
1311.5157

 ⇠ �x

Q lattice

From  Matteo Baggioli’s slides

Bianchi VII

Daniel Arean 
Leopoldo Pando Zayas

Johanna Erdmenger 
Rene Meyer



Introduction 
Phenomenology and holography 

Superconductor model with momentum relaxation 
Normal phase 
Superconducting phase 

Electric, thermoelectric, thermal conductivity 
Method 
Normal phase 
Superconducting phase 

Conclusion

Contents



in all cases we considered.
Z 1

0+
d!Re[�n(!)� �s(!)] =

⇡

2
Ks , (1.3)

where �s(�n) is the electric conductivity at T < Tc(T > Tc).

This paper is organised as follows. In section 2, we introduce our holographic su-

perconductor model (Einstein-Maxwell-complex scalar action with negative cosmological

constant) incorporating momentum relaxation by massless real scalar fields. Background

bulk solutions corresponding to superconducting phase and normal phase are obtained. By

comparing on-shell actions of both solutions, we identify the phase transition temperature

as a function of chemical potential and momentum relaxation parameter, which yields 3-

dimensional phase diagrams. In superconducting phase, we also compute condensates as

a function of temperature for given chemical potential and momentum relaxation param-

eter. In section 3, we compute optical electric, thermoelectric, and thermal conductivities

in superconducting phase and normal phase. In particular, in superconducting phase,

we discuss the e↵ect of momentum relaxation on conductivity in several aspects such as

the appearance of infinite DC conductivity, Drude-nature of optical conductivity in small

frequency range, two-fluid model, and Ferrell-Glover-Tinkham(FGT) sum rule. We also

present a general numerical method to compute retarded Green’s functions when many

fields are coupled. In section 4 we conclude.

Note added: After this paper was completed, we became aware of [33] which has

overlap with ours.

2 Metal/superconductor phase transition

We start with the original holographic superconductor model proposed by Hartnoll, Herzog,

and Horowitz(HHH) [5]

SHHH =

Z

M
dd+1

x

p
�g


R+

d(d� 1)

L

2
� 1

4
F

2 � |D�|2 �m

2|�|2
�
, (2.1)

SGH = �2

Z

@M
ddx

p
��K , (2.2)

where F = dA is the field strength for a U(1) gauge field A and � is a complex scalar

field. We have chosen units such that the gravitational constant 16⇡G = 1. The second

action, SGH, is the Gibbons-Hawking term, which is required for a well defined variational

problem with Dirichlet boundary conditions. � is the determinant of the induced metric

�µ⌫ at the boundary, and K denotes the trace of the extrinsic curvature. To impose a

momentum relaxation e↵ect, we add the action of free massless scalars proposed in [20]

S =

Z

M
dd+1

x

p
�g

"
�1

2

d�1X

I=1

(@ I)
2

#
. (2.3)
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Action

Model

The action SHHH + S yields the equations of motion for matters5

rMF

MN + iq(�⇤
D

N�� �DN�⇤) = 0 , (2.4)
�
D

2 �m

2
�
� = 0 , (2.5)

r2
 I = 0 , (2.6)

where the covariant derivative is defined by DM� = (rM � iqAM )�, and the Einstein’s

equation

RMN � 1

2
gMN
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4
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(DM�DN�⇤ +DN�DM�⇤) ,

(2.7)

Since we are mainly interested in 2 + 1 dimensional systems, we will set d = 3 from

now on. In order to construct a plane(x, y)-symmetric superconducting background, we

take the following ansatz,

ds2 = �G(r)e��(r)dt2 +
dr2

G(r)
+

r

2

L

2
(dx2 + dy2) ,

A = At(r)dt , � = �(r) ,  I = �Iix
i =

�

L

2
�Iix

i
,

(2.8)

where non-zero At(r) is introduced for a finite chemical potential or charge density and

non-zero �(r) will be a hair of black hole, yielding a finite superconducting order parameter.

A special form of  I is included for momentum relaxation, where � may be interpreted as

a strength of impurity.

Plugging the ansatz (2.8) into the equations of motion (2.4)-(2.7), we have four equa-

tions (2.9)-(2.12). Maxwell’s equation (2.4) yields

A
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2
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0
t �

2q2�2

G
At = 0 , (2.9)

where � can be taken to be real, since r component of Maxwell’s equation implies that the

phase of � is constant. The complex scalar field equation (2.5) becomes
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� = 0 . (2.10)

Massless real scalar equations (2.6) is satisfied by the ansatz (2.8). The tt and rr compo-

5
Index convention: M,N, · · · = 0, 1, 2, r, and µ, ⌫, · · · = 0, 1, 2, and i, j, · · · = 1, 2.
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where non-zero At(r) is introduced for a finite chemical potential or charge density and

non-zero �(r) will be a hair of black hole, yielding a finite superconducting order parameter.
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We will numerically solve a set of coupled equations of two second order di↵erential

equations(2.9-2.10) and two first order di↵erential equations(2.11-2.12) by integrating out

from the horizon(rh), which is defined by G(rh) = 0, to infinity. It turns out that, by the

regularity condition at the horizon, six initial conditions are determined by three initial

values:

�(rh) , A

0
t(rh) , �(rh) , (2.13)

with At(rh) = 0, for a given rh, �, m2, and L. From regularity of the Euclidean on-shell

action the Hawking temperature(TH) is given by
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Near boundary(r ! 1) the equations (2.9)-(2.12) are solved by the following series

expansion.
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where we considered a case with m

2 = �2/L2 to be concrete. The mass m

2 is related to

the conformal dimension � of an operator in the dual field theory, m2 = �(��d)
L2 , and the

scalar field falls o↵ as r��. For m2 = �2/L2 and d = 3, � = 1 or 2 as shown in (2.19).

The coe�cients of (2.16)-(2.19) are identified with the field theory quantities as follows.

A

(0)
t ⇠ µ , A

(1)
t ⇠ ⇢ , G(1) ⇠ �✏/2 ,

�(1) = J(2) ,�(2) ⇠ hO(2)i, or �(2) ⇠ J(1) ,�(1) ⇠ hO(1)i ,
(2.20)

where µ, ⇢, ✏, O(i) and J(i) are chemical potential, charge density, energy density, � = i

operator and its source, respectively. So J(i) should vanish for condensation of O(i). See

appendix A for details. �(0) should be set to be zero to identify the Hawking temperature

of the black hole with the temperature of boundary field theory. Equivalently, we may
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momentum relaxation e↵ect, we add the action of free massless scalars proposed in [20]
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The action SHHH + S yields the equations of motion for matters5
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Since we are mainly interested in 2 + 1 dimensional systems, we will set d = 3 from

now on. In order to construct a plane(x, y)-symmetric superconducting background, we

take the following ansatz,

ds2 = �G(r)e��(r)dt2 +
dr2

G(r)
+
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2
(dx2 + dy2) ,

A = At(r)dt , � = �(r) ,  I = �Iix
i =
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i
,

(2.11)

where non-zero At(r) is introduced for a finite chemical potential or charge density and

non-zero �(r) will be a hair of black hole, yielding a finite superconducting order parameter.

A special form of  I is included for momentum relaxation, where � may be interpreted as

a strength of impurity.

Plugging the ansatz (2.11) into the equations of motion (2.7)-(2.10), we have four

equations (2.12)-(2.15). Maxwell’s equation (2.7) yields
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where � can be taken to be real, since r component of Maxwell’s equation implies that the

5
Index convention: M,N, · · · = 0, 1, 2, r, and µ, ⌫, · · · = 0, 1, 2, and i, j, · · · = 1, 2.

– 5 –

The action SHHH + S yields the equations of motion for matters5

rMF

MN + iq(�⇤
D

N�� �DN�⇤) = 0 , (2.4)
�
D

2 �m

2
�
� = 0 , (2.5)

r2
 I = 0 , (2.6)

where the covariant derivative is defined by DM� = (rM � iqAM )�, and the Einstein’s

equation

RMN � 1

2
gMN

 
R+

d(d� 1)

L

2
� 1

4
F

2 � |D�|2 �m

2|�|2 � 1

2

d�1X

I=1

(@ I)
2

!

=
1

2
@M I@N I +

1

2
FMQFN

Q +
1

2
(DM�DN�⇤ +DN�DM�⇤) ,

(2.7)

Since we are mainly interested in 2 + 1 dimensional systems, we will set d = 3 from
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where non-zero At(r) is introduced for a finite chemical potential or charge density and

non-zero �(r) will be a hair of black hole, yielding a finite superconducting order parameter.

A special form of  I is included for momentum relaxation, where � may be interpreted as

a strength of impurity.

Plugging the ansatz (2.8) into the equations of motion (2.4)-(2.7), we have four equa-

tions (2.9)-(2.12). Maxwell’s equation (2.4) yields
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where � can be taken to be real, since r component of Maxwell’s equation implies that the

phase of � is constant. The complex scalar field equation (2.5) becomes
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Massless real scalar equations (2.6) is satisfied by the ansatz (2.8). The tt and rr compo-
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We will numerically solve a set of coupled equations of two second order di↵erential

equations(2.9-2.10) and two first order di↵erential equations(2.11-2.12) by integrating out

from the horizon(rh), which is defined by G(rh) = 0, to infinity. It turns out that, by the

regularity condition at the horizon, six initial conditions are determined by three initial

values:

�(rh) , A

0
t(rh) , �(rh) , (2.13)

with At(rh) = 0, for a given rh, �, m2, and L. From regularity of the Euclidean on-shell

action the Hawking temperature(TH) is given by
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Near boundary(r ! 1) the equations (2.9)-(2.12) are solved by the following series

expansion.
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where we considered a case with m

2 = �2/L2 to be concrete. The mass m

2 is related to

the conformal dimension � of an operator in the dual field theory, m2 = �(��d)
L2 , and the

scalar field falls o↵ as r��. For m2 = �2/L2 and d = 3, � = 1 or 2 as shown in (2.19).

The coe�cients of (2.16)-(2.19) are identified with the field theory quantities as follows.

A

(0)
t ⇠ µ , A

(1)
t ⇠ ⇢ , G(1) ⇠ �✏/2 ,

�(1) = J(2) ,�(2) ⇠ hO(2)i, or �(2) ⇠ J(1) ,�(1) ⇠ hO(1)i ,
(2.20)

where µ, ⇢, ✏, O(i) and J(i) are chemical potential, charge density, energy density, � = i

operator and its source, respectively. So J(i) should vanish for condensation of O(i). See

appendix A for details. �(0) should be set to be zero to identify the Hawking temperature

of the black hole with the temperature of boundary field theory. Equivalently, we may
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Normal state solution

and the analytic solution is given by

ds2 = �G(r)dt2 +
dr2

G(r)
+
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L

2
(dx2 + dy2) , �(r) = 0 , (2.27)
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2
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A =
µ

L

⇣
1� rh

r

⌘
dt , (2.29)

 I = �Iix
i =

�

L

2
�Iix

i
, (2.30)

where m0 is determined by the condition G(rh) = 0:

m0 = r

3
H

✓
1 +

µ

2

4r2h
� �

2

2r2h

◆
. (2.31)

The normal phase of the system is described by a charged black brane solution with non-

vanishing �, which describes a metal state with a finite DC conductivity. The temperature

is given by the Hawking temperature (2.14) :

TH =
G0(rh)

4⇡
=

1

4⇡L2

✓
3rh �

µ

2 + 2�2

4rh

◆
. (2.32)

There is an important property of the geometry which we will rely on when discussing

the instability of the metal phase. In the zero temperature limit, the near horizon geometry

of an extremal black brane becomes AdS2 ⇥ Rd�1 with the e↵ective radius of AdS2 given

by

L

2
2 =

L

2
d+1

d(d� 1)

(d� 1)�2 + (d� 2)2µ2

�

2 + (d� 2)2µ2
. (2.33)

Notice that even at µ = 0 case, the near horizon geometry remains to be AdS2 ⇥Rd�1 due

to a finite �. In this sense, µ and � will play a similar role as far as instability is concerned.

2.2 Criterion for instability and quantum phase transitions

Before performing a full numerical analysis to search superconducting phase, we first want

to address a simpler question: When can the normal phase( (2.26)-(2.30)) be unstable by

small scalar field perturbations, which may develop into a hairy black hole with nonzero

�? To address this question we perform the analysis presented in [2, 44].

We look for an unstable mode of � = �(r)e�i!t of the equation (2.5) in the background

(2.26)-(2.30):

0 = (rµ � iqAµ)(rµ � iqA

µ)��m

2� (2.34)

= G

 
�

00 +

✓
2

r

+
G0

G

◆
�

0 +
(qµ(r � rh) + rL!)2

L

2
r

2G2
�� m

2

G
�

!
e

�i!t (2.35)
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rescale the time

t ! at , e

� ! a

2
e

�
, At ! At/a , (2.21)

where a = e

��(0)/2, to set �

(0) = 0. In practical computation, this rescaling method is

much easier since we have to shoot out from horizon. Then the field theory temperature

is computed as

T = e

�(0)/2
TH , (2.22)

where TH is defined in (2.15). However, analytic formulas from here are presented by

assuming �

(0) = 0.

There are two scaling symmetries of the equations of motion. The first symmetry is

r ! a1r , (t, x, y) ! a1(t, x, y) , L ! a1L , q ! q/a1 , m ! m/a1 , � ! a1� ,

(2.23)

and the second one is

r ! a2r , (t, x, y) ! (t, x, y)/a2 , Aµ ! a2Aµ , G ! a

2
2G , � ! a2� , (2.24)

By taking a1 = 1/L and a2 = 1/rh we may define new scaled variables with tilde.

r̃ =
r

rh
, (t̃, x̃, ỹ) =

rh

L

2
(t, x, y) , Ãµ =

L

rh
Aµ , m̃ = mL , G̃ =

L

2

r

2
h

G , �̃ =
�

rh
.

(2.25)

While performing numerics we work in terms of these tilde-variables. In practice, it is

equivlalent to set L = rH = 1 in numerical computation. However, when we interpret final

results, we need to scale them back carefully.

Near horizon we have seven parameters, �(rh), A0
t(rh), �(rh), rh, �, m

2, and L. Taking

advantage of three scaling symmetries (2.23)-(2.25), we may set rh = L = �(rh) = 1. We

shoot for a given m

2 and �, dialing �̃(1), Ã

0
t(1). We shoot out from horizon r̃H = 1

targetting �̃(1) = 0 or �̃(2) = 0 at r = 1. Thus, the solution is given by a line in a two

dimensional configuration space of �̃(1) and Ã

0
t(1).

2.1 Normal (metallic) phase

Here we minimally summarize the properties of the metal phase to set up the stage for our

paper, referring to [20] for more details.

The normal phase of the system corresponds to the solution without condensate

� = 0 , (2.26)
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to address a simpler question: When can the normal phase( (2.26)-(2.30)) be unstable by

small scalar field perturbations, which may develop into a hairy black hole with nonzero

�? To address this question we perform the analysis presented in [2, 44].

We look for an unstable mode of � = �(r)e�i!t of the equation (2.5) in the background

(2.26)-(2.30):

0 = (rµ � iqAµ)(rµ � iqA

µ)��m

2� (2.34)

= G
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✓
2

r
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G

◆
�

0 +
(qµ(r � rh) + rL!)2

L

2
r

2G2
�� m

2

G
�

!
e

�i!t (2.35)
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and the analytic solution is given by

ds2 = �G(r)dt2 +
dr2

G(r)
+

r

2

L

2
(dx2 + dy2) , �(r) = 0 , (2.27)

G(r) =
1

L

2

✓
r

2 � �

2

2
� m0

r

+
µ

2

4

r

2
h

r

2

◆
, (2.28)

A =
µ

L

⇣
1� rh

r

⌘
dt , (2.29)

 I = �Iix
i =

�

L

2
�Iix

i
, (2.30)

where m0 is determined by the condition G(rh) = 0:

m0 = r

3
H

✓
1 +

µ

2

4r2h
� �

2

2r2h

◆
. (2.31)

The normal phase of the system is described by a charged black brane solution with non-

vanishing �, which describes a metal state with a finite DC conductivity. The temperature

is given by the Hawking temperature (2.14) :

TH =
G0(rh)

4⇡
=

1

4⇡L2

✓
3rh �

µ

2 + 2�2

4rh

◆
. (2.32)

There is an important property of the geometry which we will rely on when discussing

the instability of the metal phase. In the zero temperature limit, the near horizon geometry

of an extremal black brane becomes AdS2 ⇥ Rd�1 with the e↵ective radius of AdS2 given

by

L

2
2 =

L

2
d+1

d(d� 1)

(d� 1)�2 + (d� 2)2µ2

�

2 + (d� 2)2µ2
. (2.33)

Notice that even at µ = 0 case, the near horizon geometry remains to be AdS2 ⇥Rd�1 due

to a finite �. In this sense, µ and � will play a similar role as far as instability is concerned.

2.2 Criterion for instability and quantum phase transitions

Before performing a full numerical analysis to search superconducting phase, we first want

to address a simpler question: When can the normal phase( (2.26)-(2.30)) be unstable by

small scalar field perturbations, which may develop into a hairy black hole with nonzero

�? To address this question we perform the analysis presented in [2, 44].

We look for an unstable mode of � = �(r)e�i!t of the equation (2.5) in the background

(2.26)-(2.30):

0 = (rµ � iqAµ)(rµ � iqA

µ)��m

2� (2.34)

= G

 
�

00 +

✓
2

r

+
G0

G

◆
�

0 +
(qµ(r � rh) + rL!)2

L

2
r

2G2
�� m

2

G
�

!
e

�i!t (2.35)
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Normal state solution

and the analytic solution is given by

ds2 = �G(r)dt2 +
dr2

G(r)
+

r

2

L

2
(dx2 + dy2) , �(r) = 0 , (2.27)

G(r) =
1

L

2

✓
r

2 � �

2

2
� m0

r

+
µ

2

4

r

2
h

r

2

◆
, (2.28)

A =
µ

L

⇣
1� rh

r

⌘
dt , (2.29)

 I = �Iix
i =

�

L

2
�Iix

i
, (2.30)

where m0 is determined by the condition G(rh) = 0:

m0 = r

3
H

✓
1 +

µ

2

4r2h
� �

2

2r2h

◆
. (2.31)

The normal phase of the system is described by a charged black brane solution with non-

vanishing �, which describes a metal state with a finite DC conductivity. The temperature

is given by the Hawking temperature (2.14) :

TH =
G0(rh)

4⇡
=

1

4⇡L2

✓
3rh �

µ

2 + 2�2

4rh

◆
. (2.32)

There is an important property of the geometry which we will rely on when discussing

the instability of the metal phase. In the zero temperature limit, the near horizon geometry

of an extremal black brane becomes AdS2 ⇥ Rd�1 with the e↵ective radius of AdS2 given

by

L

2
2 =

L

2
d+1

d(d� 1)

(d� 1)�2 + (d� 2)2µ2

�

2 + (d� 2)2µ2
. (2.33)

Notice that even at µ = 0 case, the near horizon geometry remains to be AdS2 ⇥Rd�1 due

to a finite �. In this sense, µ and � will play a similar role as far as instability is concerned.

2.2 Criterion for instability and quantum phase transitions

Before performing a full numerical analysis to search superconducting phase, we first want

to address a simpler question: When can the normal phase( (2.26)-(2.30)) be unstable by

small scalar field perturbations, which may develop into a hairy black hole with nonzero

�? To address this question we perform the analysis presented in [2, 44].

We look for an unstable mode of � = �(r)e�i!t of the equation (2.5) in the background

(2.26)-(2.30):

0 = (rµ � iqAµ)(rµ � iqA

µ)��m

2� (2.34)

= G

 
�

00 +

✓
2

r
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G0

G

◆
�

0 +
(qµ(r � rh) + rL!)2

L

2
r

2G2
�� m

2

G
�

!
e

�i!t (2.35)
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rescale the time

t ! at , e

� ! a

2
e

�
, At ! At/a , (2.21)

where a = e

��(0)/2, to set �

(0) = 0. In practical computation, this rescaling method is

much easier since we have to shoot out from horizon. Then the field theory temperature

is computed as

T = e

�(0)/2
TH , (2.22)

where TH is defined in (2.15). However, analytic formulas from here are presented by

assuming �

(0) = 0.

There are two scaling symmetries of the equations of motion. The first symmetry is

r ! a1r , (t, x, y) ! a1(t, x, y) , L ! a1L , q ! q/a1 , m ! m/a1 , � ! a1� ,

(2.23)

and the second one is

r ! a2r , (t, x, y) ! (t, x, y)/a2 , Aµ ! a2Aµ , G ! a

2
2G , � ! a2� , (2.24)

By taking a1 = 1/L and a2 = 1/rh we may define new scaled variables with tilde.

r̃ =
r

rh
, (t̃, x̃, ỹ) =

rh

L

2
(t, x, y) , Ãµ =

L

rh
Aµ , m̃ = mL , G̃ =

L

2

r

2
h

G , �̃ =
�

rh
.

(2.25)

While performing numerics we work in terms of these tilde-variables. In practice, it is

equivlalent to set L = rH = 1 in numerical computation. However, when we interpret final

results, we need to scale them back carefully.

Near horizon we have seven parameters, �(rh), A0
t(rh), �(rh), rh, �, m

2, and L. Taking

advantage of three scaling symmetries (2.23)-(2.25), we may set rh = L = �(rh) = 1. We

shoot for a given m

2 and �, dialing �̃(1), Ã

0
t(1). We shoot out from horizon r̃H = 1

targetting �̃(1) = 0 or �̃(2) = 0 at r = 1. Thus, the solution is given by a line in a two

dimensional configuration space of �̃(1) and Ã

0
t(1).

2.1 Normal (metallic) phase

Here we minimally summarize the properties of the metal phase to set up the stage for our

paper, referring to [20] for more details.

The normal phase of the system corresponds to the solution without condensate

� = 0 , (2.26)
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and the analytic solution is given by

ds2 = �G(r)dt2 +
dr2

G(r)
+

r

2

L

2
(dx2 + dy2) , �(r) = 0 , (2.27)

G(r) =
1

L

2

✓
r

2 � �

2

2
� m0

r

+
µ

2

4

r

2
h

r

2

◆
, (2.28)

A =
µ

L

⇣
1� rh

r

⌘
dt , (2.29)

 I = �Iix
i =

�

L

2
�Iix

i
, (2.30)

where m0 is determined by the condition G(rh) = 0:

m0 = r

3
H

✓
1 +

µ

2

4r2h
� �

2

2r2h

◆
. (2.31)

The normal phase of the system is described by a charged black brane solution with non-

vanishing �, which describes a metal state with a finite DC conductivity. The temperature

is given by the Hawking temperature (2.14) :

TH =
G0(rh)

4⇡
=

1

4⇡L2

✓
3rh �

µ

2 + 2�2

4rh

◆
. (2.32)

There is an important property of the geometry which we will rely on when discussing

the instability of the metal phase. In the zero temperature limit, the near horizon geometry

of an extremal black brane becomes AdS2 ⇥ Rd�1 with the e↵ective radius of AdS2 given

by

L

2
2 =

L

2
d+1

d(d� 1)

(d� 1)�2 + (d� 2)2µ2

�

2 + (d� 2)2µ2
. (2.33)

Notice that even at µ = 0 case, the near horizon geometry remains to be AdS2 ⇥Rd�1 due

to a finite �. In this sense, µ and � will play a similar role as far as instability is concerned.

2.2 Criterion for instability and quantum phase transitions

Before performing a full numerical analysis to search superconducting phase, we first want

to address a simpler question: When can the normal phase( (2.26)-(2.30)) be unstable by

small scalar field perturbations, which may develop into a hairy black hole with nonzero

�? To address this question we perform the analysis presented in [2, 44].

We look for an unstable mode of � = �(r)e�i!t of the equation (2.5) in the background

(2.26)-(2.30):

0 = (rµ � iqAµ)(rµ � iqA

µ)��m

2� (2.34)

= G

 
�

00 +

✓
2

r

+
G0

G

◆
�

0 +
(qµ(r � rh) + rL!)2

L

2
r

2G2
�� m

2

G
�

!
e

�i!t (2.35)
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and the analytic solution is given by

ds2 = �G(r)dt2 +
dr2

G(r)
+

r

2

L

2
(dx2 + dy2) , �(r) = 0 , (2.27)

G(r) =
1

L

2

✓
r

2 � �

2

2
� m0

r

+
µ

2

4

r

2
h

r

2

◆
, (2.28)

A =
µ

L

⇣
1� rh

r

⌘
dt , (2.29)

 I = �Iix
i =

�

L

2
�Iix

i
, (2.30)

where m0 is determined by the condition G(rh) = 0:

m0 = r

3
H

✓
1 +

µ

2

4r2h
� �

2

2r2h

◆
. (2.31)

The normal phase of the system is described by a charged black brane solution with non-

vanishing �, which describes a metal state with a finite DC conductivity. The temperature

is given by the Hawking temperature (2.14) :

TH =
G0(rh)

4⇡
=

1

4⇡L2

✓
3rh �

µ

2 + 2�2

4rh

◆
. (2.32)

There is an important property of the geometry which we will rely on when discussing

the instability of the metal phase. In the zero temperature limit, the near horizon geometry

of an extremal black brane becomes AdS2 ⇥ Rd�1 with the e↵ective radius of AdS2 given

by

L

2
2 =

L

2
d+1

d(d� 1)

(d� 1)�2 + (d� 2)2µ2

�

2 + (d� 2)2µ2
. (2.33)

Notice that even at µ = 0 case, the near horizon geometry remains to be AdS2 ⇥Rd�1 due

to a finite �. In this sense, µ and � will play a similar role as far as instability is concerned.

2.2 Criterion for instability and quantum phase transitions

Before performing a full numerical analysis to search superconducting phase, we first want

to address a simpler question: When can the normal phase( (2.26)-(2.30)) be unstable by

small scalar field perturbations, which may develop into a hairy black hole with nonzero

�? To address this question we perform the analysis presented in [2, 44].

We look for an unstable mode of � = �(r)e�i!t of the equation (2.5) in the background

(2.26)-(2.30):

0 = (rµ � iqAµ)(rµ � iqA

µ)��m

2� (2.34)

= G

 
�

00 +

✓
2
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0 +
(qµ(r � rh) + rL!)2

L

2
r

2G2
�� m

2
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�

!
e

�i!t (2.35)
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and the analytic solution is given by

ds2 = �G(r)dt2 +
dr2

G(r)
+

r

2

L

2
(dx2 + dy2) , �(r) = 0 , (2.27)

G(r) =
1

L

2

✓
r
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2
� m0

r
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µ

2

4

r

2
h

r
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◆
, (2.28)

A =
µ

L

⇣
1� rh

r

⌘
dt , (2.29)

 I = �Iix
i =

�

L

2
�Iix

i
, (2.30)

where m0 is determined by the condition G(rh) = 0:

m0 = r

3
H

✓
1 +

µ

2

4r2h
� �

2

2r2h

◆
. (2.31)

The normal phase of the system is described by a charged black brane solution with non-

vanishing �, which describes a metal state with a finite DC conductivity. The temperature

is given by the Hawking temperature (2.14) :

TH =
G0(rh)

4⇡
=

1

4⇡L2

✓
3rh �

µ

2 + 2�2

4rh

◆
. (2.32)

There is an important property of the geometry which we will rely on when discussing

the instability of the metal phase. In the zero temperature limit, the near horizon geometry

of an extremal black brane becomes AdS2 ⇥ Rd�1 with the e↵ective radius of AdS2 given

by

L

2
2 =

L

2
d+1

d(d� 1)

(d� 1)�2 + (d� 2)2µ2

�

2 + (d� 2)2µ2
. (2.33)

Notice that even at µ = 0 case, the near horizon geometry remains to be AdS2 ⇥Rd�1 due

to a finite �. In this sense, µ and � will play a similar role as far as instability is concerned.

2.2 Criterion for instability and quantum phase transitions

Before performing a full numerical analysis to search superconducting phase, we first want

to address a simpler question: When can the normal phase( (2.26)-(2.30)) be unstable by

small scalar field perturbations, which may develop into a hairy black hole with nonzero

�? To address this question we perform the analysis presented in [2, 44].

We look for an unstable mode of � = �(r)e�i!t of the equation (2.5) in the background

(2.26)-(2.30):

0 = (rµ � iqAµ)(rµ � iqA

µ)��m

2� (2.34)

= G
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e
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No condensate

Near horizon geometry of the extremal black brane

and the analytic solution is given by

ds2 = �G(r)dt2 +
dr2

G(r)
+

r

2

L

2
(dx2 + dy2) , �(r) = 0 , (2.27)
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A =
µ

L

⇣
1� rh

r

⌘
dt , (2.29)

 I = �Iix
i =

�

L

2
�Iix

i
, (2.30)

where m0 is determined by the condition G(rh) = 0:

m0 = r

3
H

✓
1 +

µ

2

4r2h
� �

2

2r2h

◆
. (2.31)

The normal phase of the system is described by a charged black brane solution with non-

vanishing �, which describes a metal state with a finite DC conductivity. The temperature

is given by the Hawking temperature (2.14) :

TH =
G0(rh)

4⇡
=

1

4⇡L2

✓
3rh �

µ

2 + 2�2

4rh

◆
. (2.32)

There is an important property of the geometry which we will rely on when discussing

the instability of the metal phase. In the zero temperature limit, the near horizon geometry

of an extremal black brane becomes AdS2 ⇥ Rd�1 with the e↵ective radius of AdS2 given

by

L

2
2 =

L

2
d+1

d(d� 1)

(d� 1)�2 + (d� 2)2µ2

�

2 + (d� 2)2µ2
. (2.33)

Notice that even at µ = 0 case, the near horizon geometry remains to be AdS2 ⇥Rd�1 due

to a finite �. In this sense, µ and � will play a similar role as far as instability is concerned.

2.2 Criterion for instability and quantum phase transitions

Before performing a full numerical analysis to search superconducting phase, we first want

to address a simpler question: When can the normal phase( (2.26)-(2.30)) be unstable by

small scalar field perturbations, which may develop into a hairy black hole with nonzero

�? To address this question we perform the analysis presented in [2, 44].

We look for an unstable mode of � = �(r)e�i!t of the equation (2.5) in the background

(2.26)-(2.30):

0 = (rµ � iqAµ)(rµ � iqA

µ)��m

2� (2.34)

= G
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The normal phase is unstable if there is a normalisable solution with incoming boundary

conditions at the horizon such that ! has a positive imaginary part. Because we are

interested in determining the critical temperature it is enough to search a static(! = 0)

normalisable mode.

Our numerical procedure is as follows. The equation (2.35) depends only on four

dimensionless quantities: �, q, �/µ, and T/µ. For fixed �/µ, �, and q, we shoot from

horizon to boundary keeping dialing T/µ. Near boundary, � falls o↵ as r��3 and r

��. We

search for the largest value of T/µ for which the coe�cient of r��3 vanishes. We repeat this

procedure for di↵erent pairs of values of �, and q. Figure 1(a) shows the line of constant

critical temperature (T/µ) in �-q space when �/µ = 1.

In Figure 1(a) there is a special curve(solid one) representing quantum phase tran-

sition at T = 0. We may understand the quantum phase transition by considering the

Breitenlohner-Freedman(BF) bound. First, the e↵ective mass of scalar field, which is read

from (2.35), near horizon at zero temperature is

m

2
e↵ = lim

r!r
h

lim
T!0

�
m

2 + q

2
g

tt
A

2
t

�
= m

2 � 2q2

1 + �2

µ2

. (2.36)

Second, the near horizon geometry of an extremal black brane is given by AdS2 ⇥R2 with

the e↵ective radius of AdS2 given by (2.33)

L

2
2 =

L

2

6

0

@1 +

�2

µ2

1 + �2

µ2

1

A
. (2.37)

Third, recall that, real scalar field in the AdSd+1 space with the radius Ld+1 is unstable

with mass(M) below the BF bound

M

2
L

2
d+1 = �d

2

4
. (2.38)

From these three data (2.36)-(2.38), we conclude that the scalar field is unstable near

horizon if

m̃

2
e↵ ⌘ m

2
e↵L

2
2 =

2

4
m

2 � 2q2

1 + �2

µ2

3

5

2

4L

2

6

0

@1 +

�2

µ2

1 + �2

µ2

1

A

3

5
< �1

4
, (2.39)

where m

2
L

2 must be greater than �9
4 for scalar to be stable at boundary AdS4 space.

Alternatively, this result can be obtained from (2.35). For the scalar field near horizon of

the extremal black hole, (2.35) becomes

�

00(⌘) +
2

⌘

�

0(⌘)�
m̃

2
e↵

⌘

2
�(⌘) = 0 , (2.40)

where ⌘ = (r � rh) and m̃

2
e↵ is defined in (2.39). The equation (2.40) is an equation for a

real scalar field in AdS2 spacetime with the curvature radius of unity. Thus, we reach the
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where m

0

is determined by the condition f(rH) = 0:

m

0

= r

3

H

✓
1 +

µ

2

4r2H
� �

2

2r2H

◆
. (2.30)

The normal phase of the system is described by a charged black brane solution with

non-vanishing �, which describes a metal state with a finite DC conductivity. The solution

is given as follows:

G(r) =
1

L

2

✓
r

2 � �

2

2
� m

0

r

+
µ

2

4

r

4

h

r

4

◆
, (2.31)

At =
µ

L

⇣
1� rh

r

⌘
, �(r) = �(r) = 0 , (2.32)

where rh is the horizon, so the mass parameter, m
0

, is given by g(rh) = 0.

2.2 Criterion for instability

We now want to investigate if the normal phase (4(c)) can be unstable to the formation

of a charged condensate (4(c)). In bulk language, it amounts to asking if the Reissner-

Nordstrom black hole can be unstable against perturbations by the scalar field, developing

a hairy black hole with nonzero �.

First, Instability at a transition temperature can be detected by the following pertur-

bative analysis. For a complex scalar field, the existence of the static normalizable zero

mode tells us the existence of the instability. The linear scalar equation in the background

�
r2 �m

2 � q

2

g

tt
A

2

t

�
� = 0 (2.33)

To KKK: Please write the corresponding equation to Eq (10) [6]

For result see Figure 1.

The criterion for quantum phase transition.(BF bound analysis)

For real scalar field in the AdSd+1

space with the radius Ld+1

, the BF bound is given

by

m

2

BF = � d

2

4L2

d+1

(2.34)

The e↵ective mass is
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tt
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�
= m

2 � 2q2

1 + �2

µ2

(2.35)

The near horizon geometry of an extremal black brane is given by AdS

2

⇥ Rd�1 with
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The normal phase is unstable if there is a normalisable solution with incoming boundary

conditions at the horizon such that ! has a positive imaginary part. Because we are

interested in determining the critical temperature it is enough to search a static(! = 0)

normalisable mode.

Our numerical procedure is as follows. The equation (2.35) depends only on four

dimensionless quantities: �, q, �/µ, and T/µ. For fixed �/µ, �, and q, we shoot from

horizon to boundary keeping dialing T/µ. Near boundary, � falls o↵ as r��3 and r

��. We

search for the largest value of T/µ for which the coe�cient of r��3 vanishes. We repeat this

procedure for di↵erent pairs of values of �, and q. Figure 1(a) shows the line of constant

critical temperature (T/µ) in �-q space when �/µ = 1.

In Figure 1(a) there is a special curve(solid one) representing quantum phase tran-

sition at T = 0. We may understand the quantum phase transition by considering the

Breitenlohner-Freedman(BF) bound. First, the e↵ective mass of scalar field, which is read

from (2.35), near horizon at zero temperature is

m

2
e↵ = lim

r!r
h

lim
T!0

�
m

2 + q

2
g

tt
A

2
t

�
= m

2 � 2q2

1 + �2

µ2

. (2.36)

Second, the near horizon geometry of an extremal black brane is given by AdS2 ⇥R2 with

the e↵ective radius of AdS2 given by (2.33)

L

2
2 =

L

2

6

0

@1 +

�2

µ2

1 + �2

µ2

1

A
. (2.37)

Third, recall that, real scalar field in the AdSd+1 space with the radius Ld+1 is unstable

with mass(M) below the BF bound

M

2
L

2
d+1 = �d

2

4
. (2.38)

From these three data (2.36)-(2.38), we conclude that the scalar field is unstable near

horizon if

m̃

2
e↵ ⌘ m

2
e↵L

2
2 =

2

4
m

2 � 2q2

1 + �2

µ2

3

5

2

4L

2

6

0

@1 +

�2

µ2

1 + �2

µ2

1

A

3

5
< �1

4
, (2.39)

where m

2
L

2 must be greater than �9
4 for scalar to be stable at boundary AdS4 space.

Alternatively, this result can be obtained from (2.35). For the scalar field near horizon of

the extremal black hole, (2.35) becomes

�

00(⌘) +
2

⌘

�

0(⌘)�
m̃

2
e↵

⌘

2
�(⌘) = 0 , (2.40)

where ⌘ = (r � rh) and m̃

2
e↵ is defined in (2.39). The equation (2.40) is an equation for a

real scalar field in AdS2 spacetime with the curvature radius of unity. Thus, we reach the
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The normal phase is unstable if there is a normalisable solution with incoming boundary

conditions at the horizon such that ! has a positive imaginary part. Because we are

interested in determining the critical temperature it is enough to search a static(! = 0)

normalisable mode.

Our numerical procedure is as follows. The equation (2.35) depends only on four

dimensionless quantities: �, q, �/µ, and T/µ. For fixed �/µ, �, and q, we shoot from

horizon to boundary keeping dialing T/µ. Near boundary, � falls o↵ as r��3 and r

��. We

search for the largest value of T/µ for which the coe�cient of r��3 vanishes. We repeat this

procedure for di↵erent pairs of values of �, and q. Figure 1(a) shows the line of constant

critical temperature (T/µ) in �-q space when �/µ = 1.

In Figure 1(a) there is a special curve(solid one) representing quantum phase tran-

sition at T = 0. We may understand the quantum phase transition by considering the

Breitenlohner-Freedman(BF) bound. First, the e↵ective mass of scalar field, which is read

from (2.35), near horizon at zero temperature is

m
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Second, the near horizon geometry of an extremal black brane is given by AdS2 ⇥R2 with

the e↵ective radius of AdS2 given by (2.33)
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Third, recall that, real scalar field in the AdSd+1 space with the radius Ld+1 is unstable

with mass(M) below the BF bound

M
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2

4
. (2.38)

From these three data (2.36)-(2.38), we conclude that the scalar field is unstable near

horizon if
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where m

2
L

2 must be greater than �9
4 for scalar to be stable at boundary AdS4 space.

Alternatively, this result can be obtained from (2.35). For the scalar field near horizon of

the extremal black hole, (2.35) becomes

�

00(⌘) +
2

⌘

�

0(⌘)�
m̃

2
e↵

⌘

2
�(⌘) = 0 , (2.40)

where ⌘ = (r � rh) and m̃

2
e↵ is defined in (2.39). The equation (2.40) is an equation for a

real scalar field in AdS2 spacetime with the curvature radius of unity. Thus, we reach the
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(b) Quantum phase transitions

Figure 1. Phase boundaries in q and � space. The region above every curves is the normal metal
phase. The orange solid curve in (a) and (b) are the same.

same conclusion as (2.39) by (2.38).

From the inequality (2.39), we can infer that qualitatively a larger mass (or �)6,

smaller q, or larger �/µ suppresses instability(superconductivity) at zero temperature.

Quantitative phase boundaries for several �/µ are plotted in Figure 1(b), where the region

above (below) the curve is stable or normal phase (unstable or superconducting) phase. It

is interesting that one can tune �/µ to trigger a qunatum phase transition. For example,

let us consider the system with q = 3 and � = 4, which is (c) in Figure 1(b). When �/µ is

small the system is in normal phase, but when �/µ is large the system is in superconducting

phase. The transition occurs between �/µ = 1 and �/µ = 2. The system at (d) in Figure

1(b) must be always in the normal phase at zero temperature regardless of �/µ. However

the system with q = 2,� = 2 and q = 3,� = 2 ((a) and (b) in Figure 1(b) respectively)

must be always in the superconducting phase at zero temperature. Notice that, in this

case, the superconducting transition occurs even at µ = 0, i.e. �/µ = 1. It also can be

seen in Figure 2.

2.3 Superconducting phase

In the previous subsection we investigated the possibility of superconducting phase at finite

temperature and zero temperature. Based on our result on quantum phase transition,

Figure 1(b), we may anticipate which values of parameters (q,�,�, µ) allow thermal phase

transition. In this subsection we want to confirm our anticipation by constructing explicit

superconducting background at finite temperature.

Our numerical analysis is performed as follows. By shooting out from horizon we

find a numerical solutions satisfying (2.9)-(2.12) and boundary condition �(1) = 0 and

6
The mass m2

is related to the conformal dimension � of an operator in the dual field theory, m2
=

�(��3)
L

2 .
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Instability of normal state at zero T

BF bound of scalar field with mass M in AdSd+1 with the radius Ld+1

Instability condition

Effective mass near horizon at zero T

Effective AdS2 radius at zero T

M2L2
2 = �1

4
(d = 1)

unstable

stable

(2.29)-(2.33):

0 = (rµ � iqAµ)(rµ � iqA

µ)��m

2� (2.37)

= G

 
�
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✓
2
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+
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◆
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0 +
(qµ(r � rh) + rL!)2

L

2
r

2G2
�� m

2

G
�

!
e

�i!t (2.38)

The normal phase is unstable if there is a normalisable solution with incoming boundary

conditions at the horizon such that ! has a positive imaginary part. Because we are

interested in determining the critical temperature it is enough to search a static(! = 0)

normalisable mode.

Our numerical procedure is as follows. The equation (2.38) depends only on four

dimensionless quantities: �, q, �/µ, and T/µ. For fixed �/µ, �, and q, we shoot from

horizon to boundary keeping dialing T/µ. Near boundary, � falls o↵ as r��3 and r

��. We

search for the largest value of T/µ for which the coe�cient of r��3 vanishes. We repeat this

procedure for di↵erent pairs of values of �, and q. Figure 1(a) shows the line of constant

critical temperature (T/µ) in �-q space when �/µ = 1.

In Figure 1(a) there is a special curve(solid one) representing quantum phase tran-

sition at T = 0. We may understand the quantum phase transition by considering the

Breitenlohner-Freedman(BF) bound. First, the e↵ective mass of scalar field, which is read

from (2.38), near horizon at zero temperature is

m

2
e↵ = lim

r!r
h

lim
T!0

�
m

2 + q

2
g

tt
A

2
t

�
= m

2 � 2q2

1 + �2

µ2

. (2.39)

m

2
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h

lim
T!0

�
m

2 + q

2
g

tt
A

2
t

�
= m

2 � 2q2/L2

1 + �2

µ2

. (2.40)

Second, the near horizon geometry of an extremal black brane is given by AdS2 ⇥R2 with

the e↵ective radius of AdS2 given by (2.36)

L

2
2 =

L

2

6

0

@1 +

�2

µ2

1 + �2

µ2

1

A
. (2.41)

Third, recall that, real scalar field in the AdSd+1 space with the radius Ld+1 is unstable

with mass(M) below the BF bound

M

2
L

2
d+1 = �d

2

4
. (2.42)

From these three data (2.40)-(2.42), we conclude that the scalar field is unstable near

horizon if

m̃

2
e↵ ⌘ m

2
e↵L

2
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2

4
m

2
L

2 � 2q2

1 + �2

µ2

3

5

2
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1
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3

5
< �1

4
, (2.43)
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(2.29)-(2.33):
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2� (2.37)
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The normal phase is unstable if there is a normalisable solution with incoming boundary

conditions at the horizon such that ! has a positive imaginary part. Because we are

interested in determining the critical temperature it is enough to search a static(! = 0)

normalisable mode.

Our numerical procedure is as follows. The equation (2.38) depends only on four

dimensionless quantities: �, q, �/µ, and T/µ. For fixed �/µ, �, and q, we shoot from

horizon to boundary keeping dialing T/µ. Near boundary, � falls o↵ as r��3 and r

��. We

search for the largest value of T/µ for which the coe�cient of r��3 vanishes. We repeat this

procedure for di↵erent pairs of values of �, and q. Figure 1(a) shows the line of constant

critical temperature (T/µ) in �-q space when �/µ = 1.

In Figure 1(a) there is a special curve(solid one) representing quantum phase tran-

sition at T = 0. We may understand the quantum phase transition by considering the

Breitenlohner-Freedman(BF) bound. First, the e↵ective mass of scalar field, which is read

from (2.38), near horizon at zero temperature is

m

2
e↵ = lim

r!r
h

lim
T!0

�
m

2 + q

2
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tt
A

2
t

�
= m

2 � 2q2

1 + �2
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. (2.39)
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2 � 2q2/L2
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Second, the near horizon geometry of an extremal black brane is given by AdS2 ⇥R2 with

the e↵ective radius of AdS2 given by (2.36)

L
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Third, recall that, real scalar field in the AdSd+1 space with the radius Ld+1 is unstable

with mass(M) below the BF bound

M

2
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2
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4
. (2.42)

From these three data (2.40)-(2.42), we conclude that the scalar field is unstable near

horizon if
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(a) � = 2, q = 3 (b) � = 2, q = 2 (c) � = 4, q = 3

(d) plot (a) and (b) together (e) plot (c) extended to ��

Figure 2. Phase diagrams for point (a),(b), and (c) in Figure 1. The meshed surface is the phase
boundary at the critical temperature. Dark region below the surface is superconducting phase while
region above the surface is normal phase.

consider the condensate of the operator of dimension two, hO(2)i. See (2.20). We may

choose the di↵erent boundary condition, �(2) = 0, but we will not deal with the case in

this paper. At high temperature we obtain only one solution, which agrees to an analytic

solution of normal state (2.26)-(2.30). At low temperature we find another solution with

� 6= 0(superconducting phase) in addition to a normal state solution (2.26)-(2.30). In this

case it turns out that the superconducting solution always has a lower grand potential and

becomes a ground state. The phase transition is continuous at a critical temperature(Tc).

Figure 2 shows typical examples of phase diagrams for three points (a),(b), and (c) in

Figure 1(b).

Let us start with the point (a) and (b) in Figure 1(b). They are always in supercon-

ducting phase for all � and µ at zero temperature. As temperature increases we expect that

the system undergoes a phase transition from superconducting phase to normal phase. Our

numerical analysis confirms it and the phase diagram is shown in Figure 2(a)(b), where the

meshed surface is the phase boundary at the critical temperature. Dark region below the

surface is superconducting phase while region above the surface is normal phase. Figure

2(a)(b) focuses on the phase structure for small �. In Figure 2(d) we extend � axis of

Figure 2(a)(b) to larger values and combine them for comparison, where Figure 2(a) is red.

The red mesh is above the black mesh, which means that a large q enhances superconduc-

tivity, as at the zero temperature in Figure 1. However, the phase transition line coincides

at µ = 0, because the e↵ect of q enters in the combination of qµ as shown in (2.35).

Notice that the superconducting phase exists even when µ = 0. In the HHH model [6]

the phase transition is understood as a competition between µ and T and in this case it is
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Figure 1. Phase boundaries in q and � space. The region above every curves is the normal metal
phase. The orange solid curve in (a) and (b) are the same.

same conclusion as (2.39) by (2.38).

From the inequality (2.39), we can infer that qualitatively a larger mass (or �)6,

smaller q, or larger �/µ suppresses instability(superconductivity) at zero temperature.

Quantitative phase boundaries for several �/µ are plotted in Figure 1(b), where the region

above (below) the curve is stable or normal phase (unstable or superconducting) phase. It

is interesting that one can tune �/µ to trigger a qunatum phase transition. For example,

let us consider the system with q = 3 and � = 4, which is (c) in Figure 1(b). When �/µ is

small the system is in normal phase, but when �/µ is large the system is in superconducting

phase. The transition occurs between �/µ = 1 and �/µ = 2. The system at (d) in Figure

1(b) must be always in the normal phase at zero temperature regardless of �/µ. However

the system with q = 2,� = 2 and q = 3,� = 2 ((a) and (b) in Figure 1(b) respectively)

must be always in the superconducting phase at zero temperature. Notice that, in this

case, the superconducting transition occurs even at µ = 0, i.e. �/µ = 1. It also can be

seen in Figure 2.

2.3 Superconducting phase

In the previous subsection we investigated the possibility of superconducting phase at finite

temperature and zero temperature. Based on our result on quantum phase transition,

Figure 1(b), we may anticipate which values of parameters (q,�,�, µ) allow thermal phase

transition. In this subsection we want to confirm our anticipation by constructing explicit

superconducting background at finite temperature.

Our numerical analysis is performed as follows. By shooting out from horizon we

find a numerical solutions satisfying (2.9)-(2.12) and boundary condition �(1) = 0 and

6
The mass m2

is related to the conformal dimension � of an operator in the dual field theory, m2
=

�(��3)
L

2 .
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Figure 2. Phase diagrams for point (a),(b), and (c) in Figure 1. The meshed surface is the phase
boundary at the critical temperature. Dark region below the surface is superconducting phase while
region above the surface is normal phase.

consider the condensate of the operator of dimension two, hO(2)i. See (2.20). We may

choose the di↵erent boundary condition, �(2) = 0, but we will not deal with the case in

this paper. At high temperature we obtain only one solution, which agrees to an analytic

solution of normal state (2.26)-(2.30). At low temperature we find another solution with

� 6= 0(superconducting phase) in addition to a normal state solution (2.26)-(2.30). In this

case it turns out that the superconducting solution always has a lower grand potential and

becomes a ground state. The phase transition is continuous at a critical temperature(Tc).

Figure 2 shows typical examples of phase diagrams for three points (a),(b), and (c) in

Figure 1(b).

Let us start with the point (a) and (b) in Figure 1(b). They are always in supercon-

ducting phase for all � and µ at zero temperature. As temperature increases we expect that

the system undergoes a phase transition from superconducting phase to normal phase. Our

numerical analysis confirms it and the phase diagram is shown in Figure 2(a)(b), where the

meshed surface is the phase boundary at the critical temperature. Dark region below the

surface is superconducting phase while region above the surface is normal phase. Figure

2(a)(b) focuses on the phase structure for small �. In Figure 2(d) we extend � axis of

Figure 2(a)(b) to larger values and combine them for comparison, where Figure 2(a) is red.

The red mesh is above the black mesh, which means that a large q enhances superconduc-

tivity, as at the zero temperature in Figure 1. However, the phase transition line coincides

at µ = 0, because the e↵ect of q enters in the combination of qµ as shown in (2.35).

Notice that the superconducting phase exists even when µ = 0. In the HHH model [6]

the phase transition is understood as a competition between µ and T and in this case it is
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Figure 2. Phase diagrams for point (a),(b), and (c) in Figure 1. The meshed surface is the phase
boundary at the critical temperature. Dark region below the surface is superconducting phase while
region above the surface is normal phase.

consider the condensate of the operator of dimension two, hO(2)i. See (2.20). We may

choose the di↵erent boundary condition, �(2) = 0, but we will not deal with the case in

this paper. At high temperature we obtain only one solution, which agrees to an analytic

solution of normal state (2.26)-(2.30). At low temperature we find another solution with

� 6= 0(superconducting phase) in addition to a normal state solution (2.26)-(2.30). In this

case it turns out that the superconducting solution always has a lower grand potential and

becomes a ground state. The phase transition is continuous at a critical temperature(Tc).

Figure 2 shows typical examples of phase diagrams for three points (a),(b), and (c) in

Figure 1(b). The three dimensional information in Figure 2 may be summarized in a two

dimensional plot, for example, in the plane of dimensionless quantities T/� and µ/�. In

practice, we have obtained such two dimensional plots first and rescaled them to make

three dimensional plots, where µ,�, and T has the same unit of energy. Three dimensional

plots would be more convenient to represent overall features, even though all information

can be compressed in two dimensional plots.

Let us start with the point (a) and (b) in Figure 1(b). They are always in supercon-

ducting phase for all � and µ at zero temperature. As temperature increases we expect that

the system undergoes a phase transition from superconducting phase to normal phase. Our

numerical analysis confirms it and the phase diagram is shown in Figure 2(a)(b), where the

meshed surface is the phase boundary at the critical temperature. Dark region below the

surface is superconducting phase while region above the surface is normal phase. Figure

2(a)(b) focuses on the phase structure for small �. In Figure 2(d) we extend � axis of

Figure 2(a)(b) to larger values and combine them for comparison, where Figure 2(a) is red.
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boundary at the critical temperature. Dark region below the surface is superconducting phase while
region above the surface is normal phase.

consider the condensate of the operator of dimension two, hO(2)i. See (2.20). We may

choose the di↵erent boundary condition, �(2) = 0, but we will not deal with the case in

this paper. At high temperature we obtain only one solution, which agrees to an analytic

solution of normal state (2.26)-(2.30). At low temperature we find another solution with

� 6= 0(superconducting phase) in addition to a normal state solution (2.26)-(2.30). In this

case it turns out that the superconducting solution always has a lower grand potential and

becomes a ground state. The phase transition is continuous at a critical temperature(Tc).

Figure 2 shows typical examples of phase diagrams for three points (a),(b), and (c) in

Figure 1(b).

Let us start with the point (a) and (b) in Figure 1(b). They are always in supercon-

ducting phase for all � and µ at zero temperature. As temperature increases we expect that

the system undergoes a phase transition from superconducting phase to normal phase. Our

numerical analysis confirms it and the phase diagram is shown in Figure 2(a)(b), where the

meshed surface is the phase boundary at the critical temperature. Dark region below the

surface is superconducting phase while region above the surface is normal phase. Figure

2(a)(b) focuses on the phase structure for small �. In Figure 2(d) we extend � axis of

Figure 2(a)(b) to larger values and combine them for comparison, where Figure 2(a) is red.

The red mesh is above the black mesh, which means that a large q enhances superconduc-

tivity, as at the zero temperature in Figure 1. However, the phase transition line coincides

at µ = 0, because the e↵ect of q enters in the combination of qµ as shown in (2.35).

Notice that the superconducting phase exists even when µ = 0. In the HHH model [6]

the phase transition is understood as a competition between µ and T and in this case it is
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Action for fluctuationsThe action SHHH + S yields the equations of motion for matters5
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�
D
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� = 0 , (2.5)

r2
 I = 0 , (2.6)

where the covariant derivative is defined by DM� = (rM � iqAM )�, and the Einstein’s

equation

RMN � 1
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(DM�DN�⇤ +DN�DM�⇤) ,

(2.7)

Since we are mainly interested in 2 + 1 dimensional systems, we will set d = 3 from

now on. In order to construct a plane(x, y)-symmetric superconducting background, we

take the following ansatz,

ds2 = �G(r)e��(r)dt2 +
dr2

G(r)
+

r

2

L

2
(dx2 + dy2) ,

A = At(r)dt , � = �(r) ,  I = �Iix
i =

�

L

2
�Iix

i
,

(2.8)

where non-zero At(r) is introduced for a finite chemical potential or charge density and

non-zero �(r) will be a hair of black hole, yielding a finite superconducting order parameter.

A special form of  I is included for momentum relaxation, where � may be interpreted as

a strength of impurity.

Plugging the ansatz (2.8) into the equations of motion (2.4)-(2.7), we have four equa-

tions (2.9)-(2.12). Maxwell’s equation (2.4) yields

A

00
t +

✓
�

0

2
+

2

r

◆
A

0
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2q2�2

G
At = 0 , (2.9)

where � can be taken to be real, since r component of Maxwell’s equation implies that the

phase of � is constant. The complex scalar field equation (2.5) becomes
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+
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�0 +

✓
q
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e

�
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2
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G
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� = 0 . (2.10)

Massless real scalar equations (2.6) is satisfied by the ansatz (2.8). The tt and rr compo-

5
Index convention: M,N, · · · = 0, 1, 2, r, and µ, ⌫, · · · = 0, 1, 2, and i, j, · · · = 1, 2.
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Ansatz

in all cases we considered.
Z 1

0+
d!Re[�n(!)� �s(!)] =

⇡

2
Ks , (1.3)

where �s(�n) is the electric conductivity at T < Tc(T > Tc).

This paper is organised as follows. In section 2, we introduce our holographic su-

perconductor model (Einstein-Maxwell-complex scalar action with negative cosmological

constant) incorporating momentum relaxation by massless real scalar fields. Background

bulk solutions corresponding to superconducting phase and normal phase are obtained. By

comparing on-shell actions of both solutions, we identify the phase transition temperature

as a function of chemical potential and momentum relaxation parameter, which yields 3-

dimensional phase diagrams. In superconducting phase, we also compute condensates as

a function of temperature for given chemical potential and momentum relaxation param-

eter. In section 3, we compute optical electric, thermoelectric, and thermal conductivities

in superconducting phase and normal phase. In particular, in superconducting phase,

we discuss the e↵ect of momentum relaxation on conductivity in several aspects such as

the appearance of infinite DC conductivity, Drude-nature of optical conductivity in small

frequency range, two-fluid model, and Ferrell-Glover-Tinkham(FGT) sum rule. We also

present a general numerical method to compute retarded Green’s functions when many

fields are coupled. In section 4 we conclude.

Note added: After this paper was completed, we became aware of [33] which has

overlap with ours.

2 Metal/superconductor phase transition

We start with the original holographic superconductor model proposed by Hartnoll, Herzog,

and Horowitz(HHH) [5]

SHHH =

Z

M
dd+1

x

p
�g


R+

d(d� 1)

L

2
� 1

4
F

2 � |D�|2 �m

2|�|2
�
, (2.1)

SGH = �2

Z

@M
ddx

p
��K , (2.2)

SHHH =

Z

M
d4x

p
�g
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6

L

2
� 1

4
F

2 � |D�|2 �m

2|�|2
�
, (2.3)

SGH = �2

Z

@M
d3x

p
��K , S =

Z

M
d4x

p
�g

"
�1

2

2X

I=1

(@ I)
2

#
. (2.4)

where F = dA is the field strength for a U(1) gauge field A and � is a complex scalar

field. We have chosen units such that the gravitational constant 16⇡G = 1. The second

action, SGH, is the Gibbons-Hawking term, which is required for a well defined variational

problem with Dirichlet boundary conditions. � is the determinant of the induced metric

�µ⌫ at the boundary, and K denotes the trace of the extrinsic curvature. To impose a
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Fluctuations

In superconducting phase,

✏ = hTtti = �2G(1)
, ⇢ =

⌦
J

t
↵
= A

(1)
, s = 4⇡r2h , (2.55)

where G(1) and A

(1) are numerical values. Lack of the analytic relation such as (2.55)

make it di�cult to check if W = ⌦. Therefore, we numerically checked and found that

⌦ = ✏ � Ts � µ⇢ = G(1) � �

2
rh 6= W. However, as far as the phase diagram is concerned,

this di↵erence does not matter. It turns out W < ⌦ in superconducting phase so we may

use ⌦ as our criteria for phase transition. To study thermodynamical quantities it will be

important to understand physics of the di↵erence between W and ⌦. We leave it for future

study.

3 Optical conductivity

In this section we study electric(�), thermoelectric(↵), thermal(̄) conductivity by con-

sidering small fluctuations of relevant gauge, metric, scalar fields around the normal and

superconducting background we obtained in the previous section. From here on, we set

L = 1 and use the scaled variables (2.25) without tilde.

3.1 Fluctuations for optical conductivity: equations and on-shell action

Electric conductivity is related to a small bulk gauge field fluctuation �Ax(t, r)

�Ax(t, r) =

Z 1

�1

d!

2⇡
e

�i!t
ax(!, r) , (3.1)

of which boundary dual operator is electric current. The fluctuation is chosen to be inde-

pendent of x and y, which is allowed since all the background fields a↵ecting the equations

of motion are independent of x and y. Because of rotational symmetry in x-y plane, it is

enough to consider �Ax. The gauge field fluctuation(�Ax(t, r)) sources to metric(�gtx(t, r))

and scalar field(� 1(t, r)) fluctuation

�gtx(t, r) =

Z 1

�1

d!

2⇡
e

�i!t
r

2
htx(!, r) , (3.2)

� 1(t, r) =

Z 1

�1

d!

2⇡
e

�i!t
⇠(!, r) , (3.3)

and all the other fluctuations can be decoupled. Notice that htx(!, r) is defined to approach

constant as r goes to infinity.

In momentum space, the linearized equations of motion around the background (2.8)
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Since we are mainly interested in 2 + 1 dimensional systems, we will set d = 3 from

now on. In order to construct a plane(x, y)-symmetric superconducting background, we

take the following ansatz,

ds2 = �G(r)e��(r)dt2 +
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where non-zero At(r) is introduced for a finite chemical potential or charge density and

non-zero �(r) will be a hair of black hole, yielding a finite superconducting order parameter.

A special form of  I is included for momentum relaxation, where � may be interpreted as

a strength of impurity.

Plugging the ansatz (2.8) into the equations of motion (2.4)-(2.7), we have four equa-

tions (2.9)-(2.12). Maxwell’s equation (2.4) yields

A

00
t +

✓
�

0

2
+

2

r

◆
A

0
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2q2�2

G
At = 0 , (2.9)

where � can be taken to be real, since r component of Maxwell’s equation implies that the

phase of � is constant. The complex scalar field equation (2.5) becomes

�00 +
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+
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�0 +

✓
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2
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�
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2
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� m

2

G

◆
� = 0 . (2.10)

Massless real scalar equations (2.6) is satisfied by the ansatz (2.8). The tt and rr compo-

5
Index convention: M,N, · · · = 0, 1, 2, r, and µ, ⌫, · · · = 0, 1, 2, and i, j, · · · = 1, 2.
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Ansatz

are derived from (2.4)-(2.7):
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✓
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G2
e

� � 2q2�2

G
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ax +
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�
A

0
t

G
h

0
tx = 0 , (3.4)

h

0
tx +

A

0
t

r

2
ax +

i�Ge��

r

2
!

⇠

0 = 0 , (3.5)
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00 +

✓
G0

G
� �

0

2
+

2

r

◆
⇠

0 � i�!e

�

G2
htx +

!

2
e

�

G2
⇠ = 0 , (3.6)

where G,�, At,� are background field obtained in the previous section. For normal phase

we have the analytic solutions ((2.26)-(2.30)) but for superconducting phase we have it

numerically.

We solve these equations with two boundary conditions: incoming boundary conditions

at the black hole horizon and the Dirichlet boundary conditions at the boundary. First,

near the black hole horizon (r ! 1) the solutions are expanded as

htx = (r � 1)⌫±+1
⇣
h

(I)
tx + h

(II)
tx (r � 1) + · · ·

⌘
, (3.7)

ax = (r � 1)⌫±
⇣
a

(I)
x + a

(II)
x (r � 1) + · · ·

⌘
, (3.8)

⇠ = (r � 1)⌫±
⇣
⇠

(I) + ⇠

(II)(r � 1) + · · ·
⌘
, (3.9)

where ⌫± = ±i!

e�(1)/2

�G0(1)
and the incoming boundary condition corresponds to ⌫ = ⌫+. Next,

near the boundary (r ! 1) the asymptotic solutions read

htx = h
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tx +

1
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2
h
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1

r

3
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tx + · · · , (3.10)
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⇠ = ⇠

(0) +
1

r

2
⇠

(2) +
1

r

3
⇠

(3) + · · · , (3.12)

and we fix the values of the leading terms as boundary conditions.

Plugging the solutions into the renormalized action (2.42), we have a quadratic order

on-shell action
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(3.13)

where we discarded the contribution from the horizon as the prescription for the retarded
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⌘
, (3.8)
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⌘
, (3.9)
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e�(1)/2

�G0(1)
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1
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1

r

3
⇠
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and we fix the values of the leading terms as boundary conditions.
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where we discarded the contribution from the horizon as the prescription for the retarded
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where we discarded the contribution from the horizon as the prescription for the retarded

Green’s function [46]. In particular, with the spatially homogeneous ansatz (3.1)-(3.3), the

quadratic action in momentum space yields

S

(2)
ren =

V2

2

Z 1

0

d!
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�⇢ā

(0)
x h

(0)
tx � ✏h̄

(0)
tx h

(0)
tx + ā

(0)
x a
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Z 1
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(0)
tx a

(0)
x + ā

(0)
x a

(1)
x

⌘
, (3.15)

where V2 is the two dimensional spatial volume
R
dxdy and we omit the term proportional

to �(1)�(2)
h

(0)
tx h

(0)
tx since we are studying the case with �(1) = 0. The range of ! is chosen

to be positive following the prescription in [46].

The on shell action (3.15) plays a role of the generating functional for two-point Green’s

functions sourced by a

(0)
x , h

(0)
tx , and ⇠

(0). We may simply read o↵ part of the two point

functions from the first two terms in (3.15). The other three terms are nontrivial and

we need to know the dependence of {a(1)x , h

(3)
tx , ⇠

(3)} on {a(0)x , h

(0)
tx , ⇠

(0)}. However, thanks

to linearity of equations (3.4)-(3.6), we can always find out the linear relation between

{a(1)x , h

(3)
tx , ⇠

(3)} and {a(0)x , h

(0)
tx , ⇠

(0)}. We will first explain our numerical method to find

such a relationship in a more general setup in the following subsection and continue the

computation in that setup.

3.2 Numerical method

A systematic numerical method for a system with multi fields and constraints were devel-

oped in [23] based on [37, 38]. We summarise it briefly and refer to [23] for more details.

To develop a systematic method in a general setup, let us start with N fields �a(x, r),

(a = 1, 2, · · · , N), which satisfy a set of coupled N independent second order di↵rential

equations:

�a(x, r) =

Z
ddk

(2⇡)d
e

�ikx
r

p�a
k(r) , (3.16)

where the index a may include components of higher spin fields. For convenience, rp is

multiplied such that the solution �a
k(r) goes to constant at boundary. For example, p = 2

in (3.2).

Near horizon(r = 1), solutions can be expanded as

�a(r) = (r � 1)⌫a± ('a + '̃

a(r � 1) + · · · ) , (3.17)

where we omitted the subscript k for simplicity and ⌫a± correspond to incoming/outgoing

boundary conditions. To compute the retarded Green’s function we choose the incoming

boundary condition [46], fixingN initial conditions. The otherN initial conditions, denoted
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Fluctuations

In superconducting phase,

✏ = hTtti = �2G(1)
, ⇢ =

⌦
J

t
↵
= A

(1)
, s = 4⇡r2h , (2.55)

where G(1) and A

(1) are numerical values. Lack of the analytic relation such as (2.55)

make it di�cult to check if W = ⌦. Therefore, we numerically checked and found that

⌦ = ✏ � Ts � µ⇢ = G(1) � �

2
rh 6= W. However, as far as the phase diagram is concerned,

this di↵erence does not matter. It turns out W < ⌦ in superconducting phase so we may

use ⌦ as our criteria for phase transition. To study thermodynamical quantities it will be

important to understand physics of the di↵erence between W and ⌦. We leave it for future

study.

3 Optical conductivity

In this section we study electric(�), thermoelectric(↵), thermal(̄) conductivity by con-

sidering small fluctuations of relevant gauge, metric, scalar fields around the normal and

superconducting background we obtained in the previous section. From here on, we set

L = 1 and use the scaled variables (2.25) without tilde.

3.1 Fluctuations for optical conductivity: equations and on-shell action

Electric conductivity is related to a small bulk gauge field fluctuation �Ax(t, r)

�Ax(t, r) =

Z 1

�1

d!

2⇡
e

�i!t
ax(!, r) , (3.1)

of which boundary dual operator is electric current. The fluctuation is chosen to be inde-

pendent of x and y, which is allowed since all the background fields a↵ecting the equations

of motion are independent of x and y. Because of rotational symmetry in x-y plane, it is

enough to consider �Ax. The gauge field fluctuation(�Ax(t, r)) sources to metric(�gtx(t, r))

and scalar field(� 1(t, r)) fluctuation

�gtx(t, r) =

Z 1

�1

d!

2⇡
e

�i!t
r

2
htx(!, r) , (3.2)

� 1(t, r) =

Z 1

�1

d!

2⇡
e

�i!t
⇠(!, r) , (3.3)

and all the other fluctuations can be decoupled. Notice that htx(!, r) is defined to approach

constant as r goes to infinity.

In momentum space, the linearized equations of motion around the background (2.8)
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(a) Re �. A delta function at ! = 0 for
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Figure 2. Electric conductivity � with momentum relaxation at fixed µ/T = 6. For larger � the
Drude-like peak at small ! becomes broader.
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Figure 3. Electric conductivity � with momentum relaxation at fixe �/T = 3. By comparing
with Figure 1 we may also see how � changes conductivity curves since all parameters are the same
except �.

fluctuation the Ward identity (2.13) is

@
t

h�p
x

i = �h�Oi+ hJ ti�E
x

. (4.16)

Comparing with the Drude model

dp

dt
= �1

⌧
p+ qE . (4.17)

We see that, if h�Oi is proportional to �h�p
x

i without any parameter dependence, it is

possible to have a Drude peak ⌧ ⇠ 1/�. Since, however, in our case h�Oi may depend on

� and µ, we would not expect such a simple relation in general. (comment: Indeed we will

show later h�Oi ⇠ ��

µ

h�p
x

i or h�Oi ⇠ � �

T

h�p
x

i numerically in certain limit. See (4.27)

and (4.28).) Furthermore, a peak may be di↵erent from the Drude form in the regime of

strong coupling. (comment: However, If we break translation symmetry weakly, then we

have Drude.(Check Hartnoll’s umklapp paper))

With these warnings in mind, as an e↵ective simple model of peak, let us consider the
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Figure 1. Electric conductivity without momentum relaxation

Not a general configuration but a specific one: no k-dependence.
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Fig. 2. The real and imaginary parts of the Drude conductivity.

The coe�cient ⌧ is known as the scattering time. It can be thought
of as the average time that the particle travels unimpeded before it hits
something.

The current is ~j = nq~v where n is the density of charge carriers. For an
AC electric field, with frequency !, we need only solve (21) to determine the
steady-state current ~j(!). The definition (20) then tells us the conductivity:
it is

�(!) =
�
0

1� i!⌧
(22)

where the ! ! 0 DC conductivity is

�
0

=
nq2⌧

m

We plot the real and imaginary parts of the conductivity in Figure 2. The
real part exhibits a peak at frequencies ! < 1/⌧ ; this will be referred to
below as the Drude peak. At high frequencies, !⌧ � 1, the conductivity
is dominated by the imaginary part, � ⇠ �1/i!. This is the conductivity
of a free particle. You can think about this as shaking the particle so fast
that it turns around and goes the other way before it’s had the chance to
hit something.

3.2. Particle-Hole Creation

At high frequencies, there is another simple e↵ect that can contribute
to conductivity. This isn’t captured by the Drude model, but is instead a
quantum field-theoretic e↵ect, namely particle-anti-particle creation. Or, in
a condensed matter context, particle-hole creation. It’s perhaps simplest to
illustrate by showing some data.
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Figure 3. Electric conductivity � with momentum relaxation at fixe �/T = 3. By comparing
with Figure 1 we may also see how � changes conductivity curves since all parameters are the same
except �.

we make use of information from the Ward identity. At the level of fluctuation the Ward

identity (2.13) is

@
t

h�p
x

i = �h�Oi+ hJ ti�E
x

. (4.16)

Comparing with the Drude model

dp

dt
= �1

⌧
p+ qE . (4.17)

We see that, if h�Oi is proportional to �h�p
x

i without any parameter dependence, we

will have a Drude peak with ⌧ ⇠ 1/�. However, in our case h�Oi may depend on � and

µ, we would not expect such a simple relation in general. Indeed it turns out that

h�Oi ⇠ ��

µ

h�p
x

i or h�Oi ⇠ � �

T

h�p
x

i in certain limit, which will be discussed in (4.25)

- (4.27). Of course, in certain parameter regime, a peak may be very di↵erent from the

Drude form because we are in strong coupling regime.

With these warnings in mind, as an e↵ective simple model of peak, let us consider the
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Drude peak and intermediate scaling. Wierderman Franz law

�
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= K⌧ + �
0
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µ2

�2

(4.37)
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2 � �
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r⌫hT
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µ

�hOi+ F
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hJ⌫i+ (4.40)
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5 Dyonic

6 Conclusions
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Figure 5. We compare numerical data(blue dotted lines) with a Drude model(red solid
curves)(4.19) of which parameters are fixed analytically in (4.20) and (4.23). µ/T = 4. When
�/µ  1/2 the numerical data agree well to the Drude model. The transition to incoherent metal
is around �/µ ⇠ 1/2.

The expression (4.24) is not very illuminating so we make a plot of the relaxation time

as a function of µ/T and �/T in Figure 4. The plot is meaningful only for the regime

� < µ because it turns out that the Drude model (4.19) works well for that regime(See

Figure 5 and related discussion). There is a tendency that a smaller � and larger µ make

the relaxation time longer, which is compatible with the interpretation of � as an impurity

e↵ect. For T ⌧ � ⌧ µ, ‘clean limit’(small impurity) at low temperature, the relaxation

time (4.24) yields

⌧ ⇡ 2
p
3
µ

�2
. (4.26)

To check the validity of our analytic expression of the Drude model (4.19) with pa-

rameters (4.20) and (4.24), we have made numerical plots for a wide range of parameters

and compared with (4.19). Figure 5(a,d) and (c,f) are examples showing a good agreement

of numerical data to (4.19) and deviation from (4.19) respectively.14 Blue dotted lines are

numerical data and red solid curves are the analytic expression (4.19). In Figure 5 (c,f) if

we find parameters K,�
Q

, ⌧ by numerical fitting instead of using analytic expressions, the

fitting curve is slightly improved, but it is still deviated from (4.19). In these examples,

when �/µ  1/2 the numerical data agree well to the Drude model. In general, for small

�/µ, numerical data agrees well to a modified Drude model (4.19) while for large �/µ the

peak is not a Drude form. It is a concrete realisation of coherent/incoherent transition

14Similar plots were obtained independently by Blaise Goutéraux and Richard Davison and presented at
the workshop, “Holographic methods and application”, Iceland, August, 2014.
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� �

If we turn on a finite �, a delta function of dotted curve(� = 0) at ! = 0 in the real

part, which is inferred from 1/! pole in the imaginary part by Kramers-Kronig relation,

becomes a smooth peak with a finite width. At the same time 1/! pole in the imaginary

part disappears. As � increases, the width of the peak in real part increases while the

maximum value of the peak (DC conductivities) decreases. In this variation, we checked

that the area of the real part of the conductivity does not change numerically. The area

di↵erence from � = 0 curve is given by K

2⇡ , which agrees to the area of the delta function

inferred from the imaginary part of the conductivity. This is an example of a sum rule and

we have confirmed it for various parameters. Numerical DC conductivities agree to the

analytic result (2.29)

� = 1 +
µ2

�2
, (4.16)

which are shown as the red dots at ! = 0 in Figure 2(a).

Figure 3 shows the e↵ect of µ at fixed �. As µ increases, DC conductivity also increases,

which is expected since there are more charge carriers. For bigger µ there is a deeper valley

at intermediate ! regime. This may be expected from Figure 1 where a bigger µ gives a

lower value of conductivity at small ! regime.

There are two issues on finite frequency regime: one is Drude-like peaks at small

frequency and the other is possible scaling laws at intermediate frequency regime. Let

us start with an analysis at small frequencies. The peaks at small ! in Figure 2(a) and

3(a) look similar to Drude peaks qualitatively. For a very small � ⌧ µ, the translation

symmetry is broken weakly and we expect to have a Drude form according to [30]. For

large values of � it is possible that the peak is not the standard Drude from. As one way

to see how much these peaks can resemble the Drude model, Let us examine the Ward

identity. At the level of fluctuation the Ward identity (2.13) is

@
t

h�p
x

i = �h�Oi+ hJ ti�E
x

. (4.17)

Comparing with the Drude model

dp

dt
= �1

⌧
p+ qE . (4.18)

We see that, if h�Oi is proportional to �h�p
x

i, a Drude-like peak may appear [29]. Further-

more, if h�Oi is independent of parameters(µ, T,�), the scattering time will be inversely

proportional to �. i.e. ⌧ ⇠ 1/�. In our case, for � ⌧ µ, it turns out that h�Oi ⇠ ��

µ

h�p
x

i,
which will be discussed in (4.26), while, for � > µ, a peak is di↵erent from the Drude form,

implying h�Oi is not proportional to �h�p
x

i. (see Figure 5 and related discussion).

As a model of peak, let us consider a modified Drude form shifted by �
Q

�(!) =
K⌧

1� i!⌧
+ �

Q

(4.19)

where �
Q

is added to take into account the conductivity near 0 frequency at � = 0. Since

our model is based on AdS-RN black brane solution, there will be a contribution from pair
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Figure 7. Approximate scaling behaviour (�/r0 = 1.5)

slopes are �1. This scaling can be understood as a tail of Drude form, because in this

regime the Drude form is dominant as shown in Figure 2 and 5. As � increases the scaling

of Drude tail becomes weaken (Figure 6(b)) and disappears at bigger !(Figure 6(c))).

Now we want to investigate if there is a modified scaling law motivated by previous

holographic models [4, 5, 7, 10].

� =

✓
B

!�

+ C

◆
ei

⇡

2 �̃ , (4.30)

where B and C are constants and �̃ may be di↵erent from �. We find that the Figure 6(c)

can be approximately fitted by a modified scaling law, with � ⇡ 0.24

� =

✓
K

(!/µ)�
+ �

DC

◆
ei⇡� , (4.31)

which is shown in Figure 7. Interestingly, in this case, the constants B and C in (4.30)

are fixed by analytic K and �
DC

, while in other models, they are numerically determined.

However, this approximate scaling behaviour seems not very robust under change of pa-

rameters.

4.2 Thermoelectric and thermal conductivity

Finally we plot the thermoelectric(↵) and thermal(̄) conductivity in Figure 8. Qualitative

feature is similar to electric conductivity. The red dots at ! = 0 is the DC conductivities

analytically computed in [26]

↵ =
4⇡µ

�2
r0 ,

̄

T
=

(4⇡)2

�2
r20 , (4.32)

At large ! it can be shown from Ward identity (comment: cite our future paper)

↵ ! �µ

T
,

̄

T
! µ2 + �2

T 2
(4.33)
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slopes are �1. This scaling can be understood as a tail of Drude form, because in this

regime the Drude form is dominant as shown in Figure 2 and 5. As � increases the scaling

of Drude tail becomes weaken (Figure 6(b)) and disappears at bigger !(Figure 6(c))).

Now we want to investigate if there is a modified scaling law motivated by previous

holographic models [4, 5, 7, 10].

� =

✓
B

!�

+ C

◆
ei

⇡

2 �̃ , (4.30)

where B and C are constants and �̃ may be di↵erent from �. We find that the Figure 6(c)

can be approximately fitted by a modified scaling law, with � ⇡ 0.24

� =

✓
K

(!/µ)�
+ �

DC

◆
ei⇡� , (4.31)

which is shown in Figure 7. Interestingly, in this case, the constants B and C in (4.30)

are fixed by analytic K and �
DC

, while in other models, they are numerically determined.

However, this approximate scaling behaviour seems not very robust under change of pa-

rameters.

4.2 Thermoelectric and thermal conductivity

Finally we plot the thermoelectric(↵) and thermal(̄) conductivity in Figure 8. Qualitative

feature is similar to electric conductivity. The red dots at ! = 0 is the DC conductivities

analytically computed in [26]

↵ =
4⇡µ

�2
r0 ,

̄

T
=

(4⇡)2

�2
r20 , (4.32)

At large ! it can be shown from Ward identity (comment: cite our future paper)

↵ ! �µ

T
,

̄

T
! µ2 + �2

T 2
(4.33)
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Figure 8. Thermal and thermoelectric conductivity with momentum relaxation at fixe µ/T = 6.

law is supposed to be valid at low temperature. Now we may consider two cases where

one parameter is much lager than the other. In these limits, the ratio becomes constant as

follows

L̄ =

(
4⇡2

3 (µ̃ � �̃)
8⇡2

3 (�̃ � µ̃)
(4.33)

This shows the violation of the Wiedemann-Franz law which is expected in a non-Fermi

liquid, see e.g. [43].

We suspect that there would be a similar Drude form to electric conductivity for small

�̃ or small µ/�. For a massive gravity model thermoelectric conductivities have been

studied in [29, 30]

5 Conclusions

Summary:

Future work: magnetic field [work in progress], other massless form fields [16]
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Figure 9. Drude peaks of thermoelectric(↵) and thermal() conductivity with the same parame-
ters as Figure 5(a): µ/T = 4 and �/T = 1/4. Blue dots are numerical data and the red solid lines
are fitting curves of the from (4.33).

ities also have a modified Drude peak similar to (4.18) for � < µ,

↵(!) =
A

↵

⌧
↵

1� i!⌧
↵

+B
↵

,
̄(!)

T
=

A
̄

⌧
̄

1� i!⌧
̄

+B
̄

(4.33)

while the peak is non-Drude for � > µ. Like K,�
Q

, ⌧ in (4.18), A
↵

, B
↵

, ⌧
↵

, A
̄

, B
̄

, ⌧
̄

may

be obtained analytically by using the hydrodynamics results in [42–44]. Figure 9 shows an

excellent agreement of numerical data to (4.33), where the blue dots are numerical values

and the red solid curve is a fitting to (4.33). In general relaxation times ⌧, ⌧
↵

, and ⌧
̄

are

all di↵erent, but in the clean limit � ⌧ µ it is observed that they approaches the same

value. At intermediate frequencies, we do not see any scaling law unlike [10].

5 Conclusions

In this paper, we study three conductivities(electric(�), thermoelectric(↵), and thermal(̄)

conductivities) in a holographic model of momentum relaxation [23]. The model is based

on the 3+1 dimensional Einstein-Maxwell-scalar action. Momentum is dissipated due to

massless scalar fields linear to every spatial coordinate.

 1 = �x ,  2 = �y (5.1)

– 21 –

0.1 0.2 0.3 0.4 0.5
wêT

5

10

15

Re@sD

(a) Re � at �/µ = 1/4

0.2 0.4 0.6 0.8 1.0
wêT

1

2

3

4

5

Re@sD

(b) Re � at �/µ = 1/2

0.5 1.0 1.5 2.0
wêT

0.5

1.0

1.5

2.0

Re@sD

(c) Re � at �/µ = 1

0.1 0.2 0.3 0.4 0.5
wêT

2

4

6

8

Im@sD

(d) Im � at �/µ = 1/4

0.2 0.4 0.6 0.8 1.0
wêT

0.5

1.0

1.5

2.0

Im@sD

(e) Im � at �/µ = 1/2

0.5 1.0 1.5 2.0
wêT

0.2

0.4

0.6

0.8
Im@sD

(f) Im � at �/µ = 1

Figure 5. We compare numerical data(blue dotted lines) with a Drude model(red solid
curves)(4.18) of which parameters are fixed analytically in (4.19) and (4.22). µ/T = 4. When
�/µ  1/2 the numerical data agree well to the Drude model. The transition to incoherent metal
is around �/µ ⇠ 1/2.

superconductors in the normal phase exhibits scaling law

� =
B

!�

ei
⇡

2 � ⇠
✓

i

!

◆
�

, (4.26)

where � ⇡ 2/3 and B is constant [32]. This scaling has been discussed also in holographic

models with momentum dissipation. In models studied in[9, 10, 12] modified scalings (4.27)

have been reported while in [18, 20, 25] no scaling law have been observed. With our model

we have analysed several cases for a wide range of parameters to search a scaling behaviour.

However it seems that there is no robust scaling law.

For completeness, in Figure 6, we present a typical behaviour of |�| at intermediate !

regime as � is changed. When � is small(Figure 6(a)) there is a robust scaling |�| ⇠ !�1

for small !. As a guide we showed the red dotted lines in Figure 6 (a) and (b) of which

slopes are �1. This scaling can be understood as a tail of Drude form, because in this

regime the Drude form is dominant as shown in Figure 2 and 5. As � increases the scaling

of Drude tail becomes weaken (Figure 6(b)) and disappears at bigger !(Figure 6(c))). We

do not see a scaling behaviour of the form (4.26).

Now we want to investigate if there is a modified scaling law motivated by previous

holographic models [9, 10, 12, 15].

� =

✓
B

!�

+ C

◆
ei

⇡

2 �̃ , (4.27)
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Figure 1. Phase boundaries in q and � space. The region above every curves is the normal metal
phase. The orange solid curve in (a) and (b) are the same.

same conclusion as (2.39) by (2.38).

From the inequality (2.39), we can infer that qualitatively a larger mass (or �)6,

smaller q, or larger �/µ suppresses instability(superconductivity) at zero temperature.

Quantitative phase boundaries for several �/µ are plotted in Figure 1(b), where the region

above (below) the curve is stable or normal phase (unstable or superconducting) phase. It

is interesting that one can tune �/µ to trigger a qunatum phase transition. For example,

let us consider the system with q = 3 and � = 4, which is (c) in Figure 1(b). When �/µ is

small the system is in normal phase, but when �/µ is large the system is in superconducting

phase. The transition occurs between �/µ = 1 and �/µ = 2. The system at (d) in Figure

1(b) must be always in the normal phase at zero temperature regardless of �/µ. However

the system with q = 2,� = 2 and q = 3,� = 2 ((a) and (b) in Figure 1(b) respectively)

must be always in the superconducting phase at zero temperature. Notice that, in this

case, the superconducting transition occurs even at µ = 0, i.e. �/µ = 1. It also can be

seen in Figure 2.

2.3 Superconducting phase

In the previous subsection we investigated the possibility of superconducting phase at finite

temperature and zero temperature. Based on our result on quantum phase transition,

Figure 1(b), we may anticipate which values of parameters (q,�,�, µ) allow thermal phase

transition. In this subsection we want to confirm our anticipation by constructing explicit

superconducting background at finite temperature.

Our numerical analysis is performed as follows. By shooting out from horizon we

find a numerical solutions satisfying (2.9)-(2.12) and boundary condition �(1) = 0 and

6
The mass m2

is related to the conformal dimension � of an operator in the dual field theory, m2
=

�(��3)
L

2 .

– 10 –

(a) � = 2, q = 3 (b) � = 2, q = 2 (c) � = 4, q = 3

(d) plot (a) and (b) together (e) plot (c) extended to ��

Figure 2. Phase diagrams for point (a),(b), and (c) in Figure 1. The meshed surface is the phase
boundary at the critical temperature. Dark region below the surface is superconducting phase while
region above the surface is normal phase.

This competition is reflected on the phase boundary surfaces in Figure 2. In words, the

dependence of the critical temperature on �/µ is not monotonic. the critical temperature

decreases when �/µ is small and increases when �/µ is large. In graphics, see the line

at µ = 2 in Figure 2(d) or the lines at µ = 0 and µ = 2 in Figure 2(a). It is di↵erent

from the previous studies. In Q-lattice model [32, 33] and single scalar model [34] the

critical temperature decreases as momentum relaxation e↵ect increases while in ionic lattice

model [13] the critical temperature increases monotonically as lattice e↵ect increase.

In Figure 1(b), the point (c) is di↵erent from (a) and (b), in that the system at (c) at

zero T could be in superconducting phase or normal phase depending on the value of �/µ;

the critical value is around �/µ ⇡ 1.5. It is confirmed by considering the finite temperature

transition in Figure 2(c), where the transition close to T = 0 occurs around at the line of

�/µ ⇡ 1.57. If we include negative values of �, we obtain the phase diagram Figure 2(e). It

looks similar to the superconducting dome in cuprate superconductor phase diagram when

we identify � with a doping parameter. Note that � is a tunable continuous free parameter

in the solution, while m and � is fixed in the action. We also see large � suppresses

superconductivity by comparing Figure 2(a) and (c).

In superconducting phase there is finite condensate, �(2), which is an order parameter.

For example, in Figure 3, we show the condensate as a function of temperature. At the

critical temperature condensate starts forming and increases continuously as temperature

7
We have not yet obtained the solution at zero T . The data for the plot is numerically computed up to

T/µ ⇠ 0.01. It will be interesting to construct and analyse the zero T limit solutions more precisely, for

example, following [45].
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green, blue)
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c

=
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Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i
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+
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(a) �/µ = 0.1, T/T
c

= 1.52, 1,
0.94, 0.76, 0.37 (dotted, red,

orange, green, blue)

(b) �/µ = 1, T/T
c

= 3.2, 1, 0.89,
0.66, 0.27 (dotted, red, orange,

green, blue)

(c) �/µ ! 1(µ = 0), T/T
c

=

13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.41)
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(a) �/µ = 0.1, T/T
c

= 1.52, 1,
0.94, 0.76, 0.37 (dotted, red,
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(b) �/µ = 1, T/T
c

= 3.2, 1, 0.89,
0.66, 0.27 (dotted, red, orange,

green, blue)
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(c) �/µ ! 1(µ = 0), T/T
c

=

13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.41)
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Two fluid model and Drude peak
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= 1.52, 1,
0.94, 0.76, 0.37 (dotted, red,
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(c) �/µ ! 1(µ = 0), T/T
c

=

13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.41)
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Figure 6. The numerical errors of the FGT sum rule. FGT is defined in (3.34). Data for �
µ = 0.1,

�
µ = 1, and �

µ = 1 are plotted as square, circle, and triangle respectively, and colors indicates the
temperatures with the same colors in Figure 4.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.32)

where !̄ ⌘ !/µ and Ks and Kn are supposed to be proportional to the superfluid density

and normal fluid density. For �/µ = 1 the formula (3.32) does not work and the data(red,

orange, green) better fit to

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

+K0 , (3.33)

which is shown in Figure 5(b). K0 is related to pair creation and it was necessary also in

metal phase. The existence of K0 is most apparent in Figure 4(c), where µ = Kn = 0.

Indeed (3.32) is understood as an approximation of (3.33) when K0 is negligible compared

to Kn⌧ . If � > µ, it was shown that the coherent metal phase becomes incoherent, where

the Drude peak becomes a non-Drude peak [23]. Therefore it is expected that, If � > µ,

(3.33) does not work in superconductor phase either. Indeed we see this is the case. When

� = µ: the fit of Figure 5 (b) is not as good as (a) and starts deviating from (3.33) As

temperature is lowered Kn and K0 is reduced while Ks is enhanced. K0 becomes zero at

low temperature (green and blue line in Figure 4(c)), but it is possible that Kn is finite

even at zero T [13, 31, 32].

As temperature goes down (T < Tc) the spectral weight of Re[�] is reduced while Ks

of Im[�] is enhanced. This transfer of the spectral weight to Ks may be quantified by the

Ferrell-Glover-Tinkham (FGT) sum rule:

FGT ⌘
Z 1

0+
d!Re[�n(!)� �s(!)]�

⇡

2
Ks = 0 , (3.34)

where �s(�n) is the conductivity at T < Tc(T > Tc). �n can be taken for any temperature

for T > Tc since the spectral weight is constant in metal phase [23]. We computed (3.34)
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Two fluid model

(a) �/µ = 0.1, T/T
c

= 1.52, 1,
0.94, 0.76, 0.37 (dotted, red,

orange, green, blue)

(b) �/µ = 1, T/T
c

= 3.2, 1, 0.89,
0.66, 0.27 (dotted, red, orange,

green, blue)

(c) �/µ ! 1(µ = 0), T/T
c

=

13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)
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(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.41)
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(a) �/µ = 0.1, T/T
c

= 1.52, 1,
0.94, 0.76, 0.37 (dotted, red,

orange, green, blue)

(b) �/µ = 1, T/T
c

= 3.2, 1, 0.89,
0.66, 0.27 (dotted, red, orange,

green, blue)

(c) �/µ ! 1(µ = 0), T/T
c

=

13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)
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(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.41)
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Two fluid model

(a) �/µ = 0.1, T/T
c

= 1.52, 1,
0.94, 0.76, 0.37 (dotted, red,

orange, green, blue)

(b) �/µ = 1, T/T
c

= 3.2, 1, 0.89,
0.66, 0.27 (dotted, red, orange,

green, blue)

(c) �/µ ! 1(µ = 0), T/T
c

=

13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.
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(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i
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+
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1� i!̄⌧

, (3.41)

– 21 –

(a) �/µ = 0.1, T/T
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orange, green, blue)

(b) �/µ = 1, T/T
c

= 3.2, 1, 0.89,
0.66, 0.27 (dotted, red, orange,

green, blue)

(c) �/µ ! 1(µ = 0), T/T
c

=

13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.
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(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.41)
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Figure 6. The numerical errors of the FGT sum rule. FGT is defined in (3.43). Data for �
µ = 0.1,

�
µ = 1, and �

µ = 1 are plotted as square, circle, and triangle respectively, and colors indicates the
temperatures with the same colors in Figure 4.

where !̄ ⌘ !/µ and Ks and Kn are supposed to be proportional to the superfluid density

and normal fluid density. For �/µ = 1 the formula (3.41) does not work and the data(red,

orange, green) better fit to

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

+K0 , (3.42)

which is shown in Figure 5(b). K0 is related to pair creation and it was necessary also in

metal phase. The existence of K0 is most apparent in Figure 4(c), where µ = Kn = 0.

Indeed (3.41) is understood as an approximation of (3.42) when K0 is negligible compared

to Kn⌧ . As temperature is lowered Kn and K0 is reduced while Ks is enhanced. K0

becomes zero at low temperature (green and blue line in Figure 4(c)), but it is possible

that Kn is finite even at zero T [13, 31, 32].

If � � µ, it was shown that the coherent metal phase becomes incoherent, where the

Drude peak becomes a non-Drude peak [23]. The Figure 5 in [23] suggests that the critical

�/µ is around 1/2 in metal phase. Therefore, it is suspected that, If � > (1/2)µ, (3.42)

does not work in superconductor phase either. Indeed we see this is the case. When � = µ:

the fit of Figure 5 (b) is not as good as (a) and starts deviating from (3.42)9.

As temperature goes down (T < Tc) the spectral weight of Re[�] is reduced while Ks

of Im[�] is enhanced. This transfer of the spectral weight to Ks may be quantified by the

Ferrell-Glover-Tinkham (FGT) sum rule:

FGT ⌘
Z 1

0+
d!Re[�n(!)� �s(!)]�

⇡

2
Ks = 0 , (3.43)

where �s(�n) is the conductivity at T < Tc(T > Tc). �n can be taken for any temperature

for T > Tc since the spectral weight is constant in metal phase [23]. We computed (3.43)

numerically for all cases in Figure 4 and showed that the FGT sum rule is satisfied up to

9
The Drude nature in superconducting phase will be related to K

n

rather than µ. For a better under-

standing of the range of applicability of the Drude model, it is important to analyse K
n

more extensively.
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(b) �/µ = 1, T/T
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= 3.2, 1, 0.89,
0.66, 0.27 (dotted, red, orange,

green, blue)

(c) �/µ ! 1(µ = 0), T/T
c

=

13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.41)

– 21 –



31

FGT sum rule

Sum rule works!

●●

●●

●●

●●

■■

■■

■■

■■

1 2 3 4 5

-0.006

-0.004

-0.002

0.000

0.002

FGT

Figure 6. The numerical errors of the FGT sum rule. FGT is defined in (3.34). Data for �
µ = 0.1,

�
µ = 1, and �

µ = 1 are plotted as square, circle, and triangle respectively, and colors indicates the
temperatures with the same colors in Figure 4.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.32)

where !̄ ⌘ !/µ and Ks and Kn are supposed to be proportional to the superfluid density

and normal fluid density. For �/µ = 1 the formula (3.32) does not work and the data(red,

orange, green) better fit to

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

+K0 , (3.33)

which is shown in Figure 5(b). K0 is related to pair creation and it was necessary also in

metal phase. The existence of K0 is most apparent in Figure 4(c), where µ = Kn = 0.

Indeed (3.32) is understood as an approximation of (3.33) when K0 is negligible compared

to Kn⌧ . If � > µ, it was shown that the coherent metal phase becomes incoherent, where

the Drude peak becomes a non-Drude peak [23]. Therefore it is expected that, If � > µ,

(3.33) does not work in superconductor phase either. Indeed we see this is the case. When

� = µ: the fit of Figure 5 (b) is not as good as (a) and starts deviating from (3.33) As

temperature is lowered Kn and K0 is reduced while Ks is enhanced. K0 becomes zero at

low temperature (green and blue line in Figure 4(c)), but it is possible that Kn is finite

even at zero T [13, 31, 32].

As temperature goes down (T < Tc) the spectral weight of Re[�] is reduced while Ks

of Im[�] is enhanced. This transfer of the spectral weight to Ks may be quantified by the

Ferrell-Glover-Tinkham (FGT) sum rule:

FGT ⌘
Z 1

0+
d!Re[�n(!)� �s(!)]�

⇡

2
Ks = 0 , (3.34)

where �s(�n) is the conductivity at T < Tc(T > Tc). �n can be taken for any temperature

for T > Tc since the spectral weight is constant in metal phase [23]. We computed (3.34)
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Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)
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Figure 7. Thermoelectric conductivity(↵) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1, T/T
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= 1.52, 1,
0.94, 0.76, 0.37 (dotted, red,

orange, green, blue)

(b) �/µ = 1, T/T
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0.66, 0.27 (dotted, red, orange,
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13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 8. Thermal conductivity(̄) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

10�3 in Figure 6.

At µ = 0 and � 6= 0 (Figure 4 (c)) there is no net charge and no Drude peak. The

plots are very similar to the case � = 0 at finite µ. For example, see Figure 6 in [2]

or Figure 1 in [23], where the infinite DC conductivity (1/! pole in the imaginary part)

is due to translation invariance with finite µ. Here, there is no µ and no translation

invariance. So the delta function must have a di↵erent origin, which may be a new type

of superconductivity. Interestingly, even in this case, the FGT the sum rule works. The

deficit of spectral function may be interpreted as a deficit of ‘particle-anti-particle pairs’,

which will condense. It may imply a new ‘pairing mechanism’ of particles and anti particles
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invariance. So the delta function must have a di↵erent origin, which may be a new type
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New holographic superconductor? (    -induced) 
- Need to check other holographic superconductor models  
  with momentum relaxation 
three AC conductivities:  electric, thermoelectric, and thermal  
- consistency check: DC limit, FGT sum rule 
Homes law  
More curate like holographic model

Summary and outlook

Thank you!

in all cases we considered.
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d!Re[�n(!)� �s(!)] =

⇡

2
Ks , (1.3)

where �s(�n) is the electric conductivity at T < Tc(T > Tc).

This paper is organised as follows. In section 2, we introduce our holographic su-

perconductor model (Einstein-Maxwell-complex scalar action with negative cosmological

constant) incorporating momentum relaxation by massless real scalar fields. Background

bulk solutions corresponding to superconducting phase and normal phase are obtained. By

comparing on-shell actions of both solutions, we identify the phase transition temperature

as a function of chemical potential and momentum relaxation parameter, which yields 3-

dimensional phase diagrams. In superconducting phase, we also compute condensates as

a function of temperature for given chemical potential and momentum relaxation param-

eter. In section 3, we compute optical electric, thermoelectric, and thermal conductivities

in superconducting phase and normal phase. In particular, in superconducting phase,

we discuss the e↵ect of momentum relaxation on conductivity in several aspects such as

the appearance of infinite DC conductivity, Drude-nature of optical conductivity in small

frequency range, two-fluid model, and Ferrell-Glover-Tinkham(FGT) sum rule. We also

present a general numerical method to compute retarded Green’s functions when many

fields are coupled. In section 4 we conclude.

Note added: After this paper was completed, we became aware of [33] which has

overlap with ours.

2 Metal/superconductor phase transition

We start with the original holographic superconductor model proposed by Hartnoll, Herzog,

and Horowitz(HHH) [5]

SHHH =

Z

M
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ddx
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where F = dA is the field strength for a U(1) gauge field A and � is a complex scalar

field. We have chosen units such that the gravitational constant 16⇡G = 1. The second

action, SGH, is the Gibbons-Hawking term, which is required for a well defined variational

problem with Dirichlet boundary conditions. � is the determinant of the induced metric

�µ⌫ at the boundary, and K denotes the trace of the extrinsic curvature. To impose a

momentum relaxation e↵ect, we add the action of free massless scalars proposed in [20]

S =

Z

M
dd+1

x

p
�g

"
�1

2

d�1X

I=1

(@ I)
2

#
. (2.3)
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the ground for the calculations of various diffusion constants, which are discussed for the s-wave
superconductor in Section 3.5 and for the p-wave superconductor in Section 4.3. We focus on the
critical diffusion and associated time scales, i.e. the diffusion at the critical ratio of temperature
and chemical potential depending on the backreaction at which the system transits to the super-
conducting phase. We find that a particular version of Homes’ law is satisfied if the backreaction
is absent, while further work is required for the case with backreaction, as we explain. Finally, in
Section 5 we summarize our results and give some possible explanations why Homes’ law is not
confirmed in the approach considered here once the backreaction on the geometry is turned on.
Some extensions of our original setup to remedy this are discussed in Section 6 along with some
new perspectives on holographic superfluids/superconductors that might be of interest to pursue
on their own.

2. Homes’ Law

With the discovery of high temperature superconductors, the new era heralded by the discovery of
novel phases of (quantum) matter boosted the need for a new understanding of the classification of
condensed matter systems. The experimental progress in controlling strongly correlated electronic
systems and the exploration of strongly coupled fermionic/bosonic systems with the help of ultra-
cold gases presented a new picture of nature that shook the old foundations of traditional condensed
matter theory, i.e. Landau’s Fermi liquid theory and transitions between different phases classified
by their symmetries. Famous examples departing from this old scheme are – apart form the high
temperature superconductors – topological insulators, quantum critical regions connected to quan-
tum critical points, and (fractional) quantum Hall effects, just to name a few (see [19, 20, 23–25]
and references therein). As in particle physics, modern condensed matter theory is concerned with
low-energy excitations that are described most efficiently by quantum field theories which reveal the
universality of very different microscopic quantum many-body systems. However, in the strongly
interacting cases, the “mapping” between the relevant degrees of freedom in the low-energy regime
and the microscopic degrees of freedom are far from being clear and understood. Furthermore, it
seems that quantum field theory alone is not enough to tackle strongly correlated systems and to
explain these new states of (quantum) matter. Interestingly, the universality of Homes’ law seems
to go beyond the artificial distinction between traditional and modern condensed matter physics
since it displays a relation that works for conventional superconductors and high temperature su-
perconductors which can be regarded as representatives of the old and the yet to be developed
framework.

2.1 Homes’ Law in Condensed Matter

An interesting phenomenon to look for universal behavior in condensed matter systems, as adver-
tised in the introduction to this section, is the universal scaling law for superconductors empirically
found by Homes et al. [26] by collecting experimental results. This so-called Homes’ law describes
a relation between different quantities of conventional and unconventional superconductors, i.e. the
superfluid density ⇢s at zero temperature and the conductivity �DC times the critical temperature
T
c

,
⇢s = C�DC(Tc

)T
c

, (2.1)

where Homes et al. report two different values of the constant C in units [cm]�2 for the different
cases considered in [27]. The value C = 35 is true for in-plane cuprates and elemental BCS super-
conductors, whereas for the cuprates along the c-axis and the dirty limit BCS superconductors they
find C = 65. The superfluid density ⇢s is a measure for the number of particles contributing to the
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superconductor + momentum relaxation effect in a simple set-up
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