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μ→eγ

• Violates lepton 
flavor

• Lepton flavor is 
violated in 
neutrino mixings



Charged leptons 
should also mix !
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TeV scale physics 
help them mix !

μ e

SUSY

LFV via NR or GUT

Perhaps we can observe!
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TeV scale physics strongly 
constrained by LHC

• Particle not 
strongly interacting 
are NOT strongly 
constrained

• Dark matter may 
come from TeV 
scale physics!

Example: pMSSM

Complementary to LHC  + sources of LFV

not necessarily SUSY

sleptons, gauginos

GUT , seesaw
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FIG. 9: Comparison of aµ from theory and experiment [2].

measurements at KLOE, BaBar and Belle together with the more precise determination of

R below 4-5 GeV from CLEO-c and BES-III. Experiments will start soon at VEPP-2000

now commissioning, which is a VEPP-2M upgrade up to
�

s=2 GeV with Lmax = 1032

cm�2s�1 [34]. We can estimate that by 2012 the accuracy of ahad,LO
µ will be improved from

4.0 · 10�10 by a factor of about 2 and the total error of 3.3 · 10�10 will be limited by the LBL

term (2.6 · 10�10).

Let us hope that progress of theory will allow a calculation of ahad
µ from first principles

(QCD, Lattice). One can mention here a new approach in the QCD instanton model [35] or

calculations on the lattice [36].

In conclusion, it should be emphasized once again that BNL success stimulated significant

progress of e+e� experiments and related theory. Improvement of e+e� data led to substan-

tial decrease of the ahad,LO
µ uncertainty. For the first time the accuracy of the theoretical

prediction is better than that of the experimental measurement. Future experiments as well

as development of theory should clarify whether the observed di�erence between aexp
µ and

29

> 3σ

muon’s anomalous magnetic moment
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muon (g-2) anomaly

G.Isidori et al. PRD75, 115019
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LXe Gamma-ray Detector

Drift Chamber

Timing Counter

COBRA SC Magnet

　DC Muon Beam

γ

ee++

μ

The MEG Experiment

~55 collaborators



1.3MW Proton Cyclotron at PSI

Provides world’s most powerful DC muon beam  > 108/sec

The Unique Place



Dominant Background 
Is Accidental2.3. Experimental Search 19
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Figure 2.9: Positron energy spectrum of
unpolarized µ+ → e+νeν̄µ decay (Michel
spectrum). A radiative correction due to
the virtual photon emission and the inner
bremsstrahlung is applied in the spectrum
[36].
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Figure 2.10: Photon energy spectrum of
unpolarized µ+ → e+νν̄γ decay. This is
obtained by integrating over the positron
energy and the angle between a positron
and a photon.

the AIF contribution becomes more important. In addition, accidental pileups of those
gamma rays can be another source of background in high-energy region.

Given the angle resolution of δz, the size of signal box for back-to-back condition is
given by δωeγ = π(δz)2.

From the above, the effective branching ration of accidental background is approxi-
mately given by

Bacc ≈ Rµ · (2δx) ·
[

α

2π
(δy)2(ln(δy) + 7.33)

]
· (δz)2

4
· (2δteγ) (2.28)

Again, we here calculate an example of the effective branching ratio of the accidental
background using numbers in Eq.2.21. The instantaneous beam intensity was 2.6×108 in
the MEGA. It is higher than the average intensity listed in Table 2.3 because they used
a pulsed beam with duty cycle 6 %. The effective branching ratio is then given as

Bacc ∼ 1.2 × 10−12. (2.29)

This is rather serious problem. A new idea to suppress the background is necessary to go
into the sensitivity of 10−13 level.

2.3.5 Requirements of µ+ → e+γ Search

By the naive calculation of background above, the accidental background is found to be
the dominant background source, and it will limit the experiment.

First, from Eq.2.23 we see the background rate is proportional to the instantaneous
muon beam intensity. Whereas we estimated that we need > 107/sec muon intensity to

signalsignal

e+ background γ background

must manage high rate e+ good γ resolution is
most important !

Michel decays Radiative Muon decays



High intensity (~107/sec) DC muon beam

➡Paul Scherrer Institute’s 1.3MW Cyclotron

e+ spectrometer that can manage high rate

➡Gradient Magnetic Field Spectrometer

High resolution gamma-ray detector

➡Liquid Xenon Scintillation Detector

MEG Experiment



The MEG Experiment



COBRA compensation coils

COBRA Positron Spectrometer

• thin-walled SC solenoid with 
a gradient magnetic field: 
1.27 - 0.49 Tesla

Gradient B field helps to manage high rate e+



solenoid

DC

μ+ beam emitted e+

uniform 
B-field

gradient 
B-field

Low energy positrons 
quickly swept out

Constant bending radius 
independent of emission angles

R

28 CHAPTER 3. Experimental Apparatus

Figure 3.7: Conceptual illustrations of the COBRA spectrometer compared with one
with a uniform magnetic field. (a) and (c) show trajectories of positrons emitted at 88◦.
The uniform field makes many turns inside the detector, whereas the gradient field sweep
the positron out of the detector much more quickly. (b) and (d) show trajectories of
mono-energetic positrons emitted at various angles. In the uniform field, the bending
radius depends on the emission angle, whereas it is independent in the gradient field.
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Figure 3.8: Rate of Michel positrons per cm2 per second as a function of radius assuming
muon decay rate of 3 × 107/sec.
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Drift Chambers
• 16 radially aligned 

modules, each consists 
of two staggered 
layers of wire planes

• 12.5um thick cathode 
foils with a Vernier 
pattern structure

• He:ethane = 50:50
differential pressure 
control to COBRA He 
environment

• ~2.0 x 10-3 X0 along 
the positron trajectory 

filled with He inside COBRA



Timing Counters

fine-mesh PMTs for scintillating bars
APD

scintillating fibers

• Scintillator arrays 
placed at each end of the 
spectrometer

• Measures the impact 
point of the positron to 
obtain precise timing

installing inside COBRA

< 50 psec



3.2. Detector 35

3.2.2 The Gamma-ray Detector

The gamma-ray detector is undoubtedly the most innovative and challenging part of the
experiment. Its performance is crucial for a successful search for the µ+ → e+γ decay. We
use a gamma-ray detector of a 900 liter homogeneous volume of liquid xenon (LXe). It
is placed just outside of the COBRA magnet. Gamma rays that penetrated the positron
spectrometer enter the detector. They interact with LXe and generate scintillation light.
The scintillation light is collected by a number of photomultipliers (PMT) surrounding
the active volume of LXe to measure the total energy released by the incident gamma ray
as well as the position and time of its first interaction. A conceptual figure of the gamma-
ray detector is shown in Figure 3.21. Sometimes multiple gamma rays enter the detector
and are measured at the same time in a high rate of low-energy gamma-ray background
since the detector consists of a large volume without any segmentation. Nevertheless,
we can handle those pileup events correctly because the image of the light distribution
from a large number of PMTs enables us to identify and unfold those multiple events. In
addition, the time distribution and waveform can also be used to identify pileup events.

The R&D works, performance of prototype detector, design and construction of final
detectors are described in detail in [46],[47].

Figure 3.21: Conceptual figure of LXe gamma-ray detector.

• Scintillation light from 900 liter 
liquid xenon is detected by 846 
PMTs mounted on all surfaces 
and submerged in the xenon 

• fast response & high light yield 
provide good resolutions of E, 
time, position

• kept at 165K by 200W pulse-
tube refrigerator

• gas/liquid circulation system to 
purify xenon to remove 
contaminants

2.7t Liquid Xenon Photon Detector
High resolution detector



Energy = total light yield
Position = light peak
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Pile-up Photon Removal

• Good position/timing 
resolutions enable to 
remove pile-up 
photons 

• All the PMTs are read 
out by waveform 
digitizers (DRS) 

• Events are not 
thrown away

before

after
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Absolute γ Energy Calibration

• negative pions stopped in 
liquid hydrogen target

• Tagging the other photon 
at 180o provides 
monochromatic photons

• Dalitz decays were used to 
study positron-photon 
synchronization and time 
resolution

• new BGO crystal to tag the 
other photons w/ better 
resolution

⇥�p� ⇥0n� ��n

⇥0 � �e+e�
R.Sawada  Mar.14, 2009 @ Epochal Tsukuba, Tsukuba, Japan

PMT Energy Time

LED
Alpha source (5.5 MeV)

AmBe (4.4MeV)
Li(p,γ)Be (17.6 MeV)
π0➞γγ (55, 83 MeV)
Cosmic ray (160 MeV)

B(p,γ) (4.4+11.7 MeV)
π0➞e+eγ (55-83 MeV)
Muon radiative deay
Cosmic ray (160 MeV)

Calibration

19

!"

55 MeV

83 MeV

Opening angle

π -+ p ➝ π0 + n

π0➝ γγ (55MeV, 83MeV)

LH2 target

Pion Charge EXchange (CEX)

BGO crystal array on a movable stand
to tag the other photon

LH2 target

“CEX”
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• Gamma ray energy 

• Signal PDF from the CEX 
calibration data

• Accidental PDF from the side 
bands

side band
• Scale & resolutions 

verified by radiative 
decay spectrum

• systematic uncertainty 
on energy scale: 0.3%

CEX

RMD (+AIF) spectrum

Cosmic ray

Pileup



Monitor Eγ during Run
• sub-MeV proton beam from a 

dedicated Cockcroft-Walton 
accelerator are bombarded 
on Li2B4O7 target.

• 17.67MeV from 7Li

• 2 coincident photons (4.4, 
11.6) MeV from 11B: 
synchronization of LXe and 
TC

• Short runs two-three times a 
week

17.67MeV Li peak

remotely extendable 
beam pipe of 

CW proton beam 
(downstream of 
muon beam line)



Stability of Eγ Scale
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Positron PDFs
• Positron energy scale 

and resolution are 
evaluated by fitting the 
kinematic edge of the 
Michel positron 
spectrum at 52.8MeV

• new Kalman filter for 
track fits w/ better 
modeling of hits & 
materials

• improved technique for 
survey + alignment by 
cosmic ray

• fast Fourier transform 
filtering to reduce DC 
noise
 → better resolutions
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Positron Angle & μ Decay Point
• Angular resolutions 

were evaluated by the 
double turn tracks 
inside the DC

• holes of the muon 
stopping target

Angular Resolution (Run2008) 
16

✤ σθ = 1.45 deg. /√2

         ≈ 18 mrad. 

✤ σφ = 0.81 deg. /√2

         ≈ 10 mrad. 

✤ Angular resolution is estimated by doubly curling track.
✤ Subtracted angular residual of each turn gives intrinsic angular resolution.

Hajime NISHIGUCHI (KEK)                                “MEG2008 Positron Spectrometer”              JPS-Autumn-Meeting, 10-13/Sep./2009, Konan University 

(*) N.B.  Taking the z-axis as the beam-axis, θ is defined as the polar angle, while φ is the azimuthal angle.

reconstructed by 

(2nd turn)

reconstructed by 

(1st turn)
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Positron - Photon Timing

• Positron time 
measured by TC and 
corrected by ToF (DC 
trajectory) 

• LXe time corrected 
by ToF to the 
conversion point

• RMD peak in a 
normal physics run 
corrected by small 
energy dependence; 
stable < 20ps

Radiative Muon Decays
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BG Eγ spectrum

Teγ resolution

Blind & Likelihood Analysis

Blin
d r

eg
ion

(Eγ, Ee, Teγ, θeγ, φeγ)

PDFs mostly from data
accidental BG: side bands
signal: measured resolution
radiative BG: theory + resolution

→ signal, acc BG, RD BG



• fully frequentist approach (Feldman 
& Cousins) with profile likelihood 
ratio ordering

Likelihood Fit

4

intervals on Nsig:

LRp(Nsig) =

maxNBG,NRMD L(Nsig, NBG, NRMD)

maxNsig,NBG,NRMD L(Nsig, NBG, NRMD)
.

Other, different analysis schemes were also used and
found to be fully compatible with the analysis presented
here.
In order to convert Nsig to a branching ratio value

the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
during the physics data-taking. A correction to the pre-
scaling factor due to positron pile-up in the TC is taken
into account. Another method for computing the nor-
malization uses RMD events in the Eγ side-band and the
theoretical branching ratio of the RMD. The normaliza-
tions calculated by these two independent methods are
in good agreement and are combined to give the normal-
ization factor with a 7% error.
The sensitivity of the experiment with a null signal hy-

pothesis is evaluated by taking the median of the distri-
bution of the upper limit on the branching ratio obtained
over an ensemble of toy MC experiments. The rates of
RMD and BG events, as measured in the side-bands, are
assumed in the simulated experiments. The branching
ratio sensitivity at 90% confidence level (C.L.) is found
to be 3.3× 10−12 (2.2× 10−12) for the 2009 (2010) data
sample and 1.6 × 10−12 when 2009 and 2010 are com-
bined. These sensitivities are consistent with the upper
limits obtained by the likelihood analyses in several com-
parable analysis regions of the teγ side-bands.
After calibrations, optimization of the analysis algo-

rithms and background studies in the side-bands are com-
pleted, the likelihood analysis in the analysis region is
performed. In Figures 1 we present the distributions,
for the 2009 and 2010 data samples respectively, showing
the events seen in the analysis region projected in the Eγ

vs Ee and teγ vs cosΘeγ planes, Θeγ being the opening
angle between the γ-ray and the positron. In plots (a)
and (c) a selection that is 90% efficient on the signal is
applied to teγ and cosΘeγ respectively (|teγ | < 0.28 ns
and cosΘeγ < −0.9996) ; in plots (b) and (d) a selection
in Ee which is 90% efficient on the signal and a selec-
tion in Eγ which is 73% efficient on the signal inside the
analysis window are applied (52.3 < Ee < 55MeV and
51 < Eγ < 55MeV). The contours of the signal PDF
are also drawn and events with high signal likelihood are
numbered in a decreasing order of relative signal likeli-
hood, S/(fRR + fBB), fR = 0.1 and fB = 0.9 being the
fractions of the RMD and the BG measured in the side-
bands, respectively. High signal likelihood events were
thoroughly checked and found to be randomly distributed
in time and detector acceptance.
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FIG. 1: Event distribution in the analysis region of (a) Eγ vs
Ee and (b) teγ vs cosΘeγ for 2009 data and in (c) Eγ vs Ee and
(d) teγ vs cosΘeγ for 2010 data. The contours of the PDFs
(1-, 1.64- and 2-σ) are shown and the same events in the two
plots are numbered correspondingly, by decreasing ranking in
terms of the relative signal likelihood, S/(fRR+ fBB).

The observed likelihood as a function of the branch-
ing ratio for 2009, 2010 and the combined data sample
is shown in Fig. 2 3. The analysis of the full data sam-
ple gives a 90% C.L. upper limit of 2.4 × 10−12, which
constitutes the most stringent limit on the existence of
the µ+ → e+γ decay, superseding the previous limit by
a factor of 5. The 90% C.L. intervals as well as the best
estimate of the branching ratio for 2009 and 2010 data
separately are also given in Table I. The 2009 data set,
which gives a positive best estimate for the branching ra-
tio, is consistent with the hypothesis B = 0 with an 8%
probability.

The systematic uncertainties for the parameters of the
PDFs and the normalization factor are taken into account
in the calculation of the confidence intervals by fluctuat-
ing the PDFs according to the uncertainties. The largest
contributions to the systematic error, which amount to
a shift of about 2% in total in the branching ratio upper
limit, come from the uncertainties of the offsets of the rel-

3 These curves are not directly used to derive the upper limits
which are obtained in a full frequentist approach as described
above.

3

detector is based on the sum of the number of scintillation
photons detected by the PMTs; correction factors take
into account the different PMT geometrical acceptances.
Due to its geometry the detector response is not totally
uniform over its entrance window; this is corrected for
by using γ-lines from CW and CEX reactions. The ab-
solute energy scale and resolution at the signal energy
Eγ = 52.8MeV are determined by the CEX measure-
ment; the resolution σR, extracted from a Gaussian fit
to the right-hand side of the spectrum, depends also on
the depth (w) of the γ−ray conversion point from the en-
trance surface of the LXe detector: σR = 1.9%(w > 2 cm)
and 2.4%(w < 2 cm). The 3D-map of the measured res-
olutions is incorporated into the PDFs for the likelihood
analysis.
The photon energy scale and the resolutions are cross-

checked by fitting the background spectra measured in
the side-bands with the theoretical RMD spectrum folded
with the detector resolutions; the resolutions during the
run are well represented by the CEX evaluations and the
systematic uncertainty of the Eγ-scale is estimated to be
" 0.3%. Since MEG operates at a high beam intensity,
it is important to recognize and unfold pile-up photons.
For each event the spatial and temporal distributions of
the PMT charge are studied to identify photon pile-up
in the LXe detector; in case of positive identification,
corrections to the PMT charges are applied. Cosmic ray
events are rejected by applying topological cuts.
The position of the first interaction of the γ-ray in

the LXe detector is derived from the light distribution
measured by the PMTs close to the region of the energy
deposition by fitting the distribution with the expecta-
tion. The position resolution in the plane of the entrance
window is measured to be 5mm in a dedicated CEX run
with a lead slit-collimator placed in front of the LXe de-
tector, while the resolution along the depth w and the
position dependence of the resolutions are evaluated by
a Monte Carlo simulation.
The resolutions on the relative directions (θeγ , φeγ)

are derived by combining the relevant resolutions of
positrons and photons discussed above; the results are
14.5 (17.1)mrad for θeγ and 13.1 (14.0)mrad for φeγ .
The relative time teγ is derived from the two time mea-
surements by the LXe detector and the TC, after cor-
recting for the length of the particle flight-path. The
associated resolutions at the signal energy 146(122)ps
are evaluated from the RMD peak observed in the Eγ

side-band; a small correction takes into account the Eγ-
dependence measured in the CEX calibration runs. The
position of the RMD-peak corresponding to teγ = 0 was
monitored constantly during the physics data-taking pe-
riod and found to be stable to within 15 ps.
A likelihood analysis is carried out for events in a

portion of the blind region (analysis region) defined by
48 < Eγ < 58MeV, 50 < Ee < 56MeV, |teγ | < 0.7 ns,
|θeγ | < 50mrad and |φeγ | < 50mrad. These intervals in

the analysis variables are between five and twenty sig-
mas wide to fully contain the signal events and also re-
tain some background events. The best estimates of the
numbers of signal, RMD and accidental background (BG)
events in the analysis region are obtained by maximizing
the following likelihood function:

L (Nsig, NRMD, NBG) =

e−N

Nobs!
e
− 1

2
(NBG−〈NBG〉)2

σ2
BG e

− 1
2

(NRMD−〈NRMD〉)2

σ2
RMD ×

Nobs∏

i=1

(NsigS(%xi) +NRMDR(%xi) +NBGB(%xi)) ,

where %xi = {Eγ , Ee, teγ , θeγ ,φeγ} is the vector of ob-
servables for the i-th event, Nsig, NRMD and NBG are
the expected numbers of signal, RMD and BG events,
while S, R and B are their corresponding PDFs. N =
Nsig + NRMD + NBG and Nobs(= 311(645)) is the ob-
served total number of events in the analysis window.
〈NRMD〉(= 27.2(52.2)) and 〈NBG〉(= 270.9(610.8)) are
the numbers of RMD and BG events extrapolated from
the side-bands together with their uncertainties σRMD(=
2.8(6.0)) and σBG(= 8.3(12.6)), respectively.
The signal PDF S(%xi) is the product of the PDFs for

Ee, θeγ , φeγ and teγ , which are correlated variables, as
explained above, and the Eγ PDF. The PDFs properly
incorporate the measured resolutions and correlations
among Ee, θeγ , φeγ and teγ on an event-by-event basis.
The RMD PDF R(%xi) is the product of the same teγ-PDF
as that of the signal and the PDF of the other four cor-
related observables, which is formed by folding the the-
oretical spectrum with the detector response functions.
The BG PDF B(%xi) is the product of the five PDFs, each
of which is defined by the single background spectrum,
precisely measured in the side-bands. The dependence
of the resolutions on the position of the γ-ray interaction
point and on the positron tracking quality is taken into
account in the PDFs.
A full frequentist approach with a profile likelihood-

ratio ordering [20, 21] is used to compute the confidence
intervals on Nsig:

LRp(Nsig) =

maxNBG,NRMD L(Nsig, NBG, NRMD)

maxNsig,NBG,NRMD L(Nsig, NBG, NRMD)
.

Other, independent analysis schemes were also used and
found to be fully compatible with the analysis presented
here.
In order to convert Nsig into a branching ratio value

the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled

New: per-event PDFs introduced also for positrons 
→ sensitivity improvement
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• Use Michel decay as normalization channel

• Michel samples mixed in normal data taking

• Count reconstructed high momentum Michel positrons

• In the branching ratio calculation, the positron efficiency is cancelled out in 
the first order. Rather precise evaluation should be possible in spite of the 
varying positron efficiency during the run.

Trigger preselectionEfficiency for Michel

Conversion factor from Nsig to B.R.

also checked by radiative muon events
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2009-2011 Side band data

side band BG rates are consistent with the expected 
sensitivity for 2009-11 data = 7.7×10-13 @90% C.L.
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reprocessed
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2011 data
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Signal
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Likelihood Fit - 2009-2011 Data

2009-11 data
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BR(fit) 90% UL sensitivity

2009+2010

2011

2009-2011

0.09×10-12 1.3×10-12 1.3×10-12

-0.35×10-12 0.67×10-12 1.1×10-12

-0.06×10-12 0.57×10-12 0.77×10-12

Likelihood Analysis Results

combined result

4× improved upper limit than previous 2.4×10-12

the preprint to be submitted to arXiv today
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muon (g-2) anomaly

G.Isidori et al. PRD75, 115019

muon’s anomalous magnetic moment



muon (g-2) anomaly

G.Isidori et al. PRD75, 115019

muon’s anomalous magnetic moment

MEG
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MEG upgrade
• MEG upgrade proposal was submitted 

to PSI, December 2012

• Approved by PSI committee, January 
2013
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XIII. TIME SCHEDULE AND MAN POWER

Gantt chart 1: Overall MEG Upgrade Schedule
Year

2012 2013 2014 2015 2016 2017 2018

Design

Construction

Engineering Run

Run

The overall planned schedule for the upgrade and its implementation is shown in figure 1. The initial

period of design and construction will be followed by an engineering run in 2015. After that three years of

data taking are foreseen.

The time schedule for the final R&D tests and construction are presented for the new MEG drift chamber

(Gantt chart 2), the new Timing Counter(Gantt chart 3), the modifications to the liquid xenon calorimeter

(Gantt chart 4) and the DAQ system (Gantt chart 5). The starting time of these schedules is the time of

preparation of this document, namely end of July 2012. We may note that some R&D have already started

since some time.

In Table XVII we further show the number of full time equivalent (FTE) researchers for the di↵erent

construction items as a function of time.

MEG upgraded MEG
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FIG. 10: An overview of the present MEG experiment versus the proposed upgrade. The numbers refer to the items

listed in the text.

The photon detector showed somewhat degraded reconstruction capabilities for photons converting at

the edge of its acceptance. Close to the entrance face the size of the 2” PMTs introduces a strong non-

uniformity, while close to the lateral faces the PMTs introduce shadows in the acceptance. As explained in

section IX a di↵erent solution is now envisaged for the front and lateral faces, to recover resolutions and

e�ciencies.

Furthermore there is also room for improving the tracker e�ciency. The main part of the MEG tracking

ine�ciency is mainly due to the DC front-end electronic boards and mechanical support which intercept a

large fraction of positrons on their path to the timing counters. The use of segmented cathode foils (Vernier

pads) to reconstruct the z�coordinate was partially limited by the low amplitude of the induced signals on

the cathodes, making the z�measurement more sensitive to the noise. The chamber operation presented

some instabilities: their use in a high radiation environment led to ageing related problems, with discharges

preventing their usage. This implied the impossibility of operating some of the chamber planes during part

-higher beam rate
-larger acceptance
-better resolutions 
-moderate cost

upgrade design based on 
our long time experience
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VIII. POSITRON DETECTOR

The positron detector, shown schematically in Figure (15), consists of a low mass stereo drift chamber

(DC) followed by a multi-tile scintillation timing counter (TC) for a precise determination of the particle

momentum and production time.

Both detectors are placed inside COBRA, the gradient field magnet specifically designed for the MEG

experiment. As in the MEG experiment the positron tracker is located at a large radius (r > 18 cm) so low

energy positrons are swept out of the magnet by the magnetic field without crossing the sensitive volume;

positrons with momentum larger than ⇠ 45 MeV/c, on the other hand, are tracked until they reach the TC

tiles, with minimum presence of passive material.

FIG. 15: Schematics design of the positron spectrometer

A. The positron tracker

The positron tracker is a unique volume, cylindrical wire drift chamber, with the axis parallel to the

muon beam, inspired by the one used in the KLOE experiment [22]. The external radius of the chamber is

constrained by the available room inside COBRA, while its length is dictated by the necessity of tracking
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FIG. 16: Schematic distribution of field and anode wires in the proposed DC. Blue and red colors correspond to

±stereo angles. Sense wires are drawn an open circles, while closed dots are field wires. Guard fields are depicted

as square markers. (a) at the end-plate anchor point, (b) a zoomed version where a single 7 ⇥ 7 mm2 cell is outlined.

(c) the wire configuration at the centre of the COBRA magnet (z = 0). (d) is a schematic representation of one of the

hyperbolic mesh ground planes.

are soldered) kept in position by a 180 cm long, 2 mm thick, external carbon-fiber cylinder, made of 16

intermediate high-module (E460-MJ46) pre-preg layers, as in Fig. 18. Fig. 19 shows the simulation result

when end-plates are loaded with a total wires pressure of 6000 N, uniformly distributed over 300� end-

plate sectors. The maximum deflection is 0.37 mm which is tolerable given the stretching of the wires at

Drift Chamber - sustain higher muon rate & ageing
- finer granularity & better resolution
- lager combined DC+TC acceptance 

single volume
He-based gas
small cell size
stereo wires
~130μm hit resolution

most challenging 
element of upgrade
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this event.

The left plot in Fig. 51 shows how the estimated overall timing resolution improves as the number of hit

pixels increases. The right plot shows the distribution of the number of hit pixels for the signal positrons

in this setup. The double-peak structure in the distribution comes from the hit-position dependence of the

positron incident angle. The average overall timing resolution is estimated to be 35 ps in �.

FIG. 50: Simulated signal positron with the pixelated timing counter.
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FIG. 51: (Left) Overall timing resolution in � as a function of the number of hit pixels and (right) distribution of the

number of hit pixels for signal positron.

The e↵ect of the geometry and the spacing of the pixel module on the overall detector performance is

studied. The left plot of Fig. 52 shows the overall timing resolution and e�ciency as a function of the length

of the pixel counter with the total number of pixel counters fixed to about 600. The improvement in the

Timing Counters - proven technology using SiPM
- excellent resolutions expected
   using multiple counters
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FIG. 51: (Left) Overall timing resolution in � as a function of the number of hit pixels and (right) distribution of the

number of hit pixels for signal positron.

The e↵ect of the geometry and the spacing of the pixel module on the overall detector performance is

studied. The left plot of Fig. 52 shows the overall timing resolution and e�ciency as a function of the length

of the pixel counter with the total number of pixel counters fixed to about 600. The improvement in the

tested at piE5 beam line 
in December



62

FIG. 56: E�ciency of the scintillation light collection estimated by MC simulation as a function of the depth of the

first interaction for signal �-ray of 52.8 MeV.

of how the event would look like in two cases with the current PMTs and smaller photo sensors (12 ⇥
12 mm2) on the � entrance face. The imaging power is greatly improved with smaller photo sensors. For

example, two local energy deposits in the same shower are clearly separated in the event shown in Fig. 58.

It turns out that both the energy and position resolutions greatly improves especially for the shallow events

as shown in Sec. IX D.

(a) Present detector (b) Upgraded detector (CG)

FIG. 57: Possible replacement of 246 PMTs in the �-entrance face with smaller photo-sensors (about 4000 MPPCs

with 12 ⇥ 12 mm2 area each).

The possible candidates of the smaller photo-sensor as a replacement of the current PMT are

63

PMT
(2-inch)

MPPC
(12×12mm2)

FIG. 58: Typical examples of scintillator light distribution seen by photo-sensors in case of (left) PMTs and (right)

smaller photo sensors (12 ⇥ 12 mm2) on the � entrance face.

• SiPM

• 1-inch square-shape PMT

• 2-inch flat panel multi-anode PMT,

where the leading candidate is SiPM as discussed in the following sections, while the development of

the PMT is described in the Appendix section (Sec. XV F). The signal �-ray traverses the photo-sensors on

the entrance face. The material in front of the active LXe volume can be substantially reduced in case of

using SiPM which is much thinner than PMT. The � detection e�ciency is estimated to be improved by 9%

as discussed in Sec. IX D.

We plan to use PMTs of the same type as the current one for the other faces than the entrance face. It

turns out by detailed MC studies developed during the current MEG data analysis that further improvements

are possible by modifying the layout of the PMTs on the lateral faces. Fig. 59 illustrates the modified layout

viewed on a given r-z plane.

The � entrance face is extended along z to outside of the acceptance by 10% at each side. The extended

volume reduces the energy leakage for the event near the lateral wall. The PMTs on the lateral faces are

tilted such that all the photo-cathodes lie on the same plane. This operation minimizes the e↵ect due to

shower fluctuation for the events near the lateral wall. The energy resolution is thus improved especially for

the events near the lateral wall.

LXe Detector - finer photon sensors at entrance face
- better uniformity - better resolution
- better handles for pile ups 

LXe detector proved to 
work at 108 muons/s
w/o pileup issues
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XI. FINAL SENSITIVITY

The sensitivity of the upgraded MEG experiment is evaluated by using a maximum likelihood anal-

ysis technique developed to extract the upper limit (UL) at 90% C.L. on B(µ ! e�) in the MEG data

analysis [48]. This technique is more e�cient and reliable than a simple box analysis, since all types of

backgrounds are correctly folded in the global likelihood function and taken into account with their own

statistical weights.

An ensemble of simulated experiments (toy MC) is created from the probability density functions (PDFs)

describing the signal shapes and the background distributions for the photon energy (E�), positron energy

(Ee+), relative timing and relative angles. The enhanced precision of all upgraded detectors allows a much

better separation of the signal from the background and reduces significantly the spill of the gamma and

positron background distributions into the signal region, which is mainly due to experimental resolution

e↵ects. With a much lower accidental background in the new detector, the muon stopping rate can be higher

than the present one: optimization studies are under way, but a muon stopping rate of at least 7 ⇥ 107 µ/sec

is envisaged. The increased muon stopping rate and the enhanced resolutions are taken into account in

estimating the number and the distributions of background events expected in the upgraded experiment.

A representative scenario for the detector resolutions and e�ciencies is summarized in Tab. XI and com-

pared with the present MEG performance. The e�ciency of the positron reconstruction is highly improved

with respect to the current one, thanks to the high e�ciency of the new tracking system (close to 1) and to

the optimized relative position of the tracker and the timing counter.

TABLE XI: Resolution (Gaussian �) and e�ciencies for MEG upgrade

PDF parameters Present MEG Upgrade scenario

e+ energy (keV) 306 (core) 130

e+ ✓ (mrad) 9.4 5.3

e+ � (mrad) 8.7 3.7

e+ vertex (mm) Z/Y(core) 2.4 / 1.2 1.6 / 0.7

� energy (%) (w <2 cm)/(w >2 cm) 2.4 / 1.7 1.1 / 1.0

� position (mm) u/v/w 5 / 5 / 6 2.6 / 2.2 / 5

�-e+ timing (ps) 122 84

E�ciency (%)

trigger ⇡ 99 ⇡ 99

� 63 69

e+ 40 88

92

the sensitivity is calculated based on the improved detector performace shown in Table XI, but it has an

approximately 30% ambiguity according to possible di↵erent scenarios in the performance improvement.
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FIG. 85: Expected sensitivity of upgraded MEG as a function of DAQ time in weeks. Assuming 175 DAQ days per

year, we expect to reach an UL on B(µ! e�) of ⇡ 6 ⇥ 10�14 in 3 years of running.

3.3x107/sec 7x107/secmuon rate

Resolutions, Efficiencies, & Sensitivity

weeks

0 20 40 60 80 100

B
ra

n
ch

in
g
 r

a
ti

o

-1410

-1310

-1210

MEG 2011

MEG 2013

Upgraded MEG in 3 years

 Discoveryσ5

 Discoveryσ3

90% CL Exclusion



0

125

250

375

500

2008
2010

2012+2013
2017

k factor
(×1011)

2.4×10-12

Where We Will Be
×10 Sensitivity 

6×10-14

Upgraded MEG



Summary
• No μ→eγ event found in the new 2011 data, 

which more than doubled data statistics

• New physics is 4× more strongly constrained: 
BR(μ→eγ) < 5.7×10-13 @90% C.L.
getting higher tension w/ muon g-2

• MEG plan to double the data again by 
summer 2013; So stay tuned!

• MEG upgrade approved & underway:
10× higher sensitivity expected in future


