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Status of Higgs couplings
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Yukawa interactions:      Ttop? gg→h, h→γγ ≡ indirect 
bottom? Higgs decays ≡ indirect 
tau? observed ≡ knowledge 
1st & 2nd generation ≡ ignorance

What do we know?
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Indirect probes of top Yukawa
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In LHC analyses of Higgs properties, sensitivity to modifications 
κt = yt/yt    of top Yukawa arise indirectly from loop processes      
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Tree-level production of Higgs in association with top pairs 
provides direct excess to top Yukawa. Latest Run II searches   

by ATLAS & CMS see evidence for this production mode  
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Direct probe of top Yukawa

ATLAS, 1712.08891, 1712.08895; CMS-PAS-HIG-17-003; CMS-PAS-HIG-16-038
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In reality things are more tricky … 

ATLAS event display showing a candidate eμτhad event in 2l1τhad category of tth search



7

Combined ATLAS tth signal strength slightly above SM driven 
by small excess in multilepton channel. Hint of enhanced yt ?
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Direct probe of top Yukawa



=3

MH = 95GeV ,

MH+ = 125GeV ,

tan� = 5.5 ,

cos(� � �) = 0.32

8

multilepton excess can be nicely explained in fermiophobic 
type-I two-Higgs doublet model. Model consistent with SM 

Higgs fit & can simultaneously address other small deviations  
in Higgs sector at CMS (diphoton), LEP (Zh) & Tevatron (tth)

Could mean κt > 1, but … 

Alves et al., 1703.06834; Fox & Weiner, 1710.07649; UH & Malinauskas, 1712.06599
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In the remainder of this talk …

I will discuss direct & indirect methods to extract 
information on the charm Yukawa coupling yc at 

the LHC — some comments about other quark & 
lepton Yukawas including CP-violating & flavour-

changing ones can be found in the backup
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Literature: 

• Exclusive h→J/ψγ decay 

• Vh production & pp→hc 

• Higgs distributions 

• W±h charge asymmetry  

• Radiative h→ccγ decay 

LHC probes of charm Yukawa 
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Exclusive Higgs decays: h→J/ψγ
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Figure 2: Direct (left and center) and indirect (right) contributions to the h → V γ
decay amplitude. The crossed circle in the third diagram denotes the off-shell h → γγ∗

and h → γZ∗ amplitudes, which in the SM arise first at one-loop order.

of an off-shell photon or Z boson produced in a h → γγ∗/γZ∗ transition [10]. We refer to
this as the “indirect” contribution. It involves the hadronic matrix element of a local current
and thus can be expressed in terms of the decay constant fV of the vector meson. The direct
contribution is sensitive to the Yukawa coupling of the Higgs boson to the quarks which make
up the vector meson. We shall find that in the SM the direct and indirect contributions to
the h → V γ decay amplitude interfere destructively. They are of similar size for V = Υ,
while the direct contributions are smaller than the indirect ones by factors of about 0.06 for
V = J/ψ, 0.002 for V = φ, and few times 10−5 for V = ρ0 and ω. The sensitivity to the
Yukawa couplings thus crucially relies on the precision with which the indirect contributions
can be calculated. We will come back to this point below.

The most general parametrization of the h → V γ decay amplitude is

iA(h → V γ) = −
efV
2

[

(

ε∗V · ε∗γ −
q · ε∗V k · ε∗γ

k · q

)

F V
1 − iϵµναβ

kµqνε∗αV ε
∗β
γ

k · q
F V
2

]

, (5)

where both the final-state meson and the photon are transversely polarized. From (5), the
decay rate is obtained as

Γ(h → V γ) =
αf 2

V

8mh

(

∣

∣F V
1

∣

∣

2
+
∣

∣F V
2

∣

∣

2
)

. (6)

Here α = 1/137.036 is the fine-structure constant evaluated at q2 = 0 [22], as appropriate
for a real photon. We choose to normalize the decay amplitude in (5) to the vector-meson
decay constant fV , which is defined in terms of a matrix element of a local vector current.
Since we consider neutral, flavor-diagonal mesons, the definition of the decay constants (and
of other hadronic matrix elements) is complicated by the effects of flavor mixing. In complete
generality, such a neutral meson V can be regarded as a superposition of flavor states |qq̄⟩.
We can thus define flavor-dependent decay constants f q

V via

⟨V (k, ε)| q̄γµq |0⟩ = −if q
VmV ε

∗µ ; q = u, d, s, . . . . (7)

A certain combination of these flavor-specific decay constants can be measured in the leptonic
decay V → e+e−. The corresponding decay amplitude involves the matrix element of the
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and h → γZ∗ amplitudes, which in the SM arise first at one-loop order.

of an off-shell photon or Z boson produced in a h → γγ∗/γZ∗ transition [10]. We refer to
this as the “indirect” contribution. It involves the hadronic matrix element of a local current
and thus can be expressed in terms of the decay constant fV of the vector meson. The direct
contribution is sensitive to the Yukawa coupling of the Higgs boson to the quarks which make
up the vector meson. We shall find that in the SM the direct and indirect contributions to
the h → V γ decay amplitude interfere destructively. They are of similar size for V = Υ,
while the direct contributions are smaller than the indirect ones by factors of about 0.06 for
V = J/ψ, 0.002 for V = φ, and few times 10−5 for V = ρ0 and ω. The sensitivity to the
Yukawa couplings thus crucially relies on the precision with which the indirect contributions
can be calculated. We will come back to this point below.

The most general parametrization of the h → V γ decay amplitude is

iA(h → V γ) = −
efV
2

[

(

ε∗V · ε∗γ −
q · ε∗V k · ε∗γ

k · q

)

F V
1 − iϵµναβ

kµqνε∗αV ε
∗β
γ

k · q
F V
2

]

, (5)

where both the final-state meson and the photon are transversely polarized. From (5), the
decay rate is obtained as

Γ(h → V γ) =
αf 2

V

8mh

(

∣

∣F V
1

∣

∣

2
+
∣

∣F V
2

∣

∣

2
)

. (6)

Here α = 1/137.036 is the fine-structure constant evaluated at q2 = 0 [22], as appropriate
for a real photon. We choose to normalize the decay amplitude in (5) to the vector-meson
decay constant fV , which is defined in terms of a matrix element of a local vector current.
Since we consider neutral, flavor-diagonal mesons, the definition of the decay constants (and
of other hadronic matrix elements) is complicated by the effects of flavor mixing. In complete
generality, such a neutral meson V can be regarded as a superposition of flavor states |qq̄⟩.
We can thus define flavor-dependent decay constants f q

V via

⟨V (k, ε)| q̄γµq |0⟩ = −if q
VmV ε

∗µ ; q = u, d, s, . . . . (7)

A certain combination of these flavor-specific decay constants can be measured in the leptonic
decay V → e+e−. The corresponding decay amplitude involves the matrix element of the

5

h
c

c

�

J/�

�c yc

11



Exclusive Higgs decays: h→J/ψγ

Br (h� J/��) < 1.5 · 10�3

|�c| < 429

ATLAS, 1501.03276; CMS, 1507.03031

Current bound:

Br (h� J/��) = 2.95 (1 ± 0.2) · 10�6

�c � [�0.51, 3.07 ] König & Neubert, 1505.03870

20% measurement:

12



Vh production & flavour tagging
Perez, Soreq, Stamou & Tobioka, 1503.00290

3

ATLAS Med Tight CMS Loose Med1 Med2 Med3

✏b 70% 50% ✏b 88% 82% 78% 71%

✏c 20% 3.8% ✏c 47% 34% 27% 21%

TABLE I. The ATLAS and CMS b- and c-e�ciencies for
the di↵erent tagging criteria. The CMS working points of
CSV=0.244, 0.4, 0.5, and 0.677 are referred to as Loose,
Med1, Med2, and Med3, respectively [38].

Figures 1st tag 2nd tag ✏2c/b

(a)ATLAS 11,12(a,b,d),13,17 Med Med 0.082

(b)ATLAS 12(c) Tight Tight 0.059

(c)CMS 10,11,12 Med1 Med1 0.18

(d)CMS 13 Left Med2 Loose 0.19

(e)CMS 13 Right Med1 Loose 0.23

(f) CMS 14 Med3 Loose 0.16

TABLE II. Summary of the experimental results used for the
recast of the V h(bb̄) searches. Figures are taken from Refs. [4]
and [7] for ATLAS and CMS, respectively.
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FIG. 1. 68.3% CL (cyan) and 95% CL (gray) allowed regions
in the µc–µb plane. The best-fit (SM) point is indicated by
the black circle (blue rectangle). The green(orange) bands
are the 68.3% CL bands obtained from ATLAS(CMS) data.
The labels (a)-(f) refer to the criteria in Table II. Note that
region (d) is not shown because it is too broad.

ratio,

�(µc, µb) = �2 log
L(µc, µb)

L(µ̂c, µ̂b)
, (7)

where µ̂c and µ̂b are values at the best-fit point. In Fig. 1,
we show the 68.3% CL and 95% CL contours as well as
68.3% CL bands corresponding to each analysis (a)-(f).
As discussed above, while the constraint of a given analy-
sis is a flat direction in the µc–µb plane, the combination
of di↵erent analyses disentangles the degeneracy leading
to an ellipse. We further obtain the bound on µc with

profiled µb (method of profile likelihood ratio [39]),

µc = 95+90(175)

�95(180)

at 68.3(95)% CL. (8)

This is the first direct and model-independent bound on
the charm signal strength.
New production of V h and charm Yukawa: We

would like to interpret the constraint of Eq. (8) as an
upper bound on the charm Yukawa or, equivalently, on
c ⌘ yc/ySM

c . Similar  definitions hold for all Higgs
couplings. Relative signs between ’s do not a↵ect our
main results and we thus stick to X > 0.

Assuming no modification of the production w.r.t. the
SM restricts the Higgs to charm signal strength to be

µc = BRcc̄/BRSM

cc̄ . 34 . (9)

The bound in Eq. (8) is weaker than the one in Eq. (9).
Thus, it cannot bound c from above, namely the in-
equality is satisfied even in the c ! 1 or BRcc̄ ! 1
limit.

However, as c (or more generally u,d,s,c) becomes
large, new contributions to the same final states, shown
in Fig. 2, become important and eliminate the “runaway”
to arbitrarily large Yukawa. The contributions to the V h
production cross section as a function of c are presented
in Fig. 3 and roughly given by

�pp!V h

�SM

pp!V h

' 1 +

✓
c

�c

◆
2

with �c = 75�200 , (10)

for large c, where the exact value of �c depends on the
channel. Here, the Higgs coupling to the W/Z is assumed
to be SM like, i.e. V = 1. We obtained these results us-
ing MadGraph 5.2 [40] at the parton level and at leading
order applying the CMS [7] and ATLAS [4] selection cuts
for the LHC 8TeV run. For a more complete treatment
of the new production mechanisms, including the contri-
butions from u, d, s and also to final states with VBF-like
topology, and comparison with future machines we refer
the reader to the companion paper [41].

The new production mechanism significantly enhances
the production cross section for large Yukawa, which is
disfavoured by the V h data. In Fig. 4 we thus com-
bine ATLAS and CMS data to constrain both c and b.
The allowed 68.3 (95)% CL region is in blue (gray). The
mapping between the signal strength and the Yukawa
couplings, i.e. Fig. 1 and Fig. 4, can be qualitatively
understood by the relations

µc/b ⇡
✓

1 +
2

c

�2

c

◆ 2

c/b

1 + (2

b � 1)BRSM

b¯b + (2

c � 1)BRSM

cc̄

.

(11)
From this also the mapping of the best fit points in the
two plots can be understood. Profiling over b yields an
upper bound on the charm Yukawa

c . 234 at 95% CL . (12)

4

W/Z

hc

s̄/c̄

yc

FIG. 2. Example diagram that modifies V h production when
the charm-quark Yukawa is enhanced.

The total width: Both ATLAS and CMS give a
model independent bound on the Higgs total width from
the invariant-mass distribution of the h ! 4` and h ! ��
signal. These bounds are limited by the experimental
resolution of approximately 1GeV. Assuming no inter-
ference with the background, the upper limits by AT-
LAS [42] and CMS [43] are

�
total

<

8
><

>:

2.4, 5.0 GeV (CMS, ATLAS) h ! ��

3.4, 2.6 GeV (CMS, ATLAS) h ! 4`

1.7 GeV (CMS) combined h ! ��, 4`

(13)

at 95% CL. This should be compared with the SM predic-
tion of �SM

total

= 4.07 MeV [36] for mh = 125GeV. We use
the above upper bound on the total width to bound the
charm Yukawa by assuming that the entire Higgs width
is saturated by it

2

c BRSM

cc̄ �SM

total

= 1.18 ⇥ 10�42

c GeV < �
total

(14)

with BRSM

cc̄ = 2.9 ⇥ 10�2 . The corresponding upper
bounds at 95% CL from Eq. (13) are

c < 120 (CMS), c < 150 (ATLAS), (15)

where in the case of ATLAS we have used the bound from
h ! 4` and in the case of CMS the combined bound.

Interpretation of h ! J/ �: Very recently, AT-
LAS set the first bound on the exclusive Higgs decay to
J/ � [35]

�BRJ/ � < 33 fb at 95% CL . (16)

Under the assumption of SM Higgs production, this can
be interpreted as a bound of BR(h ! J/ �) < 1.5⇥10�3 .
The partial width of h ! J/ � is given by [44]

�J/ � = 1.42[(1.0 ± 0.017)�

� (0.087 ± 0.012)c]
2 ⇥ 10�8 GeV .

(17)

The dependence on the production mechanism and the
Higgs total width can be canceled to a good approxima-
tion in the ratio between the bound (or measurement in
the future) of the h ! J/ � rate and one of the other
Higgs rate measurements with inclusive production, for

example h ! ZZ⇤ ! 4` . We define

RJ/ ,Z =
�BRJ/ �

�BRZZ⇤
!4`

'
�J/ �

�ZZ⇤
!4`

= 2.79
(� � 0.087c)2

2

V

⇥ 10�2 ,

(18)

where a perfect cancellation of the production is as-
sumed (correct to leading order) and BRSM

ZZ⇤
!4` = 1.26⇥

10�4 [36]. Using Eq. (16) and the ZZ⇤ signal strength
µZZ⇤ = 1.44+0.40

�0.33 [45] we extract

RJ/ ,Z =
�BRJ/ �

µZZ⇤�
SM

BRSM

ZZ⇤
!4`

< 9.3 , (19)

at 95% CL. Combining the last two equations leads to

�210V + 11� < c < 210V + 11� . (20)

This yields the bound c . 220 assuming that � and V

(see discussion below) and also the Higgs decay width to
a Z and two leptons (e.g. h ! Z�⇤ ! 4`) are all close to
their respective SM values.
Global analysis: A global analysis of the Higgs data

leads to an indirect bound on the Higgs total width and
untagged decay width, see e.g.Refs. [46–53]. In the ab-
sence of non-SM production mechanisms, the allowed
range for untagged decays is the leading bound on the
charm Yukawa. For this, we can safely ignore non-SM
V h and VBF-like production enhancements because they
are found to be negligible for c . 50. The allowed range
of V from EW precision data assuming a cuto↵ scale of
3 TeV is V = 1.08±0.07 [50]. This, along with the Higgs
measurement of VBF and gluon fusion in WW ⇤, ZZ⇤,
and ⌧ ⌧̄ final states, results in a much stronger bound on
the total Higgs width than the direct measurement.

Following the analysis of Ref. [26], we consider the cur-
rent available Higgs data from ATLAS [3–5, 45, 54–57],
CMS [6–8, 10, 43, 58–61] and Tevatron [62, 63], extracted
by using Ref. [64], along with the EW data as in Ref. [50].
We find that the 95% CL allowed range for the charm
Yukawa is

c . 6.2 , (21)

where all the Higgs couplings (including h !
WW, ZZ, ��, gg, Z�, bb̄, ⌧ ⌧̄) were allowed to vary from
their SM values. Allowing the up-quark Yukawa also to
vary does not change this bound. Note that the bound
in Eq. (21) depends on the global fit assumption, in par-
ticular the LEP constraints, and as such carries model
dependence.

The ratio between the on-shell and the o↵-shell h !
ZZ(⇤) rates can probe the Higgs width [65]. The current
bounds are at the order of �

total

/�SM

total

. 5.4 , 7.7 from
CMS [66] and ATLAS [67], respectively. This corre-
sponds to c . 14 , 16. However, as pointed out in

�c yc

Using several b-tagging algorithms (with different c-jet mis-
tagging) one can recast h→bb analyses to constrain h→cc rate

13
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Vh production & flavour tagging

Perez, Soreq, Stamou & Tobioka, 1503.00290

�c � 234

5

FIG. 3. V h enhancement with c from the new production mechanism, using the preselection cuts of CMS and ATLAS.
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Gtotal
CMS Gtotal

ATLAS

hÆJêyg

FIG. 4. 68.3% CL (cyan) and 95% CL (gray) allowed regions
of the recast study in the c–b plane, with the best-fit (SM)
point indicated by the black circle(blue rectangle). Shaded
areas represent the regions excluded by the total width (AT-
LAS and CMS) and the exclusive Higgs decay of h ! J/ �.

Ref. [68] these bounds are model dependent. Thus, we
do not further consider this bound in our analysis. We
mention, that also low-energy processes can indirectly
constrain light-quark Yukawas, see for example Refs. [69–
71].

Higgs–quark non-universality: We now turn to
provide a lower bound on the top Yukawa coupling in
order to compare it with the upper bounds on the charm
Yukawa coupling obtained above. A comparison with tt̄h

data allows us to show that current data eliminates the
possibility that the Higgs couples to quarks in a universal
way, as is expected in the SM. As mentioned in Eq. (2),
a naive average of the ATLAS and CMS results yields
µt¯th = 2.4 ± 0.8. This leads to a lower bound on the top
Yukawa (at 95% CL),

t > 0.9

s
BRSM

finals

BR
finals

> 0.9 , (22)

where BR
finals

stands for the final states that were consid-
ered by the collaborations in the tt̄h measurements. The
last inequality is valid in case that the Higgs to charm
pairs is the dominant partial width (as is expected in
the case where our rather weak bounds obtained above
are saturated). In the special case where the dominant
decays are to charms and ⌧ ’s, namely ⌧ � 1, we have
µ

VBF,⌧ > 2, which is excluded by data [5, 8]. We thus
conclude that

yc

yt
=
c

t

ySM

c

ySM

t

' 1

280
⇥ c

t
) yc < yt , (23)

where the last inequality is based on comparison of
Eqs. (12), (15), (20) and (21) with Eq. (22). We there-
fore conclude that the Yukawa couplings of the up-type
quarks are non-universal.
Summary of LHC constraints: In Fig. 4 we present

bounds on Higgs couplings from the V h recast, the total
width measurements, and the exclusive decay to J/ �,
on the c–b plane. We see that the relatively robust
bounds from the V h recast and the total width measure-
ments are of same order of magnitude and also comple-
ment each other.
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FIG. 3. 300 fb�1 and 3000 fb�1 prospects for probing b and c at the LHC, with h ! bb̄ and h ! cc̄ based on b- and c-tagging
for the uncorrelated scenario employing c-tagging I (left panel) and c-tagging II (right panel). All other Higgs couplings are
assumed to be like in the SM. The profiled likelihood ratio [41] is used for the respective reach on b and c.

the Higgs has p
T

(h) > 350 GeV. In this case we rely on available jet-substructure techniques to extract the signal
and reduce the tt̄ background that dominates in this kinematic configuration. Secondly, we “unboost” the Higgs by
binning in H

T

. This way the S/B ratio for h ! cc̄ is large in lower H
T

bins as the main background, tt̄, typically has
higher H

T

than the signal.
We shall find that the sensitivity reach for the bottom Yukawa is not significantly di↵erent in the two cases, as

in both there are enough h ! bb̄ events. For the charm Yukawa, however, the “unboosted” analysis appears more
promising, due to the fact that it accepts a larger fraction of the rather rare signal events. Given that the capabilities
of a future 100 TeV collider and the advancements with respect to current experiments are currently not well known,
the fact that our projections will be based on LO simulations su�ces. However, it is important to note that we expect
significantly better results from realistic studies that employ multiple bins with increased S/B ratio. For instance, the
projected uncertainty on �µ

b

from Ref. [35] would be approximately a factor of 2 larger without binning. Furthermore,
in Ref. [35] the sensitivity of a purely cut-based analysis was compared to the one obtained employing multivariate
techniques. In the latter the uncertainty is decreased by roughly 25%. This gives us confidence that the results
presented here are conservative and there is room for improvements in the future.

Boosted-Higgs analysis

The field of searching for boosted massive particles and jet-substructure is very rich and we shall not attempt to
describe it here in any detail (see e.g. [44] for a recent review). Instead we focus on one specific method to study the
sensitivity to the Higgs couplings to bottom and charm quarks at a 100 TeV collider. The sensitivity to the h ! bb̄
decay mode with the Higgs being boosted and produced in association with a leptonically decaying W at the LHC
with

p
s = 8 and 13 TeV has been analysed in Ref. [45]. The study adopted the Template Overlap Method [46, 47]

(see also [48] for the ATLAS implementation of the method). For our study we will use the signal e�ciency and
background-rejection rates of the “Cuts 5” scenario in Ref. [45] and a cut on the fat jet containing the Higgs (or its
bb̄ daughter products), p

T

(h) > 350 GeV. Given the above requirements, the Wh signal has an e�ciency of 22% while
the tt̄ and Wbb̄ backgrounds have a fake rate of only 1.3% and 5.1%, respectively (see Tab. III in Ref. [45]). We will
assume that these jet-substructure e�ciencies do not change from 13 to 100 TeV.

To make use of these jet-substructure results for our 100 TeV study we follow their analysis and simulate signal
and background for both 13 and 100 TeV applying the same basic cuts. The main requirement is the presence of two
b-tagged jets inside the fat jet and a few basic cuts the most relevant of which are p

T

(W ), p
T

(fat jet) > 350 GeV and
0.4 < �R

bb

< 0.8 (see Eq. (12) and (13) in Ref. [45]). Their simulation of the signal Wh, and the backgrounds Wbb̄, tt̄
includes matching to parton shower and next-to-leading-order (NLO) k-factors from MCFM 6.3 [49]. We include these
NLO e↵ects by rescaling our LO parton-level simulation at 13 TeV to their results and applying the same rescaling
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ATLAS sets 95% CL limit on σ(pp→Zh) BR(h→cc) of 2.7 pb. 
Bound largely independent of assumed Zh(bb) background
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Figure 2: Observed and predicted mcc̄ distributions in the 2 c-tag analysis categories. The expected signal is scaled
by a factor of 100. Backgrounds are corrected to the results of the fit to the data. The predicted background from
the simulation is shown as red dashed histograms. The ratios of the data to the fitted background are shown in the
lower panels. The error bands indicate the sum in quadrature of the statistical and systematic uncertainties in the
background prediction.

A search for the decay of the Higgs boson to charm quarks has been performed using 36.1 fb�1 of data
collected with the ATLAS detector in pp collisions at

p
s = 13 TeV at the LHC. No significant excess

of ZH(cc̄) production is observed over the SM background expectation. The observed upper limit on
�(pp ! ZH)⇥B(H ! cc̄) is 2.7 pb at the 95% CL. The corresponding expected upper limit is 3.9+2.1

�1.1 pb.
This is the most stringent limit to date in direct searches for the inclusive decay of the Higgs boson to
charm quarks.
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Given its good b/c-tagging capabilities LHCb able to bound 
pp→Vh→Vcc cross section despite lower acceptance
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Table 4: Higgs boson production cross sections �i, partial decay widths � f , and total decay width (in the absence of
BSM decays) parameterised as a function of the  coupling modifiers as discussed in the text, including higher-order
QCD and EW corrections to the inclusive cross sections and decay partial widths. The coe�cients in the expression
for �H do not sum exactly to unity because some contributions that are negligible or not relevant to the analyses
presented in this paper are not shown.

E↵ective Resolved
Production Loops Interference scaling factor scaling factor
�(ggF) X t–b 2g 1.06 · 2t + 0.01 · 2b � 0.07 · tb
�(VBF) – – 0.74 · 2W + 0.26 · 2Z
�(WH) – – 2W
�(qq/qg! ZH) – – 2Z
�(gg! ZH) X t–Z 2.27 · 2Z + 0.37 · 2t � 1.64 · Zt
�(ttH) – – 2t
�(gb! tHW) – t–W 1.84 · 2t + 1.57 · 2W � 2.41 · tW
�(qq/qb! tHq) – t–W 3.40 · 2t + 3.56 · 2W � 5.96 · tW
�(bbH) – – 2b

Partial decay width
�ZZ – – 2Z
�WW – – 2W
��� X t–W 2� 1.59 · 2W + 0.07 · 2t � 0.66 · Wt
�⌧⌧ – – 2⌧
�bb – – 2b
�µµ – – 2µ

Total width (BBSM = 0)
0.57 · 2b + 0.22 · 2W + 0.09 · 2g+

�H X – 2H 0.06 · 2⌧ + 0.03 · 2Z + 0.03 · 2c+
0.0023 · 2� + 0.0016 · 2(Z�)+
0.0001 · 2s + 0.00022 · 2µ

sensitivity to the relative sign between the W boson and top quark couplings, despite its small SM cross
section.

The relations among the coupling modifiers, the production cross sections �i, and partial decay widths � f

are derived within this context, as shown in Table 4, and are used as a parameterisation to extract the
coupling modifiers from the measurements. The coe�cients are derived from Higgs production cross
sections and decay rates evaluated including the best available higher-order QCD and EW corrections (up
to NNLO QCD and NLO EW precision), as indicated in Tables 1 and 2. The numerical values are obtained
from Ref. [32] and are given for

p
s = 8 TeV and mH = 125.09 GeV (they are similar for

p
s = 7 TeV).
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A simple observation

• In the SM, the interference between top & bottom loops does 
not only change the total Higgs production cross section but 
also distributions in pp→hj, e.g. pT,h, yh, pT,j, … 

• Potential to constrain Yukawa modifications κc = yc/yc     from 
measurements of shapes of distributions at moderate pT,h 

• At HL-LHC with 3 ab-1, low-pT,h  measurements are not statistics 
limited. Future bounds on κc  from Higgs spectra thus depend 
sensitively on size of systematic & theory uncertainties 

Bishara, UH, Monni & Re, 1606.09253

SM
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Charm contributions to pp→hj

For |κc| < O(10) gg-channel dominates, while for |κc| > O(10)  

gq- & qq-production become as relevant. For ys,d,u, quark-
channels dominate given LHC sensitivities of |κs,d,u| >   10
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Normalised pT,h spectra
Bishara, UH, Monni & Re, 1606.09253

2

modes can be studied by means of the di↵erential spec-
tra of the Higgs boson and jets transverse momentum
(henceforth generically denoted by pT ) in the moderate-
pT region. In fact, the double logarithms can be nu-
merically large for transverse momenta pT . mh/2.
This partly compensates for the quadratic mass suppres-
sion m2

Q/m
2
h appearing in (1). As a result of the loga-

rithmic sensitivity and of the 2
Q dependence in quark-

initiated production, one expects deviations of several
percent in the pT spectra in Higgs production for O(1)
modifications of Q. In the SM, the light-quark e↵ects
are small. Specifically, in comparison to the Higgs ef-
fective field theory (HEFT) prediction, in gg ! hj the
bottom contribution has an e↵ect of around �5% on the
di↵erential distributions while the impact of the charm
quark is at the level of �1%. Likewise, the combined
gQ ! hQ, QQ̄ ! hg channels (with Q = b, c) lead to a
shift of roughly 2%. Precision measurements of the Higgs
distributions for moderate pT values combined with pre-
cision calculations of these observables are thus needed
to probe O(1) deviations in yb and yc. Achieving such
an accuracy is both a theoretical and experimental chal-
lenge, but it seems possible in view of foreseen advances
in higher-order calculations and the large statistics ex-
pected at future LHC runs.

Theoretical framework. The goal of our work is
to explore the sensitivity of the Higgs-boson (pT,h) and
leading-jet (pT,j) transverse momentum distributions in
inclusive Higgs production to simultaneous modifications
of the light Yukawa couplings. We consider final states
where the Higgs boson decays into a pair of gauge bosons.
To be insensitive to the variations of the corresponding
branching ratios due to light Yukawa modifications, we
normalise the distributions to the inclusive cross section
in the considered channels. The e↵ect on branching ratios
can be included in the context of a global analysis, jointly
with the method proposed here.

The gg ! hj channel has been analysed in depth in
the HEFT framework where one integrates out the domi-
nant top-quark loops and neglects the contributions from
lighter quarks. While in this approximation the two spec-
tra and the total cross section have been studied exten-
sively, the e↵ect of lighter quarks is not yet known with
the same precision for pT . mh/2. Within the SM, the
LO distribution for this process has been derived long
ago [17, 19], and the next-to-leading-order (NLO) cor-
rections to the total cross section have been calculated
in [20–24]. In the context of analytic resummations of
the Sudakov logarithms ln (pT /mh), the inclusion of mass
corrections to the HEFT has been studied both for the
pT,h and pT,j distributions [25–27]. More recently, the
first resummations of some of the leading logarithms (1)
have been accomplished both in the abelian [28] and
in the high-energy [29] limit. The reactions gQ !
hQ, QQ̄ ! hg have been computed at NLO [30, 31] in
the five-flavour scheme that we employ here, and the re-
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Figure 1: The normalised pT,h spectrum of inclusive Higgs
production at

p
s = 8TeV divided by the SM prediction for

di↵erent values of c. Only c is modified, while the remain-
ing Yukawa couplings are kept at their SM values.

summation of the logarithms ln (pT,h/mh) in QQ̄ ! h
has also been performed up to next-to-next-to-leading-
logarithmic (NNLL) order [32].
In the case of gg ! hj, we generate the LO spectra

with MG5aMC@NLO [33]. We also include NLO corrections
to the spectrum in the HEFT [34–36] using MCFM [37].
The total cross sections for inclusive Higgs production are
obtained from HIGLU [38], taking into account the next-
to-next-to-leading order corrections in the HEFT [39–
41]. Sudakov logarithms ln (pT /mh) are resummed up
to NNLL order both for pT,h [42–44] and pT,j [45–47],
treating mass corrections following [27]. The latter ef-
fects will be significant, once the spectra have been pre-
cisely measured down to pT values of O(5GeV). The
gQ ! hQ, QQ̄ ! hg contributions to the distributions
are calculated at NLO with MG5aMC@NLO [48] and cross-
checked against MCFM. The obtained events are showered
with PYTHIA 8.2 [49] and jets are reconstructed with the
anti-kt algorithm [50] as implemented in FastJet [51] us-
ing R = 0.4 as a radius parameter.

Our default choice for the renormalisation (µR), fac-
torisation (µF ) and the resummation (QR, present in the
gg ! hj case) scales is mh/2. Perturbative uncertainties
are estimated by varying µR, µF by a factor of two in
either direction while keeping 1/2  µR/µF  2. In ad-
dition, for the gg ! hj channel, we vary QR by a factor
of two while keeping µR = µF = mh/2. The final to-
tal theoretical errors are then obtained by combining the
scale uncertainties in quadrature with a ±2% relative er-
ror associated with PDFs and ↵s for the normalised dis-
tributions. We stress that the normalised distributions
used in this study are less sensitive to PDFs and ↵s vari-

O(1) deviations in κc lead to few % effects in pT,h distribution
22



pT,h spectra at 13 TeV
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Improved statistics & better agreement with theory predictions 
compared to 8 TeV data, but no combination of channels yet 
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Figure 22: The di↵erential cross section for pp! H ! �� as a function of (a) p��T , (b) |y��|, and (c) p��Tt are shown
and compared to the SM expectation. The data are shown as filled (black) circles. The vertical error bar on each
data point represents the total uncertainty in the measured cross section and the shaded (grey) band is the systematic
component. The SM prediction, defined using the Powheg NNLOPS prediction for gluon fusion and the default
MC samples for the other production mechanisms, is presented as hatched (blue) band, with the depth of the band
reflecting the total theoretical uncertainty (see text for details). The small contribution from VBF, VH tt̄H and
bb̄H is also shown as a (green) histogram and denoted by XH. The default MC has been normalized to the N3LO
prediction of Refs. [10, 26, 33–36] using a K-factor of KggH = 1.1. In addition the RadISH+NNLOjet and SCETlib
predictions, described in the text, are displayed on (a) and (b), respectively.
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Figure 8: Di↵erential fiducial cross sections, for (a) the transverse momentum pT,4` of the Higgs boson, (b) the
absolute value of the rapidity |y4` | of the Higgs boson, (c) the invariant mass of the subleading lepton pair m34,
(d) the magnitude of the cosine of the decay angle of the leading lepton pair in the four-lepton rest frame with
respect to the beam axis |cos ✓⇤|. The measured cross sections are compared to ggF predictions by NNLOPS,
MG5_aMC@NLO_FxFx, and, for pT,4` and |y4` |, by HRes, all normalized to the N3LO cross section with the listed
K-factors. Predictions for all other Higgs boson production modes XH are added. The error bars on the data points
show the total uncertainties, while the systematic uncertainties are indicated by the boxes. The shaded bands on
the expected cross sections indicate the PDF and scale uncertainties. The p-values indicating the compatibility of
the measurement and the SM prediction are shown as well. They do not include the systematic uncertainty in the
theoretical predictions.
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Top-bottom interference at NLO

 Melnikov, Tancredi & Wever, 1610.03747; 1702.00426; Lindert, Melnikov, Tancredi & Wever, 1703.03886

4

Figure 1: Relative top-bottom interference contribution to
the transverse momentum distribution of the Higgs boson at
leading (blue) and next-to-leading (red) order in perturbative
QCD. At next-to-leading order the interference contribution
is shown with respect to the point-like Higgs E↵ective Field
Theory prediction rescaled with exact leading-order top mass
dependence. Filled bands, hardly visible at leading order,
show the change inRint caused by a variation of the renormal-
ization and factorization scales, correlated between numerator
and denominator. The hashed bands indicate the uncertainty
due to mass-renormalization scheme variation. See text for
details.

Eq.(3) in powers of ↵s. Therefore, any change in Rint in
consecutive orders in perturbation theory would reflect
di↵erences in QCD corrections to the tb interference and
the point-like contribution to H + j production. In what
follows we present Rint as a function of the Higgs boson
transverse momentum p

?

and the (pseudo-)rapidity ⌘H .
The impact of the top-bottom interference on the Higgs

boson transverse momentum distribution is shown in
Fig. 1. We observe that the leading order interference
changes the Higgs boson transverse momentum distribu-
tion by �8% at p

?

⇠ 20 GeV and +2% at p
?

⇠ 100 GeV.
Since the QCD corrections to color-singlet production in
gluon annihilation are large and since it is not clear a
priori if the QCD corrections to the interference are sim-
ilar to the QCD corrections to the point-like cross sec-
tion, large modifications of these LO results can not be
excluded. The NLO computation, illustrated in Fig. 1,
clarifies this point. There, filled bands in blue for the
leading and red for the next-to-leading order predictions
show the result for Rint(p?) computed in the pole mass
renormalization scheme. The widths of the bands in-
dicate changes in the predictions caused by variations
of renormalization and factorization scales by a factor
of two around the central value µ = HT /2. In fact,
we observe that di↵erences between leading and next-
to-leading order are very small. For example, RNLO

int (p
?

)
appears to be smaller than RLO

int (p?) by less than a per-

Figure 2: Relative top-bottom interference contribution to
the pseudo-rapidity distribution of the Higgs boson at leading
and next-to-leading order in perturbative QCD. Bands and
colors as in Fig.1.

cent at p
?

< 60 GeV and, practically, coincides with it
at higher values of p

?

. We emphasise that these small
changes in Rint imply sizable, O(40 � 50%), corrections
to the tb interference proper that, however, appear to be
very similar to NLO QCD corrections to the point-like
cross section �tt. The scale variation bands are very nar-
row (at leading-order hardly visible) due to a cancellation
of large scale variation changes between numerator and
denominator in Eq.(3). Similar results for the Higgs bo-
son rapidity distribution for events with p

?

> 30 GeV
are shown in Fig. 2.

The above result for the scale variation suggests that
the uncertainties in predicting the size of top-bottom in-
terference e↵ects in H+j production are small since both
the size of corrections and the scale variation bands are
similar to the corrections to the point-like pp ! H + j
cross section. Such a conclusion, nevertheless, misses
an important source of uncertainties related to a pos-
sible choice of a di↵erent mass-renormalization scheme.
Indeed, since the leading order interference contribu-
tion is proportional to the square of the bottom mass
Rint ⇠ m2

b and since at leading order a change in the
mass renormalization scheme simply amounts to the use
of di↵erent numerical values for mb in calculating Rint,
it is easy to see that this ambiguity is very signifi-
cant. Indeed, suppose that we choose to renormalize
the bottom mass in the MS scheme and we take mb =
mMS

b (100 GeV) = 3.07 GeV as input parameter.3 Since

3 We calculated this value using the program RunDec [35] with

the input value mMS
b (mMS

b ) = 4.2 GeV.
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Figure 1: Examples of two-loop Feynman diagrams that contribute to the process
gg → Hg.

diagrams with QGRAF [14]. A few examples of the two-loop Feynman diagrams that

contribute to the gg → Hg amplitude are shown in Fig. 1. The projection operators
are applied diagram by diagram and the polarization sums are computed following
Eqs.(3.2, 3.3, 3.4). Once this step is completed, each contributing diagram is written

in terms of integrals that depend on the scalar products of the loop momenta between
themselves and the scalar products of the loop momenta with the external momenta.

We can assign all Feynman integrals that contribute to the scattering amplitude to
three integral families, two planar and one non-planar. These integral families are
given by

Itop(a1, a2, ..., a8, a9) =

∫
DdkDdl

[1]a1 [2]a2 [3]a3 [4]a4 [5]a5 [6]a6 [7]a7 [8]a8 [9]a9
, (3.7)

where top ∈ {PL1,PL2,NPL} is the topology label and the propagators [1], [2], ..., [9]

for each topology are shown in Table 1. The integration measure is defined as

D
dk = (−m2

h)
(4−d)/2 (4π)d/2

iΓ(1 + ϵ)

∫
ddk

(2π)d
. (3.8)

We note that the loop momenta shifts required to map contributing Feynman

diagrams on to the integral families are obtained using the shift finder implemented
in Reduze2 [15]. All algebraic manipulations needed at different stages of the com-

putation are performed using FORM [16]. Once the amplitude is written in terms of
scalar integrals, we simplify them using all possible loop momenta shifts with a unit

Jacobian; this can also be done using the momentum shift finder of Reduze2. When
the contributions of all diagrams to the form factors are summed up, significant sim-
plifications occur; for example, only integrals with up to three scalar products are

left, although some individual diagrams receive contributions from integrals with up
to four scalar products.

Having determined all scalar integrals that contribute to the amplitude, we need
to reduce them to master integrals. The reduction procedure relies on a systematic
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Figure 1: Examples of two-loop Feynman diagrams that contribute to the process H ! qq̄g.

massless external quarks and both massive and massless internal quarks, we find two diagrams
at one loop and 49 at two loops; examples are shown in Figure 1.

The two form factors are extracted by applying projection operators to individual Feynman
diagrams. We use the same notation as in Ref. [25] and define

T µ

1

= ū(p
1

)⌧µ
1

v(p
2

) , T µ

2

= ū(p
1

)⌧µ
2

v(p
2

) . (3.1)

In terms of T µ

1,2

, the projection operators read

Pµ(F
1

) =
1

2(d� 3)st


(d� 2)

t
(T µ

1

)† � (d� 4)

u
(T µ

2

)†
�
, (3.2)

Pµ(F
2

) =
1

2(d� 3)su


(d� 2)

u
(T µ

2

)† � (d� 4)

t
(T µ

1

)†
�
. (3.3)

Their action on the amplitude is described by the following formula

F
i

(s, t, u,m
b

) =
X

pol

Pµ(F
i

)(✏
3,µ

(p
3

))⇤✏⌫
3

(p
3

)A
⌫

(s, t, u,m
b

) , (3.4)

where sums over quark, antiquark and gluon polarizations need to be computed. These po-
larization sums are calculated with the help of standard formulas

X

pol

u(p
1

)ū(p
1

) = p/
1

,
X

pol

v(p
2

)v̄(p
2

) = p/
2

, (3.5)

X

pol

(✏µ
3

(p
3

))⇤ ✏⌫
3

(p
3

) = �gµ⌫ . (3.6)

We note that it is allowed to use unphysical result for the sum over gluon polarizations as in
Eq.(3.6) since the tensor structures T µ

1,2

satisfy the transversality condition independently.
The algebraic manipulations required to apply the projection operators to the amplitudes,

perform the polarization sums and extract the form factors have been carried out indepen-
dently using both FORM [26] and FormCalc [27]. After performing the Lorentz algebra, the
form factors are expressed as linear combinations of scalar integrals

I
top

(a
1

, a
2

, ..., a
8

, a
9

) =

Z
DdkDdl

[1]a1 [2]a2 [3]a3 [4]a4 [5]a5 [6]a6 [7]a7 [8]a8 [9]a9
, (3.7)

with the integration measure defined as

Ddk = (�m2

h

)(4�d)/2

(4⇡)d/2

i�(1 + ✏)

Z
ddk

(2⇡)d
. (3.8)

4

b

b

h

h

NLO corrections of O(50%) but closely track QCD effects to top-
mediated contribution. For pT,h < 30 GeV inclusion of NLO effects 

lead to a O(2) reduction of scheme ambiguity related to mb
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pT,h spectra at future LHC runs

Systematic errors of a few % should be achievable at HL-LHC
26

Differential pT(H) Cross Section

Projections for the differential fiducial cross section measurement of the Higgs boson transverse momentum at 300 fb-1 (left) 
and 3000 fb-1 (right). The definition of the fiducial volume can be found in the reference analysis. The projections for 3000 fb-

1 use different lepton efficiencies and misidentification rates to account for the higher pileup at the HL-LHC. The theoretical 
uncertainty on the differential gluon fusion cross section, which does not affect the measurement, is taken at NLO and 
shown in magenta. Two scenarios for the systematic uncertainties which affect the measurement are considered: in 
Scenario 1, the systematic uncertainties are unchanged with respect to the reference analysis; in Scenario 2 the theoretical 
uncertainties on the background predictions are reduced by 50%, and the experimental uncertainties on the integrated 
luminosity and the lepton identification efficiency are reduced to 1.5% and 1% per lepton, respectively. The statistical 
uncertainty of the measurement ranges from 10–29% (4–9%) for 300 (3000) fb-1 . The last bin represents the integrated 
cross section for pT (H) > 200 GeV and is normalized by 1/50 for presentation.

l HIG-16-033

T T
CMS-DP-2016-064

±10% ±10%

CMS Projection, LHC Run II, 300 fb-1 HL-LHC, 3 ab-1CMS Projection, HL-LHC, 3 ab-1



κc,b bounds: HL-LHC

1

Supplemental material to “Constraining
Light-Quark Yukawa Couplings from Higgs

Distributions” by Fady Bishara, Ulrich Haisch,
Pier Francesco Monni, and Emanuele Re

In this supplemental material we discuss in more detail
the prospects of the method proposed in [1] at the high-
luminosity run of the LHC (HL-LHC) with 3 ab�1 of inte-
grated luminosity. In particular, we examine how di↵er-
ent assumptions about the experimental and theoretical
systematic uncertainties alter the resulting constraints on
the modifications c = yc/ySMc and b = yb/ySMb of the
charm and bottom Yukawa couplings.

The HL-LHC projections obtained in our letter assume
an experimental systematic uncertainty of 1.5% and a
theoretical systematic error of 2.5%. This scenario illus-
trates the LHC reach based on an optimistic, but not
unrealistic improvement on both the experimental and
theoretical side. Since it is di�cult to forecast the pre-
cise figures for the experimental and theoretical errors
in the HL-LHC environment, it is interesting to explore
the impact that variations of the systematic uncertainties
have on the constraints on c and b.

experimental [%] theoretical [%] c 2
S1 1.5 2.5 [-0.6, 3.0]

S2 3.0 2.5 [-0.9, 3.3]

S3 1.5 5.0 [-1.2, 3.6]

S4 3.0 5.0 [-1.3, 3.7]

Table I: Experimental (second column) and theoretical (third
column) systematic uncertainties on the normalised Higgs
transverse momentum (pT,h) spectrum in our four uncertainty
scenarios. The corresponding 95% CL constraints on c are
also shown (fourth column) assuming 3 ab�1 of data.

In the following we study four di↵erent uncertainty
scenarios. They are described in Table I. Scenario S1

is the one employed in our letter to obtain the HL-LHC
projections, while the systematical uncertainties of S4

correspond to those used in the LHC Run II forecast.
The two panels of Figure 1 display the 68% CL (up-

per pannel) and 95% CL (lower panel) constraints in
the c–b plane for the four uncertainty scenarios in-
troduced in Table I. Notice that the constraint arising
in scenario S1 (blue contour) resembles the one shown
Figure 3 of our letter, while the constraint corresponding
to S4 (red contour) is slightly better than the LHC Run II
region shown therein due to the smaller statistical uncer-
tainty at the HL-LHC.

Profiling over b we obtain the 95% CL limits on c

reported in the last column of the Table I. One first ob-
serves that even under the assumption that the exper-
imental and theoretical systematic uncertainties will be
the same as in the LHC Run II scenario, i.e. scenario S4,
the resulting bounds on c are not significantly worse
than the limits corresponding to the scenario S1. The

Figure 1: Projected 68% CL (upper plot) and 95% CL (lower
plot) constraints in the c–b plane corresponding to the un-
certainty scenarios of Table I. The numbers in brackets indi-
cate the systematic experimental and theoretical uncertainty,
respectively.

relative similarity between the bounds on c in the sce-
narios S3 and S4, however, shows that an improved ex-
perimental systematic uncertainty can only be fully har-
nessed if theoretical errors are also reduced.

The latter point is illustrated in Figure 2 which shows
the upper and lower 95% CL limits on c as a function
of theory error. To obtain the plot we have profiled over
b and fixed the experimental uncertainty to 1.5%. One
observes an approximately linear scaling of the bounds
on c with the variation of the theory error. This feature
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Figure 1: Projected 68% CL (upper plot) and 95% CL (lower
plot) constraints in the c–b plane corresponding to the un-
certainty scenarios of Table I. The numbers in brackets indi-
cate the systematic experimental and theoretical uncertainty,
respectively.

relative similarity between the bounds on c in the sce-
narios S3 and S4, however, shows that an improved ex-
perimental systematic uncertainty can only be fully har-
nessed if theoretical errors are also reduced.

The latter point is illustrated in Figure 2 which shows
the upper and lower 95% CL limits on c as a function
of theory error. To obtain the plot we have profiled over
b and fixed the experimental uncertainty to 1.5%. One
observes an approximately linear scaling of the bounds
on c with the variation of the theory error. This feature

Bishara, UH, Monni & Re, supplemental material to 1606.09253

Under realistic assumptions about experimental & theoretical 
progress possible to probe |κc| = O(few) using pT,h spectrum

27



-1.0 -0.5 0.0 0.5 1.0
1

2

3

4

5

cos (β-α)

ta
n
β
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Models with Higgs-dependent yc 
UH based on Bauer et al., 1506.01719 
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In models with Higgs-dependent 
Yukawa couplings, one can obtain 

O(few) modifications of yc & while 
satisfying Higgs measurements
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Conclusions

• In my opinion no hard separation between direct 
& indirect probes of Higgs Yukawa couplings. 
Even direct tests such as extractions of κt using 
tth production depend on assumptions  

• Sensitivity of LHC to charm Yukawa higher than 
anticipated. Complementary strategies exist that 
should be combined to tighten bounds on κc
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Figure 2. Left: Present constraints on t and ̃t from the electron EDM (blue), the neutron
EDM (red), the mercury EDM (brown), and Higgs physics (gray). Right: Projected future con-
straints on t and ̃t, see text for details.

The right panel in Fig. 2 shows the prospects of the constraints. In order to obtain
the plot we have assumed that |de/e| < 10�30 cm [39], a factor of 90 improvement over
the current best limit (2.5), and that |dn/e| < 10�28 cm [39], a factor of 300 improvement
with respect to the present bound (2.14). Our forecast for the future sensitivity of the
Higgs production constraints is based on the results of the CMS study with a projection
of errors to 3000 fb�1, which assumed 1/

pL scaling of the experimental uncertainties with
luminosity L, and also anticipates that the theory errors will be halved by then [4]. In
Fig. 2 we therefore take g = 1.00 ± 0.03 and � = 1.00 ± 0.02 as the possible future fit
inputs (centered around the SM predictions).

Since the EDMs depend linearly on ̃t, the projected order-of-magnitude improve-
ments of the EDM constraints directly translate to order-of-magnitude improvements of
the bounds on ̃t. For instance, the electron EDM is projected to be sensitive to values of
̃t = O(10�4) which implies that one can probe scales up to ⇤ = O(25TeV) for models
(such as theories with top compositeness) where ̃t ⇠ v2/⇤2.

Note that the above EDM constraints rely heavily on the assumption that the Higgs
couples to electrons, up, and down quarks. For illustration we assumed that these couplings
are the same as in the SM. The possibility that the Higgs only couples to the third-generation
fermions cannot be ruled out from current Higgs data. In this case there is no constraint
from the electron EDM which is proportional to e̃t. The neutron and mercury EDM
are similarly dominated by the quark EDMs and CEDMs which scale as u,d ̃t. However,
setting u,d = 0 the constraints due to dn and dHg do not vanish, because there is also a
small contribution from the Weinberg operator which scales as t̃t. In Fig. 3 we show
the constraints for the limiting case where the Higgs only couples to the third-generation
fermions. We see that at present O(1) values of ̃t are allowed by the constraint from the
neutron EDM. Assuming that only the Higgs-top couplings are modified, the Higgs data are
then more constraining than the neutron EDM. This situation might change dramatically
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Figure 1. Left: Two-loop Barr-Zee contributions to the EDM of the electron involving a virtual
Higgs boson and a photon or Z boson. Right: Two-loop contribution to the Weinberg operator.

where xt/h ⌘ m2
t /M

2
h and the loop functions f1,2(x) can be written as [28],1

f1(x) =
2xp
1� 4x



Li2

✓

1� 1�p
1� 4x

2x

◆

� Li2

✓

1� 1 +
p
1� 4x

2x

◆�

,

f2(x) = (1� 2x) f1(x) + 2x (lnx + 2) .

(2.3)

Here Li2(x) = � R x
0 du ln(1� u)/u is the usual dilogarithm.

From Eq. (2.2) it is evident that the electron EDM constraint on ̃t vanishes in the
limit that the Higgs does not couple to electrons, e, ̃e ! 0, or by an appropriate tuning
of the ratio ̃e/e. For simplicity we will from here on assume that the Higgs coupling to
the electron is CP conserving, so that ̃e = 0. In this case the top-quark contribution to
the EDM of the electron is (with ↵ ⌘ ↵(0) ' 1/137)

de
e

= 3.26 · 10�27 cm e̃t f1(xt/h) = 9.0 · 10�27 cm e̃t , (2.4)

where in the second equality we used that f1(xt/h) ' 2.76 for mt = 163.3GeV [29] and
Mh = 126GeV. The 90% confidence level (CL) limit [30]

�

�

�

�

de
e

�

�

�

�

< 8.7 · 10�29 cm , (2.5)

then translates into
|̃t| < 0.01 , (2.6)

assuming that the Higgs coupling to the electron is the SM one, e = 1.
Above we have neglect the two-loop diagram, Fig. 1 (left), with the Z boson instead of

the photon in the loop. Due to charge-conjugation invariance only the vector couplings of
the Z boson enter the Barr-Zee expression for the electron EDM. As a result the Z-boson
contribution is strongly suppressed by [27]

✓
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3
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◆�1 e2

s2W c2W

✓

�1

4
+ s2W

◆✓

1

4
� 2

3
s2W

◆

' 1.6% , (2.7)

1
Note that the loop function f1(x) is real and analytic even for x > 1/4. In particular, in the limit

x ! 1, one has f1(x) = lnx+ 2 +O(1/
p
x).
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Figure 4: The fitted values of the Higgs boson signal strength parameter µ for mH = 125 GeV for the 0-, 1- and
2-lepton channels and their combination. The individual µ values for the lepton channels are obtained from a
simultaneous fit with the signal strength parameter for each of the lepton channels floating independently. The
compatibility of the individual signal strengths is 10%.
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Figure 5: The fitted values of the Higgs boson signal strength parameter µ for mH = 125 GeV for the WH and ZH
processes and their combination. The individual µ values for the (W/Z)H processes are obtained from a simultan-
eous fit with the signal strength for each of the WH and ZH processes floating independently. The compatibility of
the individual signal strengths is 75%.
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Figure 6: The best fit value of the signal strength µ, at mH = 125.09 GeV, is shown in black
with a green uncertainty band. Also shown are the results of a separate fit where each channel
is assigned an independent signal strength parameter. Above the dashed line are the WH and
ZH signal strengths derived from a fit where each production mode is assigned an independent
signal strength parameter.
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Figure 7: Weighted dijet invariant mass distribution for events in all channels combined.
Shown are data and the VH and VZ processes with all other background processes subtracted.
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Both ATLAS & CMS find evidence for (Vh)bb signature in Run II. 
Combinations with Run l lead to results that agree to 30% with SM
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Figure 5: The (a) mK+K�� and (b) m⇡+⇡�� distributions of the selected �� and ⇢� candidates, respectively, along with
the results of the maximum-likelihood fits with a background-only model. The Higgs and Z boson contributions
for the branching fraction values corresponding to the observed 95% CL upper limits are also shown. Below the
figures the ratio of the data to the background-only fit is shown.

fraction are also estimated for the Higgs boson decays, yielding 25.3 fb for the H ! �� decay, and 45.5 fb
for the H ! ⇢� decay.

The systematic uncertainties described in Section 6 result in a 14% deterioration of the post-fit expected
95% CL upper limit on the branching fraction in the H ! �� and Z ! �� analyses, compared to the
result including only statistical uncertainties. For the ⇢� analysis the systematic uncertainties result in a
2.3% increase in the post-fit expected upper limit for the Higgs boson decay, while for the Z boson decay
the upper limit deteriorates by 29%.

Table 3: Expected and observed branching fraction upper limits at 95% CL for the �� and ⇢� analyses. The ±1�
intervals of the expected limits are also given.

Branching Fraction Limit (95% CL) Expected Observed
B (H ! ��) [ 10�4 ] 4.2+1.8

�1.2 4.8
B (Z ! ��) [ 10�6 ] 1.3+0.6

�0.4 0.9
B (H ! ⇢�) [ 10�4 ] 8.4+4.1

�2.4 8.8
B (Z ! ⇢�) [ 10�6 ] 33+13

�9 25

8 Summary

A search for the decays of Higgs and Z bosons into �� and ⇢� has been performed with
p

s = 13 TeV
pp collision data samples collected with the ATLAS detector at the LHC corresponding to integrated
luminosities of up to 35.6 fb�1. The � and ⇢ mesons are reconstructed via their dominant decays into

13

|�s| � 10000
BR(h� ��)

BR(h� ��)SM
� 200
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W±h charge asymmetry

�d < 1270 , �u < 2860 , �s < 53 , �c < 5 (HL-LHC)
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FIG. 2. Inclusive charge asymmetry A = (σ(W+h)− σ(W−h))/(σ(W+h) + σ(W−h)) at NLO QCD for the
√
s = 14 TeV LHC as a function of individual Yukawa rescaling factors κ̄f for f = u (red), d (green), s

(blue), and c (purple). Shaded bands correspond to scale uncertainties at 1σ from individual σ(W+h) and

σ(W−h) production, which are conservatively taken to be fully uncorrelated. The gray region shows the

bound from the direct Higgs width measurement, ΓH < 1.7 GeV [4], which excludes κ̄f > 25 for each light

quark flavor and is discussed in Sec. V. The expected statistical error from this measurement using 3 ab−1

of LHC data is also shown.

the presence an additional lepton and neutrino, however, has not been demonstrated.

We instead explore a new Higgs process, W±h → (ℓ±ν)(ℓ±νjj), taking advantage of the semi-

leptonic decay of the Higgs viaWW ∗. This process has a number of features that make it attractive

for measuring the W±h charge asymmetry. First, this same-sign lepton final state inherits the

same charge asymmetry as the inclusive W±h process. Second, the leading non-Higgs background

processes for same-sign leptons are all electroweak processes, in contrast to the h → bb̄ decay

discussed before. Finally, although the Higgs resonance is not immediately reconstructible in this

decay channel, we have a number of kinematic handles to isolate the Higgs contribution to this

final state, which make it eminently suitable to extract the charge asymmetry.
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FIG. 1. Leading order W+h (left column) and W−h (right column) production diagrams, showing the

Higgsstrahlung process (top row) and Yukawa-mediated contributions (bottom two rows).

an enhanced strange Yukawa drives the balanced cs̄ vs. c̄s PDFs to dominate W±h production,

while the Cabibbo-suppressed us̄ vs. ūs initial states still retains a positive asymmetry. Finally,

large down and up quark Yukawas actually enhance the positive charge asymmetry beyond the SM

expectation, since the ameliorating effects from second generation quarks in the proton PDFs are

weakened.

We adopt the usual κ notation to describe rescalings of the Higgs Yukawa couplings to the first

and second generation quarks, yf, eff = κfyf, SM for f = d, u, s, or c. Throughout this work, we

will only consider one Yukawa deviation at a time and will comment briefly in the conclusions

about simultaneous deviations in multiple Yukawa couplings. For convenience, we also use the κ̄f

normalization, which rescales κf into units of ySMb evaluated at µ = 125 GeV:

κ̄f ≡
mf (µ = 125 GeV)

mb(µ = 125 GeV)
κf . (5)

In Fig. 2, we show the inclusive charge asymmetry

A =
σ(W+h)− σ(W−h)

σ(W+h) + σ(W−h)
, (6)

for the 14 TeV LHC as a function of κ̄f for individually enhanced Yukawa couplings, f = d, u, s,

and c. These results were generated using MadGraph v2.4.3 [31] where the Yukawa couplings were

implemented via a FeynRules [32] model implementing automatic next-to-leading order (NLO)
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FIG. 1. Leading order W+h (left column) and W−h (right column) production diagrams, showing the

Higgsstrahlung process (top row) and Yukawa-mediated contributions (bottom two rows).

an enhanced strange Yukawa drives the balanced cs̄ vs. c̄s PDFs to dominate W±h production,

while the Cabibbo-suppressed us̄ vs. ūs initial states still retains a positive asymmetry. Finally,

large down and up quark Yukawas actually enhance the positive charge asymmetry beyond the SM

expectation, since the ameliorating effects from second generation quarks in the proton PDFs are

weakened.

We adopt the usual κ notation to describe rescalings of the Higgs Yukawa couplings to the first

and second generation quarks, yf, eff = κfyf, SM for f = d, u, s, or c. Throughout this work, we

will only consider one Yukawa deviation at a time and will comment briefly in the conclusions

about simultaneous deviations in multiple Yukawa couplings. For convenience, we also use the κ̄f

normalization, which rescales κf into units of ySMb evaluated at µ = 125 GeV:

κ̄f ≡
mf (µ = 125 GeV)

mb(µ = 125 GeV)
κf . (5)

In Fig. 2, we show the inclusive charge asymmetry

A =
σ(W+h)− σ(W−h)

σ(W+h) + σ(W−h)
, (6)

for the 14 TeV LHC as a function of κ̄f for individually enhanced Yukawa couplings, f = d, u, s,

and c. These results were generated using MadGraph v2.4.3 [31] where the Yukawa couplings were

implemented via a FeynRules [32] model implementing automatic next-to-leading order (NLO)
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Figure 6: Left: The dark (light) gray region is the 1� (2�) naive projection from the pT distribution

for the LHC 13TeV assuming bin size of 10GeV and relative error of 5% per bin. The dashed

line is the current 2� bound from recast of the ATLAS 8TeV data. Right: The dark (light) gray

region is the 1 (2)� naive projection from the rapidity distribution for the LHC 13TeV assuming

bin size of 0.1 and relative error of 5% per bin.

experimental errors cancel, while they still retain sensitivity to potential qq̄ ! h fusion. This

would make the normalized pT distribution softer than the SM production through gluon

fusion, while the rapidity would become more forward. We presented a reintepretation of

the ATLAS measurements of the normalized pT and rapidity distributions and derived the

bounds on up and down quark Yukawa couplings. Owing to a downward fluctuation in the

first bin of the distribution one has y

exp

d < y

SM

b at more than 95 %CL. With 300 fb�1 at

13TeV LHC, one can furthermore establish non-universality of Higgs couplings to the down

quarks, yexpd < y

exp

b .

The study performed in this paper is based on LO event generator, which can be improved

by using more advanced theoretical tools. For example, it would be useful to compute the

rapidity and pT distribution for uū ! h and dd̄ ! h to higher orders in QCD [75]. Also, the

SM gg ! h inclusive cross section is now known to N3LO level [61, 62]. It would be very

interesting to push the calculation for rapidity distribution and pT distribution to N3LO

and N3LL, and including the full mass dependence for massive quark loop in the gg ! hj

11
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Figure 7: Left (Right): The dark (light) gray region is the 1� (2�) naive projection for probing the

strange Yukawa as function of the relative error per bin from the pT (y) distribution for the LHC

13TeV assuming bin size of 10GeV (0.01). The vertical lines denote expected statistical only

errors for integrated luminosities of 3 ab�1 and 300 fb�1.

process to NLO (for recent progress, see e.g., Ref. [34, 72, 73]).
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Figure 5: The 95% CL upper limit on the signal strength modifier, µ, for the combination of the
7, 8, and 13 TeV datasets (left) together with the expected limit obtained background hypothesis
and in the signal-plus-background hypothesis (red-line) for a SM Higgs boson with mH =
125 GeV. The combined local p-value and significance as a function of the SM Higgs boson
mass hypothesis (right). The observation (black) is compared to the expectation (red) for the
Higgs boson, and (blue) for the Higgs boson mass of 125 GeV.

The combination of these results with data recorded earlier at center-of-mass energies of 7 and
8 TeV is shown in Fig. 5 (left), and yields a 95% CL observed (expected) upper limit on the
production rate of 2.64 (1.89) times the SM value. Theoretical uncertainties are considered cor-
related across the datasets, while the main experimental uncertainties are considered uncorre-
lated. The best fit signal strength is obtained for a Higgs mass of 125 GeV, µ̂comb

125 = 0.9+1.0
�0.9, and

the observed (expected) combined significance at mH = 125 GeV is 0.98 (1.09) s as presented
in Fig. 5 (right). This corresponds to an upper limit on the H ! µ+µ� branching fraction of
5.7 ⇥ 10�4, assuming the SM production cross sections.
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Figure 2: Background-only fit to the observed mµµ distribution in the VBF tight category. Only the statistical
uncertainties are shown for the data points. The expected signal is scaled by a factor of 20.

uncertainty, while the impact of the systematic uncertainties is found to be 2.2%. When combined with
the ATLAS Run 1 data, the observed (expected) upper limit is 2.8 (2.9) at the 95% C.L.. The correspond-
ing measured signal strength is µS = �0.1 ± 1.4. The theoretical and experimental uncertainties in the
expected signal and the background modeling uncertainty are correlated in the combination.

To conclude, a search for the dimuon decay of the Higgs boson is performed using 36.1 fb�1 of data
collected with the ATLAS detector in pp collisions at

p
s =13 TeV at the LHC. No significant excess is

observed in data, and an upper limit is set on the signal strength.
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h ! e+e�

LHC8 (25/fb) |
e

| . 600 M & 6 TeV

LHC14 (300/fb) |
e

| ⇠ 260 M ⇠ 9 TeV

LHC14 (3/ab) |
e

| ⇠ 150 M ⇠ 12 TeV

100 TeV (3/ab) |
e

| ⇠ 75 M ⇠ 17 TeV

e+e� ! h

LEP II |
e

| . 2000 M & 3 TeV

TLEP (1/fb) |
e

| ⇠ 50 M ⇠ 20 TeV

TLEP (100/fb) |
e

| ⇠ 10 M ⇠ 50 TeV

d
e

current Im
e

. 0.017 M & 1000 TeV

future Im
e

⇠ 0.0001 M ⇠ 104 TeV

(g � 2)
e

current Re
e

. 3000 M & 2.5 TeV

future Re
e

⇠ 300 M ⇠ 8 TeV

Table 2: Summary of current constraints and future expected sensitivities to a modified Higgs-
electron coupling 

e

and the corresponding new physics scale M .
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Observable Coupling Present bound Future sensitivity

LHC searches
p|Ytc|2 + |Yct|2 0.14 2.8 · 10�2

p|Ytu|2 + |Yut|2 0.13 2.8 · 10�2

dn
|Im (YtcYct)| 5.0 · 10�4

1.7 · 10�6

|Im (YtuYut)| 4.3 · 10�7
1.5 · 10�9

dD
|Im (YtcYct)| — 1.7 · 10�7

|Im (YtuYut)| — 1.7 · 10�11

�ACP |Im (Y

⇤
utYct)| 4.0 · 10�4 —

D– ¯

D mixing
p|Im (Y

⇤
tcY

⇤
utYtuYct)| 4.1 · 10�4

1.3 · 10�4

Table 1. Summary of the most powerful constraints on the tqh couplings with q = c, u. To obtain
the 95% CL upper limits we have assumed a Higgs-boson mass mh = 125GeV and neglected other
possible contributions to the processes under considerations beyond those arising from (1.1).

Future measurements of CP violation in D– ¯

D mixing at LHCb [47] and Belle II [48]
are expected to improve the current bound (2.34) by at least a factor of 10. Such an
improvement would result in

q
|Im (Y

⇤
tcY

⇤
utYtuYct)| . 1.3 · 10�4

, (2.36)

if one again allows the new-physics contribution (2.32) to saturated the future limit on CP
violation in the �C = 2 sector.

2.5 Summary of constraints

In Table 1 we summarise the most stringent limits on the FCNC Higgs-boson couplings (1.1)
arising from collider physics (see Section 2.1), hadronic EDMs (see Sections 2.2 and 2.3)
and CP violation in D-meson physics (see Section 2.4). Whenever possible we give both
the present bound and a projection of the future sensitivity.

3 Conclusions

The LHC discovery of the Higgs boson furnishes new opportunities in the search for physics
beyond the SM. Since in the SM flavour-changing Higgs couplings to fermions are highly
suppressed, discovering any evidence of a decay like t ! ch would strongly suggest the
existence of new physics not far above the TeV scale. In fact, both ATLAS and CMS have
already provided their first limits on the t ! c(u)h branching ratios (see e.g. [11–15]). While
these recent results still allow for branching ratios in excess of around 0.5%, the searches for
flavour-changing top-Higgs interactions will mature at the 14TeV LHC and it is expected
that the current limits on the t ! c(u)h branching ratios can be improved by roughly two

– 10 –

9.4 · 10�2

9.0 · 10�2
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Figure 10: Constraints on the flavour violating Yukawa couplings, |Yµt|, |Ytµ| (left) and
|Yet|, |Yte| (right), from the BDT result. The expected (red dashed line) and observed (black
solid line) limits are derived from the limit on B(H ! µt) and B(H ! et) from the present
analysis. The flavour-diagonal Yukawa couplings are approximated by their SM values. The
green (yellow) band indicates the range that is expected to contain 68% (95%) of all observed
limit excursions from the expected limit. The shaded regions are derived constraints from null
searches for t ! 3µ or t ! 3e (dark green) [41, 91, 92] and t ! µg or t ! eg (lighter
green) [41, 92]. The green hashed region is derived by the CMS direct search presented in
this paper. The blue solid lines are the CMS limits from [44] (left) and [45](right). The purple
diagonal line is the theoretical naturalness limit |YijYji|  mimj/v2 [41].

trees discriminator trained to distinguish the signal from backgrounds. The results are cross-
checked with an alternate analysis that fits the collinear mass distribution after applying selec-
tion criteria on kinematic variables. No evidence is found for lepton flavour violating Higgs bo-
son decays. The observed (expected) limits on the branching fraction of the Higgs boson to µt
and to et are less than 0.25% (0.25%) and 0.61% (0.37%), respectively, at 95% confidence level.
These limits constitute a significant improvement over the previously obtained limits by CMS
and ATLAS using 8 TeV proton-proton collision data corresponding to an integrated luminos-
ity of about 20 fb�1. Upper limits on the off-diagonal µt and et Yukawa couplings are derived
from these constraints,

p
|Yµt|2 + |Ytµ|2 < 1.43 ⇥ 10�3 and

p|Yet|2 + |Yte|2 < 2.26 ⇥ 10�3 at
95% confidence level.
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Contributions and their scaling

[Sullivan, Nadolsky: 
hep-ph/0111358]

c th

γ

h

γ

h

γ

γ/Z

Figure 2: Direct (left and center) and indirect (right) contributions to the h → V γ
decay amplitude. The crossed circle in the third diagram denotes the off-shell h → γγ∗

and h → γZ∗ amplitudes, which in the SM arise first at one-loop order.

of an off-shell photon or Z boson produced in a h → γγ∗/γZ∗ transition [10]. We refer to
this as the “indirect” contribution. It involves the hadronic matrix element of a local current
and thus can be expressed in terms of the decay constant fV of the vector meson. The direct
contribution is sensitive to the Yukawa coupling of the Higgs boson to the quarks which make
up the vector meson. We shall find that in the SM the direct and indirect contributions to
the h → V γ decay amplitude interfere destructively. They are of similar size for V = Υ,
while the direct contributions are smaller than the indirect ones by factors of about 0.06 for
V = J/ψ, 0.002 for V = φ, and few times 10−5 for V = ρ0 and ω. The sensitivity to the
Yukawa couplings thus crucially relies on the precision with which the indirect contributions
can be calculated. We will come back to this point below.

The most general parametrization of the h → V γ decay amplitude is

iA(h → V γ) = −
efV
2

[

(

ε∗V · ε∗γ −
q · ε∗V k · ε∗γ

k · q

)

F V
1 − iϵµναβ

kµqνε∗αV ε
∗β
γ

k · q
F V
2

]

, (5)

where both the final-state meson and the photon are transversely polarized. From (5), the
decay rate is obtained as

Γ(h → V γ) =
αf 2

V

8mh

(

∣

∣F V
1

∣

∣

2
+
∣

∣F V
2

∣

∣

2
)

. (6)

Here α = 1/137.036 is the fine-structure constant evaluated at q2 = 0 [22], as appropriate
for a real photon. We choose to normalize the decay amplitude in (5) to the vector-meson
decay constant fV , which is defined in terms of a matrix element of a local vector current.
Since we consider neutral, flavor-diagonal mesons, the definition of the decay constants (and
of other hadronic matrix elements) is complicated by the effects of flavor mixing. In complete
generality, such a neutral meson V can be regarded as a superposition of flavor states |qq̄⟩.
We can thus define flavor-dependent decay constants f q

V via

⟨V (k, ε)| q̄γµq |0⟩ = −if q
VmV ε

∗µ ; q = u, d, s, . . . . (7)

A certain combination of these flavor-specific decay constants can be measured in the leptonic
decay V → e+e−. The corresponding decay amplitude involves the matrix element of the

5

h
c

c

�

J/�

�c yc

4

W/Z

hc

s̄/c̄

yc

FIG. 2. Example diagram that modifies V h production when
the charm-quark Yukawa is enhanced.

The total width: Both ATLAS and CMS give a
model independent bound on the Higgs total width from
the invariant-mass distribution of the h ! 4` and h ! ��
signal. These bounds are limited by the experimental
resolution of approximately 1GeV. Assuming no inter-
ference with the background, the upper limits by AT-
LAS [42] and CMS [43] are

�
total

<

8
><

>:

2.4, 5.0 GeV (CMS, ATLAS) h ! ��

3.4, 2.6 GeV (CMS, ATLAS) h ! 4`

1.7 GeV (CMS) combined h ! ��, 4`

(13)

at 95% CL. This should be compared with the SM predic-
tion of �SM

total

= 4.07 MeV [36] for mh = 125GeV. We use
the above upper bound on the total width to bound the
charm Yukawa by assuming that the entire Higgs width
is saturated by it

2

c BRSM

cc̄ �SM

total

= 1.18 ⇥ 10�42

c GeV < �
total

(14)

with BRSM

cc̄ = 2.9 ⇥ 10�2 . The corresponding upper
bounds at 95% CL from Eq. (13) are

c < 120 (CMS), c < 150 (ATLAS), (15)

where in the case of ATLAS we have used the bound from
h ! 4` and in the case of CMS the combined bound.

Interpretation of h ! J/ �: Very recently, AT-
LAS set the first bound on the exclusive Higgs decay to
J/ � [35]

�BRJ/ � < 33 fb at 95% CL . (16)

Under the assumption of SM Higgs production, this can
be interpreted as a bound of BR(h ! J/ �) < 1.5⇥10�3 .
The partial width of h ! J/ � is given by [44]

�J/ � = 1.42[(1.0 ± 0.017)�

� (0.087 ± 0.012)c]
2 ⇥ 10�8 GeV .

(17)

The dependence on the production mechanism and the
Higgs total width can be canceled to a good approxima-
tion in the ratio between the bound (or measurement in
the future) of the h ! J/ � rate and one of the other
Higgs rate measurements with inclusive production, for

example h ! ZZ⇤ ! 4` . We define

RJ/ ,Z =
�BRJ/ �

�BRZZ⇤
!4`

'
�J/ �

�ZZ⇤
!4`

= 2.79
(� � 0.087c)2

2

V

⇥ 10�2 ,

(18)

where a perfect cancellation of the production is as-
sumed (correct to leading order) and BRSM

ZZ⇤
!4` = 1.26⇥

10�4 [36]. Using Eq. (16) and the ZZ⇤ signal strength
µZZ⇤ = 1.44+0.40

�0.33 [45] we extract

RJ/ ,Z =
�BRJ/ �

µZZ⇤�
SM

BRSM

ZZ⇤
!4`

< 9.3 , (19)

at 95% CL. Combining the last two equations leads to

�210V + 11� < c < 210V + 11� . (20)

This yields the bound c . 220 assuming that � and V

(see discussion below) and also the Higgs decay width to
a Z and two leptons (e.g. h ! Z�⇤ ! 4`) are all close to
their respective SM values.
Global analysis: A global analysis of the Higgs data

leads to an indirect bound on the Higgs total width and
untagged decay width, see e.g.Refs. [46–53]. In the ab-
sence of non-SM production mechanisms, the allowed
range for untagged decays is the leading bound on the
charm Yukawa. For this, we can safely ignore non-SM
V h and VBF-like production enhancements because they
are found to be negligible for c . 50. The allowed range
of V from EW precision data assuming a cuto↵ scale of
3 TeV is V = 1.08±0.07 [50]. This, along with the Higgs
measurement of VBF and gluon fusion in WW ⇤, ZZ⇤,
and ⌧ ⌧̄ final states, results in a much stronger bound on
the total Higgs width than the direct measurement.

Following the analysis of Ref. [26], we consider the cur-
rent available Higgs data from ATLAS [3–5, 45, 54–57],
CMS [6–8, 10, 43, 58–61] and Tevatron [62, 63], extracted
by using Ref. [64], along with the EW data as in Ref. [50].
We find that the 95% CL allowed range for the charm
Yukawa is

c . 6.2 , (21)

where all the Higgs couplings (including h !
WW, ZZ, ��, gg, Z�, bb̄, ⌧ ⌧̄) were allowed to vary from
their SM values. Allowing the up-quark Yukawa also to
vary does not change this bound. Note that the bound
in Eq. (21) depends on the global fit assumption, in par-
ticular the LEP constraints, and as such carries model
dependence.

The ratio between the on-shell and the o↵-shell h !
ZZ(⇤) rates can probe the Higgs width [65]. The current
bounds are at the order of �

total

/�SM

total

. 5.4 , 7.7 from
CMS [66] and ATLAS [67], respectively. This corre-
sponds to c . 14 , 16. However, as pointed out in

�c yc

LHC Run I

LHC Run II

HL-LHC

�c � [�16, 18 ]

�c � [�1.4, 3.8 ]

�c � [�0.6, 3.0 ]

|�c| < 21

|�c| < 3.7

|�c| < 234|�c| < 429

|�c| � 80

|�c| � 45

�c yc



LHCb upgrade II: bounds on κc

    300 fb-1 at 14 TeV: |�c| � 7

    30% di-c-tagging efficiency: |�c| � 4

   better electron reconstruction: |�c| � 3

   further improvements: |�c| � 2.2

43projections taken from “Beyond the LHCb Phase-I Upgrade” talk by Williams
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3

c 0 0.25 0.5 0.75 1 1.25 1.5 1.75 2

S 874 877 885 899 917 941 973 1008 1052

c 2.25 2.5 2.75 3 3.25 3.5 3.75 4 4.25 4.5

S 1097 1148 1206 1276 1350 1424 1504 1590 1683 1786

TABLE I. Number of Signal events S(c) in dependence on
the charm-quark Yukawa coupling. See text for details.

FIG. 2. The expected p-value for a given value of c from
the process pp ! hc at the 14 TeV LHC with 3000 fb�1 and a
conservative assumption for the theoretical uncertainty. See
text for details.

quark, as well as pp ! hb, with the bottom quark be-
ing mis-tagged. In the first case, we treat separately
the case pp ! hcc̄, where only one charm-quark jet is
reconstructed and the case where the gluon produces a
light quark jet. The backgrounds feature �(pp ! hg) =
12.25 pb, �(pp ! hb) = 203 fb, as well as �(pp ! hcc̄) =
55 fb. We employ a conservative assumptions for the jet
reconstruction e�ciency of 1 � ✏miss = 95%, as well as
g ! c and b ! c mis-tag rates of ✏g!c = 1% and
✏b!c = 30%. With these figures we obtain B = 1705
background events at 3000 fb�1, leading to N(c = 1) =
S(c = 1) + B = 2622 total events. We then assume
a statistical error on the total number of events (

p
N)

and a theoretical (relative) error on the signal events of
20%. The latter is deduced by the recent next-to-leading
order (NLO) analysis of the Higgs production in associ-
ation with bottom quarks [11]. Finally, statistical and
theoretical error are added in quadrature.3

In the following, we want to examine the expected
constraints that can be set on c from the process un-
der consideration. To this purpose, we assume the SM
to be true and calculate how many standard deviations
�N(c) away a prediction N(c) is from N(c = 1),
which is the expected outcome of the experiment. The
values of c that lead to a discrepancy of more than n
standard deviations are then expected to be excluded at

3 The two dominant backgrounds, pp ! hb and pp ! hg, can both
be directly measured at the LHC with specific tags (inverted b
vs. c tag for the former and light-quark-jet tag for the latter) -
this is why we do not assign an additional theory error to them.

n�. We plot the corresponding p-value, p(c), in Figure 2
approximating the Poisson distribution of the number of
events by a Gaussian. The 1� and 2� equivalents are
depicted by the solid and dashed lines, respectively. A
conservative estimate for the expected 1-� (95%CL) con-
straint on c is thus obtained as

|c| < 2.5 (3.9), (5)

which lies in the ballpark of the results quoted in [9],
where the latter combines ATLAS and CMS to arrive at
2⇥ 3000 fb�1 of integrated luminosity.
On the other hand, an improved prediction of the SM

cross section �(pp ! hc), leading to �th = 10%, would
strengthen our expected 1-� (95%CL) limit to

|c| < 1.9 (2.6), (6)

approaching the SM value of Yc.
We note that optimized cuts can still increase S/B and

in particular lead to an enhanced sensitivity on c. As
the statistics at 3000 fb�1 is large enough, there are good
prospects to still improve the bounds. A corresponding
detailed investigation, including detector simulation, is
beyond the purpose of this letter and can be performed
best by the experimental community.
We further stress that the dominant source of uncer-

tainty, at present, is the theoretical error on �(pp ! hc).
We have indeed checked that the result does not change
significantly worsening the g ! c and b ! c mis-tag rates
to 5% and 40%, respectively. As far as the reliability (and
possible reduction) on the theoretical error is concerned,
a promising possibility would be a dedicated calculation
of �(pp ! hc)/�(pp ! hb) at NLO (or NNLO), as a
function of Yc/Yb, supplemented by measurements of this
ratio and �(pp ! hb) with a combination of normal and
inverted b vs. c tags.

IV. THE ELECTROWEAK pp ! hM PROCESS

As anticipated in the introduction, the production of
the Higgs boson in association with charm can proceed
also via electroweak interactions, starting form an initial
charm-less qq̄0 state (ud̄ ! hW (⇤) ! hcs̄). The case of
an on-shell W producing a charm jet can be discrimi-
nated from the QCD-Yukawa process by means of ap-
propriate cuts on the jet momentum. Less obvious is the
discrimination in the case of a virtual W ⇤ producing a
low-momentum c-jet, or even a single charmed hadron.
In the following we estimate in detail the specific case of
the single meson production: pp ! hM, with M being
a charmed meson or a charmonium state.
The leading partonic amplitude within the SM is

shown in Fig. 3. Following Refs. [8, 12], we parameterize
the quark currents appearing in the initial and final state
with arbitrary vector and axial couplings:

Jµ
q,ij = q̄i(gV,ij �

µ + gA,ij �
µ�5)q

j . (7)

�c < 3.9

�c

p-
va

lu
e

g
c

c h
�cyc

HL-LHC , 3000 fb�1
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Figure 1: Representative Feynman diagrams of h → f f̄ and its EW radiative corrections

up to O(y2fα).

light fermion pair are usually very difficult to observe because of the suppression by the

small Yukawa couplings. For instance, the branching fraction of h → e+e− is O(10−8),

and thus hopeless to detect this decay channel at colliders. In this paper, we study other

rare decay channels: the Higgs radiative decay to a fermion pair h → f f̄γ. Firstly, this

decay channel receives contribution that is proportional to the Higgs-fermion interaction

strength, which may provide a complementary way to measure certain Yukawa couplings.

Secondly, as it also receives contributions from electroweak (EW) one-loop diagrams [7],

this channel is not necessarily governed by the Yukawa coupling for light fermions, leading

to violation of the Yukawa scaling. Due to this enhancement, the Higgs transitions to

light fermions may be observable via the radiative decays despite the smallness of fermion

masses. The searches for those Higgs decays are not only to test the consistency of the SM,

but also to seek for potential new physics in either the Yukawa or the electroweak sector

[8–11]. In the due course, we argue that the quantum electrodynamics (QED) corrections

and their effects on the fermion running mass should be taken into account as far as the

precision Higgs physics is concerned.

The rest of the paper is organized as follows. We present the full one-loop electroweak

corrections to the decay h → f f̄ in Sec. 2 and show the kinematical features by some

differential distributions. We then discuss the observability of the leptonic channels at the

LHC in Sec. 3. We finally study the difficult channel h → cc̄γ in Sec. 4. We summarize

our results in Sec. 5.
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Figure 2: Representative Feynman diagrams of h → f f̄γ with electroweak one-loop.

We will call them collectively the “EW+γ” contributions, distinctive from the chirality-

flipping Yukawa corrections in Sec. 2.1. The interference between the QED radiation in

Fig. 1d and the EW+γ processes in Fig. 2 is suppressed by mf/MW , as they have different

chiral structures for the final state fermions. The EW+γ loops are UV-finite so that there is

no need for renormalization, as pointed out in Ref. [22]. In the massless limit mf → 0, the

diagrams in Figs. 2a and 2b diverge as the invariant mass of the fermion pair approaches

the photon pole Mff̄ → 0. Therefore, a finite fermion mass needs to be kept so that

M2
ff̄

> 4m2
f , to regularize the divergent behavior.

We perform the calculation in the Feynman gauge. As a cross check, the analytic

results have been calculated and given in [7], where a non-linear Rξ gauge was used. All

the diagrams are generated by FeynArts [23], and FeynCalc [24] is used to simplify the

amplitudes further. The numerical evaluation of all Passarino-Veltman loop integrals [25]

are performed by LoopTools [26]. And we use Vegas [27] as the phase space integrator.

2.3 Partial decay widths

The Yukawa corrections as in Figs. 1b−1g are of the order y2fα, governed by the Yukawa

couplings, while the EW+γ loops in Figs. 2a, 2f−2h, are of the order y2tα
3, and the order

of α4 for Figs. 2b−2e. We present our results for these two decay mechanisms in Table

2. The first column shows the NLO EW corrections to the Yukawa interactions as given

in Eq. (2.5). The inclusive corrections are small and negative. The second column gives

the one-loop EW+γ contributions at the order of y2tα
3 and the order of α4, including their

interference. The dominant EW+γ contributions are from diagrams in Figs. 2a and 2b,

featured by γ∗, Z → f f̄ . The rest of the diagrams is sub-leading and contributing about

a few percent. As seen, those contributions from EW+γ loops are essentially independent

of the light fermion masses and thus independent of the Yukawa couplings. The moderate

dependence on the mass is due to the kinematical enhancement from the photon splitting

near Mff̄ ∼ 2mf . In comparison with these two decay mechanisms of the Yukawa cor-

– 5 –
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Figure 3: SM Higgs decay branching fractions to fermions with and without the additional

photon Eγ > 15 GeV and ∆R > 0.4.

It is interesting to explore some kinematical distributions to appreciate the underlying

decay mechanisms and to guide future experimental searches. In Fig. 4, we show the photon

energy distributions in the Higgs boson rest frame for the individual fermionic channels for

the QED radiation (solid blue curves) and for the EW+γ processes (solid red curves) and

the total (upper curves). The Eγ spectrum of the QED radiation exhibits the common

infrared behavior: the observable photon energy spectrum diverges like dEγ/Eγ , although

the inclusive integrated rate is finite due to the cancelation from the virtual loop diagrams.

The energy spectrum of the EW+γ processes, on the other hand, exhibits a double-hump

structure as seen from the red curves in Fig. 4, characterizing the two dominant underlying

processes

Eγ =
mh

2
(1−

m2
Z

m2
h

) ≈ 30 GeV, for γZ production, (2.7)

Eγ =
mh

2
(1−

m2
γ∗

m2
h

) ≈ 63 GeV, for γγ∗ production. (2.8)

The diagrams of Figs. 2c and 2e have a spurious divergence in the infrared (soft) and

collinear region. However, in the soft/collinear limit, the amplitude has to be proportional

to the fermion mass due to conservation of angular momentum, and thus vanishes in the

massless limit, as confirmed by the plots here.

– 7 –

Br(h� J/��) � 3 · 10�6

Br(h� cc̄�) � 4 · 10�4
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Figure 4: The photon energy distributions in h → f f̄γ (f = b, c, τ, µ, e) in the Higgs

boson rest frame. The blue curves are for the QED radiation (Fig. 1d); the red curves are

for the EW+γ processes (Fig. 2); the upper black lines are for the total.

We also show the invariant mass distributions of the fermion pairs in Fig. 5. Generally

speaking, there is a correlation between the invariant mass and the energy as M2
ff =

m2
h − 2mhEγ . While the invariant mass spectrum of the QED radiation has a rather

smooth distribution, those from EW+γ processes are again seen with the double-humps,

one near the Z-pole and another near mγ∗ ∼ 2mf , which becomes more pronounced for a

smaller fermion mass. This is the reason why the decay rate for e+e−γ is larger than that

for µ+µ−γ.

Finally, we show in Fig. 6 the distributions of the photon separation from the fermions,

defined in the pseudo rapidity-azimuthal angle space∆Rγf = (∆η2+∆φ2)1/2. As expected,

the QED radiation exhibit a collinear divergence near ∆Rγf → 0, and the EW+γ processes

lead to a back-to-back structure ∆Rγf → π.

3 LHC Search for ℓ+ℓ−γ

In the upcoming and future LHC programs, it is of fundamental importance to observe

the Higgs boson rare decays to check the consistency of the SM and seek for hints for

new physics. Given the anticipated large yield at the HL-LHC, reaching about 150 million

Higgs bosons, the very clean final states ℓ+ℓ−γ (ℓ = µ, e) should be among the first to look

for. We now discuss their observability at the LHC.

As mentioned in Sec. 2.3, the radiative decays h → µ+µ−γ and h → e+e−γ are mainly

from the chirality-conserving EW+γ loop diagrams. As seen from Figs. 5d and 5e, the
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Figure 5: The invariant mass distributions of the fermion pair in h → f f̄γ (f =

b, c, τ, µ, e). The blue curves are for the QED radiation (Fig. 1d); the red curves are

for the EW+γ processes (Fig. 2); the upper black lines are for the total. The decay widths

for the channels h → Jψ γ → ℓ+ℓ−γ are indicated by the horizontal bars in (d) and (e), in

units of keV without the photon acceptance cuts.

leading contributions are from h → γ∗γ, Zγ → ℓ+ℓ−γ [28–31]. It is thus a good search

strategy to focus on the γ-pole and the Z-pole. Some searches have been carried out by

ATLAS [32] and CMS [33, 34] at the 7−8 TeV LHC. We present our analyses below in the

hope to serve as a theoretical guidance for the future experimental searches at the LHC.

We focus on the leading production for the Higgs boson via the gluon fusion. The QCD

corrections are taken into account by multiplying a flat NNLO QCD K-factor of K = 2.7

for the gluon fusion [35]. The dominant SM background is the Drell-Yan production of the

lepton pair ℓ+ℓ− with an initial/final state photon radiation. We calculate the background

processes at LO using MadGraph [36], and then multiplied by flat QCD K-factors K = 1.4

for pp → Zγ → ℓ+ℓ−γ [37], and K = 6.2 for pp → γ∗γ → ℓ+ℓ−γ [38].

3.1 h → γ∗γ → ℓ+ℓ−γ

To make the close connection with the LHC searches, we first follow the event selection cuts

adopted by the CMS collaboration [34]. As the invariant mass of the lepton pair approaches

to 2mf , the lepton pair tends to be collimated. This becomes particularly challenging for

the electron channel, because the electron pair merges into one supercluster. Therefore, a

single muon plus a photon trigger for the muon channel and a di-photon trigger for the

electron channel are implemented. To select the signal events near the γ-pole from the

– 9 –
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Figure 6: The distributions of the photon separation from the fermions in h → f f̄γ

(f = b, c, τ, µ, e) in the Higgs boson rest frame. The blue curves are for the QED radiation

(Fig. 1d); the red curves are for the EW+γ processes (Fig. 2); the upper black lines are

for the total.

Higgs decay and effectively suppress the backgrounds, we require the invariant masses to

be

Mµµ < 20 GeV, Mee < 1.5 GeV, 120 GeV < Mℓℓγ < 130 GeV. (3.1)

The leading (sub-leading) muon must satisfy the acceptance of the transverse momentum

and pseudo-rapidity

pµT > 23 (4) GeV, |ηµ| < 2.4. (3.2)

The electrons must satisfy

|pTe+|+ |pTe− | > 44 GeV, |ηe| < 1.44. (3.3)

so that a multivariate discriminator can be used to separate γ∗ → e+e− from jets or single

electrons [34].2 The photon must satisfy the following acceptance and be well-separated

from leptons

pγT > 0.3Mℓℓ, |ηγ | < 1.44, ∆Rγℓ > 1. (3.4)

We would like to point out that, given the well-predicted kinematical properties of a fully

reconstructable decay of the Higgs boson, the analyses may be improved by further utilizing

2CMS trained a discriminator to identify electron pairs. We did not include this treatment in our

simulations.

– 10 –

|�c| < 6.3 (HL-LHC)
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Charm contributions to pp→hj

Bishara, UH, Monni & Re, unpublished
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Normalised pT,j spectra
Bishara, UH, Monni & Re, 1606.09253

O(1) deviations in κc lead to few % effects in pT,j distribution

2

one expects deviations of several percent in the pT spec-
tra in Higgs production for O(1) modifications of Q. In
the SM, the light-quark e↵ects are small. Specifically, in
comparison to the Higgs e↵ective field theory (HEFT)
prediction, in gg ! hj the bottom contribution has
an e↵ect of around �5% on the di↵erential distribu-
tions for pT . mh/2 while the impact of the charm
quark is at the level of �1%. Likewise, the combined
gQ ! hQ, QQ̄ ! hg channels (with Q = b, c) lead to a
shift of roughly 2%. Precision measurements of the Higgs
distributions for moderate pT values combined with pre-
cision calculations of these observables are thus needed
to probe O(1) deviations in yb and yc. Achieving such
an accuracy is both a theoretical and experimental chal-
lenge, but it seems possible in view of foreseen advances
in higher-order calculations and the large statistics ex-
pected at future LHC upgrades.

Theoretical framework. The goal of our work is
to explore the sensitivity of the Higgs-boson (pT,h) and
leading-jet (pT,j) transverse momentum distributions in
inclusive Higgs production to simultaneous modifications
of the light Yukawa couplings. We consider final states
where the Higgs boson decays into a pair of electroweak
bosons. In order to be insensitive to the variations of
the corresponding branching ratios due to light Yukawa
modifications, we normalise the distributions to the in-
clusive cross section in the considered channels. The ef-
fect on branching ratios can be included in the context of
a global analysis, jointly with the method proposed here.

The gg ! hj channel has been analysed in depth in
the HEFT framework where one integrates out the domi-
nant top-quark loops and neglects the contributions from
lighter quarks. While in this approximation the two spec-
tra and the total cross section have been studied exten-
sively, the e↵ect of lighter quarks is not yet known with
the same precision for pT . mh/2. Within the SM, the
LO distribution for this process has been derived long
ago [14, 16], and the next-to-leading-order (NLO) cor-
rections to the total cross section have been calculated
in [17–21]. In the context of analytic resummations of
the Sudakov logarithms ln (pT /mh), the inclusion of mass
corrections to the HEFT has been studied both for the
pT,h and pT,j distributions [22–24]. More recently, the
first resummations of some of the leading logarithms (1)
have been accomplished both in the abelian [25] and
in the high-energy [26] limit. The reactions gQ !
hQ, QQ̄ ! hg have been computed at NLO [27, 28] in
the five-flavour scheme that we employ here, and the re-
summation of the logarithms ln (pT,h/mh) in QQ̄ ! h
has also been performed up to next-to-next-to-leading-
logarithmic (NNLL) order [29].

In the case of gg ! hj, we generate the LO spectra
with MG5aMC@NLO [30]. We also include NLO corrections
to the spectrum in the HEFT [31–33] using MCFM [34].
The total cross sections for inclusive Higgs production are
obtained from HIGLU [35], taking into account the next-
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Figure 1: The pT,j normalised spectrum of inclusive Higgs
production divided by the SM prediction for di↵erent values
of c. Only c is modified, while the remaining Yukawa cou-
plings are kept at their SM values.

to-next-to-leading order corrections in the HEFT [36–
38]. Sudakov logarithms ln (pT /mh) are resummed up
to NNLL order both for pT,h [39–41] and pT,j [42–44],
treating mass corrections following [24]. The latter ef-
fects will be significant, once the spectra have been pre-
cisely measured down to pT values of O(5GeV). The
gQ ! hQ, QQ̄ ! hg contributions to the distributions
are calculated at NLO with MG5aMC@NLO [45] and cross-
checked against MCFM. The obtained events are showered
with PYTHIA 8.2 [46] and jets are reconstructed with the
anti-kt algorithm [47] as implemented in FastJet [48] us-
ing R = 0.4 as a radius parameter.

Our default choice for the renormalisation (µR), fac-
torisation (µF ) and the resummation (QR, present in the
gg ! hj case) scales is mh/2. Perturbative uncertainties
are estimated by varying µR, µF by a factor of two in
either direction while keeping 1/2  µR/µF  2. In
addition, for the gg ! hj channel, we vary QR by a fac-
tor of two while keeping µR = µF = mh/2. The final
total theoretical errors are then obtained by combining
the scale uncertainties in quadrature with a ±2% relative
error associated with PDFs and ↵s for the normalised
distributions. We obtain the relative uncertainty in the
SM and then assume that it does not change when the
Yukawa couplings are modified. While this is correct for
the gQ ! hQ, QQ̄ ! hg channels, for the gg ! hj pro-
duction a good assessment of the theory uncertainties in
the large-Q regime requires the resummation of the log-
arithms in (1). First steps in this direction have been
recently taken in [25, 26].

On the other hand, in the small-Q regime that will
be probed at future runs of the LHC, the distribution is
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FIG. 3. Di↵erential cross sections (left) and normalized cross-section shapes (right) for inclusive Higgs boson production
measured by combining the H ! �� and H ! ZZ⇤ ! 4` channels. The measured variables are the Higgs boson transverse
momentum pHT (top) and its rapidity |yH| (middle), and the transverse momentum of the leading jet pj1T (bottom). The 0–30 GeV
bin of the pj1T distributions corresponds to events without jets above 30 GeV. Various theoretical predictions are presented,
using the same bin widths as the measurement.

Systematic uncertainties largely cancel in normalised pT,h 
distribution. Same is true for some of the theory errors  
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κc,b bounds: LHC Run I
3

ations, therefore the above ±2% relative uncertainty is a
realistic estimate. We obtain the relative uncertainty in
the SM and then assume that it does not change when
the Yukawa couplings are modified. While this is correct
for the gQ ! hQ, QQ̄ ! hg channels, for the gg ! hj
production a good assessment of the theory uncertainties
in the large-Q regime requires the resummation of the
logarithms in (1). First steps in this direction have been
recently taken in [28, 29].

On the other hand, in the small-Q regime that will
be probed at future runs of the LHC, the distribution is
dominated by the gg ! hj channel. For small values of
Q the ln

�
p2T /m

2
Q

�
terms will be of moderate size and

a good assessment of these e↵ects will come from a full
NLO calculation of mass corrections in gg ! hj [28].
Furthermore, achieving a perturbative uncertainty of a
few percent in the considered pT region would also require
improving the accuracy of the resummed ln (pT /mh)
terms beyond NNLL. Progress in this direction has been
recently made [46, 52] and the required improvement will
be achieved in the near future. Note that incorporating
higher-order corrections to the full SM process will not
only reduce the theoretical uncertainties but is also ex-
pected to improve the sensitivity to the Q parameters.

Figure 1 illustrates the impact of the Yukawa modifi-
cation c on the normalised pT,h spectrum in inclusive
Higgs production. The results are divided by the SM
prediction and correspond to pp collisions at a centre-of-
mass energy (

p
s) of 8TeV,2 central choice of scales and

MSTW2008NNLO PDFs [53]. Notice that for pT,h & 50GeV,
the asymptotic behaviour (1) breaks down and as a re-
sult the gQ ! hQ, QQ̄ ! hg e↵ects control the shape of
the pT,h distributions.

We stress that for the pT,h distribution the non-
perturbative corrections are in general smaller, and that
pT,h will be measured to lower values than pT,j in the
long run. It is thus mandatory to study this observable
to maximise the constraints on Q at future LHC runs.
For these reasons we use pT,h for our study in the next
sections of this letter. Similar constraints could however
also be obtained by means of the pT,j distribution.

Current constraints. At
p
s = 8TeV, the ATLAS

and CMS collaborations have measured the pT,h and pT,j

spectra in the h ! �� [54, 55], h ! ZZ⇤ ! 4` [56, 57]
and h ! WW ⇤ ! eµ⌫e⌫µ [58, 59] channels, using around
20 fb�1 of data in each case. To derive constraints on b
and c, we harness the normalised pT,h distribution in
inclusive Higgs production [60]. This spectrum is ob-
tained by ATLAS from a combination of h ! �� and

2 The ratio of the pT,h spectra to the SM prediction at
p
s =

13TeV is slightly harder than the
p
s = 8TeV counterpart, which

enhances the sensitivity to b and c at ongoing and upcoming
LHC runs as well as possible future hadron colliders at higher
energies.

×

× SM
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Figure 2: The ��2 = 2.3 and ��2 = 5.99 regions in the
c–b plane following from the combination of the ATLAS
measurements of the normalised pT,h distribution in the h !
�� and h ! ZZ⇤ ! 4` channels. The SM point is indicated
by the black cross.

h ! ZZ⇤ ! 4` decays, and represents at present the
most precise measurement of the di↵erential inclusive
Higgs cross section. In our �2 analysis, we include the
first seven bins in the range pT,h 2 [0, 100]GeV whose
experimental uncertainty is dominated by the statisti-
cal error. This data is then compared to the theoretical
predictions for the inclusive pT,h spectrum described in
the previous section. The total theoretical errors due
to scale variations, PDFs, and ↵s are treated as Gaus-
sian errors in our fit. The bin-to-bin correlations in the
theoretical normalised distributions are obtained by as-
suming that the bins of the unnormalised distributions
are uncorrelated and modelled by means of linear error
propagation. This accounts for the dominant correlations
in normalised spectra. For what concerns the data, we
used the correlation matrix of [60].
Figure 2 displays the ��2 = 2.3 and ��2 = 5.99

contours (corresponding to a 68% and 95% confidence
level (CL) for a Gaussian distribution) in the c–b plane
that derive from our �2 analysis. We profile over b by
means of the profile likelihood ratio [61] and obtain the
following 95% CL bounds on c

c 2 [�16, 18] (LHC Run I) . (2)

Notice that our limit is significantly stronger than the
bounds from exclusive h ! J/ � decays [10], a recast
of h ! bb̄ searches and the measurements of the total
Higgs width [2, 62], which read |c| . 429 [9], |c| .
234 and |c| . 130 [13], respectively. It is however not
competitive with the bound |c| . 6.2 that derives from

Bishara, UH, Monni & Re, 1606.09253

�c � [�16, 18 ]
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ATLAS pT,h spectra: 8 TeV vs.13 TeV
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Figure 22: The di↵erential cross section for pp! H ! �� as a function of (a) p��T , (b) |y��|, and (c) p��Tt are shown
and compared to the SM expectation. The data are shown as filled (black) circles. The vertical error bar on each
data point represents the total uncertainty in the measured cross section and the shaded (grey) band is the systematic
component. The SM prediction, defined using the Powheg NNLOPS prediction for gluon fusion and the default
MC samples for the other production mechanisms, is presented as hatched (blue) band, with the depth of the band
reflecting the total theoretical uncertainty (see text for details). The small contribution from VBF, VH tt̄H and
bb̄H is also shown as a (green) histogram and denoted by XH. The default MC has been normalized to the N3LO
prediction of Refs. [10, 26, 33–36] using a K-factor of KggH = 1.1. In addition the RadISH+NNLOjet and SCETlib
predictions, described in the text, are displayed on (a) and (b), respectively.
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FIG. 3. Di↵erential cross sections (left) and normalized cross-section shapes (right) for inclusive Higgs boson production
measured by combining the H ! �� and H ! ZZ⇤ ! 4` channels. The measured variables are the Higgs boson transverse
momentum pHT (top) and its rapidity |yH| (middle), and the transverse momentum of the leading jet pj1T (bottom). The 0–30 GeV
bin of the pj1T distributions corresponds to events without jets above 30 GeV. Various theoretical predictions are presented,
using the same bin widths as the measurement.
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(HL-LHC)

�c � [�0.6, 3.0]

(LHC Run II)

�c � [�1.4, 3.8 ]

4

a global analysis of Higgs data [13], which introduces
additional model dependence.

Turning our attention to the allowed modifications of
the bottom Yukawa coupling, one observes that our pro-
posal leads to b 2 [�3, 15]. This limit is thus signifi-
cantly weaker than the constraints from the LHC Run I
measurements of pp ! W/Zh (h ! bb̄), pp ! tt̄h (h !
bb̄) and h ! bb̄ in vector boson fusion that already re-
strict the relative shifts in yb to around ±50% [1, 2].

Future prospects. As a result of the expected reduc-
tion of the statistical uncertainties for the pT,h spectrum
at the LHC, the proposed method will be limited by sys-
tematic uncertainties in the long run. Recent studies
by CMS [63] show that the residual experimental sys-
tematic uncertainty will be reduced to the level of a few
percent at the HL-LHC. Therefore it is natural to study
the prospects of the method in future scenarios where a
reduced theory uncertainty is assumed, given that this
error may become the limiting factor in the future.

In order to investigate the future prospects of our
method, we need a more precise assessment of the non-
perturbative corrections to the pT,h distribution. To
estimate the non-perturbative e↵ects to this observ-
able we use MG5aMC@NLO and POWHEG [64] showered with
Pythia 8.2 and found that the corrections due to both
hadronisation and multi-particle interactions can reach
up to 2% in the relevant pT,h region. This finding agrees
with recent analytic studies of non-perturbative correc-
tions to pT,h (see e.g. [65]). With improved perturbative
calculations a few percent accuracy in this observable will
therefore be reachable.

We study two benchmark cases. Our LHC Run II sce-
nario employs 0.3 ab�1 of integrated luminosity and as-
sumes a systematic error of ±3% on the experimental
side and a total theoretical uncertainty of ±5%. This
means that we envision that the non-statistical uncer-
tainties present at LHC Run I can be halved in the
coming years, which seems plausible. Our HL-LHC sce-
nario instead uses 3 ab�1 of data and foresees a reduc-
tion of both systematic and theoretical errors by an-
other factor of two, leading to uncertainties of ±1.5%
and ±2.5%, respectively. We stress that this last scenario
is illustrative of the reach that can be achieved with im-
proved theory uncertainties. Alternative theory scenar-
ios are discussed in [66]. In both benchmarks, we employp
s = 13TeV and the PDF4LHC15 nnlo mc set [67–70],

consider the range pT 2 [0, 100]GeV in bins of 5GeV,3

and take into account h ! ��, h ! ZZ⇤ ! 4` and
h ! WW ⇤ ! 2`2⌫`. We assume that the future mea-
surements will be centred around the SM predictions.
These channels sum to a branching ratio of 1.2%, but

3 Enlarging the bin size leads to a minor reduction of the sensitivity
to the Yukawa modifications, because shape information is lost.

×

2 = 2.3 2 = 5.99

LHC Run II

HL-LHC
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Figure 3: Projected future constraints in the c–b plane.
The SM point is indicated by the black cross. The figure
shows our projections for the LHC Run II (HL-LHC) with
0.3 ab�1 (3 ab�1) of integrated luminosity at

p
s = 13TeV.

The remaining assumptions entering our future predictions
are detailed in the main text.

given the large amount of data the statistical errors per
bin will be at the ±2% (±1%) level in our LHC Run II
(HL-LHC) scenario. We model the correlation matrix as
in the 8TeV case.
The results of our �2 fits are presented in Figure 3,

showing the constraints in the c–b plane. The un-
shaded contours refer to the LHC Run-II scenario with
the dot-dashed (dotted) lines corresponding to ��2 =
2.3 (5.99). Analogously, the shaded contours with the
solid (dashed) lines refer to the HL-LHC. By profiling
over b, we find in the LHC Run II scenario the follow-
ing 95% CL bound on the yc modifications

c 2 [�1.4, 3.8] (LHC Run II) , (3)

while the corresponding HL-LHC bound reads

c 2 [�0.6, 3.0] (HL-LHC) . (4)

These limits compare well not only with the projected
reach of other proposed strategies but also have the nice
feature that they are controlled by the systematic un-
certainties that can be reached in the future. This is
not the case for extractions of yc using the h ! J/ �,
pp ! W/Zh (h ! cc̄) and pp ! hc channels, which
are either limited by small signal-to-background ratios
or by the charm-bottom discrimination of heavy-flavour
tagging. We notice that at future LHC runs our method
will allow one to set relevant bounds on the modifications
of yb. For instance, in the HL-HLC scenario we obtain
b 2 [0.7, 1.6] at 95% CL.

Bishara, UH, Monni & Re, 1606.09253

Constraints on κc,b: prospects
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Figure 2: 95% CL bound on c as a function of the theoretical
systematic error. The experimental systematic uncertainty is
fixed to 1.5% in the plot, and the result has been profiled
over b. The shown band corresponds to 3 ab�1 of integrated
luminosity.

is generic as long as the experimental systematic uncer-
tainty is smaller than the theoretical error.

[1] F. Bishara, U. Haisch, P. F. Monni and E. Re,
arXiv:1606.09253 [hep-ph].
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