
∲ermi

the Fermi Bubbles

Isabelle Grenier 
AIM, Université Paris Diderot & CEA Saclay 
with the help of the Fermi LAT Collaboration



spectro-spatial component separation (D3PO) 
5.5 yrs > 600 MeV 
redder cloud-like emission 
bluer emission from Loop I  
+ Bubbles 

Planck haze at 30 GHz 
Tb ∝ ν-2.56 (synchrotron from  Ee

-2.2?) 

linearly-polarized intensity  
at 2.3 GHz 

distorted by MWay motion

Fermi BubblesDiffuse gamma-ray sky

Selig+ 2015 A&A 581, 126

of 24L. Tibaldo Status of space-based γ-ray astronomy

The Fermi bubbles

17

– 40 –

Fig. 30.— Residual map (Figure 22, top right) overplotted with the edge of the bubbles. The direction of the bars

perpendicular to the edge corresponds to the local gradient in the residual map; the length of the bars represents

the width of the edge. The location of the curve along the edge corresponds to the locus of the best fit values of

'

0

(Equation 15).

all models of foreground emission and templates of the bubbles is �' = 3.4 ± 2.0[stat]+3.1
�1.7[syst] deg.

The systematic uncertainty boundaries are estimated as values which enclose ±34% of the values above

and below the median value. We take the median instead of the mean in order to avoid bias due to

outliers with large values of the width either due to oversubtractions in the foreground modeling or poor

convergence of the width estimation.

6.4. Spectrum in latitude strips

The spectra for northern and southern bubbles are shown in Figure 32. These spectra are derived

similarly to the overall spectrum of the bubbles, but instead of one template of the bubbles, we fit two

independent templates: for the northern and southern bubbles. We find that the spectra in the North

and in the South agree with each other within the uncertainties. The southern bubbles has a region of

enhanced emission, the cocoon, while the brightness in the northern bubbles is more uniform. The overall

intensities of the two bubbles are consistent with each other.

The spectra in latitude strips are shown in Figure 33. For the derivation of the spectra in strips we

separated the template of the bubbles into 6 independent templates according to latitude. The latitude

boundaries of the stripes are �60� to �40�, �40� to �20� and �20� to �10� in the South and 10� to 20�,

20� to 40� and 40� to 60� in the North. With the current level of statistical and systematic uncertainties,

we cannot detect a variation of the spectrum with latitude. Our results agree with Hooper & Slatyer

(2013) at latitudes |b| > 20�, but we do not find a significant variation of the spectrum of the bubbles
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obtained for di↵erent Galactic foreground models and choices in the analysis strategy. The systematic

errors include the uncertainties of the LAT e↵ective area Ackermann et al. (2012). The distributions of

the fit parameters ↵ and � for the log parabola fits are shown in Figure 19 on the left.

The power law with a cuto↵ fit above 100 MeV is dominated by low and intermediate energies. In

order to find a value of the high-energy cuto↵ unbiased by low energies, we fit the power law with a

cuto↵ in the range 1 GeV to 500 GeV. We obtain Ecut = 113 ± 19[stat]+45
�53[syst] GeV and � = 1.87 ±

0.02[stat]+0.14
�0.17[syst]. The distribution of indices and cuto↵ energies of the power law with exponential

cuto↵ fits are shown in Figure 19 on the right. The corresponding distributions of �

2 per number of

degrees of freedom (NDF) are presented in Figure 20. The log parabola gives a good description of the

data over the whole energy range. The simple power law does not describe the data well even above 1

GeV. The power law with a cuto↵ is preferred over a power law with at least 7� significance.

We calculate the total luminosity of the bubbles for |b| > 10� for each determination of the spectrum

in the energy range from 100 MeV to 500 GeV. The bubbles are found to have a luminosity of (4.4 ±
0.1[stat]+2.4

�0.9[syst]) ⇥ 1037 erg s�1. The distribution of the solid angle subtended by the bubbles, and the

luminosity for the models considered are shown in Figure 21.
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Fig. 18.— Left: SED of the bubbles for |b| > 10� obtained using the GALPROP template analysis (red squares)

and local template analysis (green triangles). The points with error bars represent the spectra obtained with the

two methods (Figures 6 and 15). The shaded bands are the systematic uncertainties due to the analysis procedure

and Galactic foreground modeling as described in 3.3 and 4.4. Right: combined bubble SED compared to the

earlier result from Su & Finkbeiner (2012) for |b| > 20�. The baseline model is the same as the GALPROP curve in

the left plot. The systematic uncertainties are the envelope of all possible spectra obtained from the two methods.

In the combined spectrum we include the uncertainties in the LAT e↵ective area (Ackermann et al. 2012) by adding

them in quadrature to the envelope of the other systematic uncertainties. The curves show the functional forms

fitted to the SED points. Solid blue line: log parabola. Dotted red line: simple power law. Dash-dotted green line:

power law with an exponential cuto↵.
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Figure 1. Collage of gamma-ray and X-ray emission showing the striking biconical nuclear structure intercepted by the PDS 456 sightline. The yellow/orange map
is an all-sky Fermi image of the residual gamma-ray intensity in the 3–10 GeV range, in Galactic coordinates centered on the GC (reproduced with permission from
Ackermann et al. 2014). The Fermi Bubbles are the twin lobes in dark orange at the center of the figure. Superimposed in gray-scale is the ROSAT diffuse 1.5 keV
emission map, based on Snowden et al. (1997), Bland-Hawthorn & Cohen (2003), and Veilleux et al. (2005). The inset on the right shows a zoom-in on the X-ray data.
Adapted from Figure 22, Ackermann et al. (2014).

PDS 456 (zem = 0.184, ℓ, b = 10.◦4,+11.◦2, also known as
IRAS 17254-1413) has the lowest latitude and smallest impact
parameter to the GC (ρ = 2.3 kpc) of any AGN in our sample.
Furthermore, this sightline is the only AGN direction in our
sample that passes through the biconical region of enhanced
ROSAT 1.5 keV X-ray emission centered on the GC (Snowden
et al. 1997), where the γ -ray emission is also strong since the
direction intersects the base of the northern FB (Su et al. 2010).
The PDS 456 direction (see Figure 1) is therefore of high interest
for looking for UV outflow signatures. There are no known
21 cm (neutral) high-velocity clouds (HVCs) in this direction
(e.g., Putman et al. 2012).

In this Letter we present new UV and radio spectra of PDS 456
to explore the properties of gas entrained in the Galactic nuclear
outflow. In Section 2 we discuss the observations and their
reduction. In Section 3 we present the UV absorption-line
spectra and discuss the identification of outflow components.
Motivated by the component structure observed in our spectra,
we present numerical kinematic models of a nuclear biconical
outflow in Section 4. In Section 5 we present a discussion of
our results. A full discussion of other directions that penetrate
the northern and southern FBs will be presented in an upcoming
paper.

2. OBSERVATIONS AND DATA REDUCTION

2.1. COS Spectra

PDS 456 was observed on 2014 February 10 with the Cosmic
Origins Spectrograph (COS; Green et al. 2012) on board HST
for a total of five orbits. The observations used the G130M/
1291 and G160M/1600 grating/central wavelength settings,
all four FP-POS positions, and exposure times of 4846 s for
G130M and 8664 s for G160M. Individual exposures were
aligned in velocity space using the centroids of known low-

ion interstellar absorption lines, and then co-added following
the same procedures as described in Fox et al. (2014). The
spectra have a velocity resolution (FWHM) of ≈20 km s−1,
a signal-to-noise ratio near the absorption lines of interest of
≈12–20 (per resolution element), an absolute velocity scale
uncertainty of ≈5 km s−1, and cover the wavelength interval
1133–1778 Å, with small gaps between detector segments at
1279–1288 and 1587–1598 Å. The spectra were normalized
around each absorption line using linear continua and for
display are rebinned by seven pixels (one resolution element),
though the Voigt-profile fits (described below) were made on
the unbinned data.

2.2. GBT Spectra

We obtained several deep H i 21 cm pointings of the PDS 456
direction using the Green Bank Telescope (GBT) under NRAO
program GBT/14B-299, with the goal of detecting the HV com-
ponents in emission. Multiple scans of PDS 456 were taken
on 2014 October 3 and 4 with the VEGAS spectrometer in
frequency-switching mode, for a total of 35 minutes of integra-
tion. The data were taken by frequency-switching either 3.6 or
4.0 MHz, resulting in an unconfused velocity range of at least
760 km s−1 about zero velocity at an intrinsic channel spacing
of 0.151 km s−1. The spectra were Hanning smoothed, then
calibrated and corrected for stray radiation using the procedure
described by Boothroyd et al. (2011). One of the receiver’s two
linear polarizations (PLNUM = 1) gave consistently superior
instrumental baselines so only those data were used. A fourth-
order polynomial was removed from emission-free portions of
the final average. The resulting spectrum has an rms brightness
temperature noise of 17.5 mK in a 0.30 km s−1 channel, giving
a 1σ sensitivity to a line 40 km s−1 wide (chosen to be typical
of Galactic HVCs) of N(H i) = 1.1 × 1017 cm−2.
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effect and reflects that the bulge is oriented at about 27° with
respect to the line of sight (Wegg & Gerhard 2013), with the
nearest side at positive longitudes. The X-shape is also visible,
though with more artifacts, in the official AllWISE data release
imaging.6 The W3 and W4 bands largely trace dust rather than
stellar light and therefore do not reveal the X-shaped profile.

3. THE CONTRAST ENHANCED UNWISE IMAGE
OF THE BULGE

Figure 2 presents a contrast enhanced and zoomed-in version
of Figure 1. This better reveals the X-shape light profile of the
bulge and its extent across ℓ b,( ) in theWISE image. This figure
was produced with a median subtraction across each row to
suppress the contribution from the disk. The arms in the image
extend to longitudes of ℓ∣ ∣ ≈ 10° and latitudes of b∣ ∣  10°;
(though note again that the arms on the near side are larger than
those on the far side due to projection). This extent on the sky

corresponds to a length of about 2.4 kpc for each arm, for a
distance to the bulge center of 8.3 kpc from the Sun and a bar
angle of 27°.

4. THE RESIDUALS OF THE UNWISE IMAGE
OF THE BULGE

Finally, we fit and subtract a simple exponential disk model
to make the bulge structure more clear. We zoom in to the
central region of the galaxy, compute theW W1 2– color of each
pixel, and mask the top and bottom 5% in order to suppress the
influence of the most dusty regions on the fit. We then fit a
simple exponential disk model, where the ellipse shape
parameters are shared between the W1 and W2 bands, and
each pixel is given equal weight. The model fit parameters we
get are a half-light radius on the major axis of about 1.9 kpc and
an axis ratio of 0.38, yielding a vertical half-light radius of
about 720 pc. Figure 3 shows these results. The projection
effect is again clear in these residual maps, which reflects that
the bulge is oriented with respect to the line of sight, with the
nearest side at positive longitudes.

Figure 1. WISE image for W1 and W2 in Galactic coordinates. An arcsinh stretch is used to allow the full dynamic range to be shown.

Figure 2. Same as Figure 1, but zoomed in and with the median of each row of the image subtracted to provide a better contrast, which reveals the X-shape
morphology in better detail.

6 Explanatory Supplement to the AllWISE Data Release Products, http://
wise2.ipac.caltech.edu/docs/release/allwise/expsup/
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Fig. 11.— Close-up view of a region within 20� of the GC showing the Fermi-LAT count maps

integrated between 1.7 GeV and 50 GeV after subtracting the baseline interstellar model described

in section 7, excluding (top row) and including (bottom row) the point and extended sources from

a preliminary 3FGL list in the model. To reduce the emission contrast in latitude, we display the

residuals in fractional units (a), dividing the residuals by the model, and in units of standard devi-

ation (b), dividing the residuals by the square root of the model. In (d) we show the residual map

after the further subtraction of IEEE ; it contains structures smaller than the angular scale included

IEEE . The red dashed lines correspond to the catenary functions that reproduce approximately

the edge of the Fermi bubbles for latitudes below 20� (see text for details). We have smoothed the

four maps with a Gaussian of 1� FWHM.
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4.2 yr of Fermi-LAT data > 100 MeV 
L0.1-500 GeV = (44 ±0.1+2.4

-0.9) 1037 erg/s 
index -1.87±0.02+0.14

-0.17 above 1 GeV 
Ecut = 113 ± 19 +45

-53 GeV 
uniform with latitude or intensity 
no central jet 

IC model with E-2.2 electrons cutting off at 
～1 TeV, holding ～1052 ergs above 1 GeV 

ok with synch haze 
π0 model with E-2.1 protons cutting off at ～
14 TeV, holding ～3 1055 ergs above 1 GeV 

requires other electron source for haze 
spectrally indistinguishable

γ-ray properties

The Astrophysical Journal, 793:64 (34pp), 2014 September 20 Ackermann et al.

Figure 10. Left: data minus gas-correlated emission residuals in the energy bin E = 6.4–9.1 GeV (smoothed with a 2◦ Gaussian kernel). Right: a model of the
residual with two Gaussian templates and an isotropic template. The Gaussian along the Galactic plane models the IC emission. The Gaussian that is more extended
perpendicular to the plane is a proxy template for Loop I and the bubbles.
(A color version of this figure is available in the online journal.)

use the weighted sum of the gas-correlated components as an
all-sky template to determine the templates and the spectrum of
the other components.

4.2. IC and Isotropic Components

The next step is to model the IC and isotropic components.
First, we subtract the PS and the gas-correlated component
found in the previous subsection from the data. Examples of
the polynomial models and the residuals after subtraction of the
gas-correlated components are shown in Figures 9 and 10. Note
the presence of two distinct components: a component along the
Galactic disk (mostly IC) and a halo component (mostly Loop I
and the Fermi bubbles).

We model both the disk and the halo components by bivariate
Gaussians with parameters σ disk

b , σ disk
ℓ , σ halo

b , and σ halo
ℓ , respec-

tively. The centers of the Gaussians are fixed at the GC. We fit
the two Gaussians together with the isotropic template to the
residuals obtained by subtracting the gas-correlated emission
components and the PS from the data. The Gaussian for the
halo is a proxy template for the bubbles and Loop I, and is
necessary to avoid a bias in the determination of the disk tem-
plate. The parameters of the Gaussians are fitted independently
in each energy bin below 30 GeV. At higher energies, the pa-
rameters of the Gaussians are determined from a fit to the flux
integrated above 30 GeV. The Gaussian model in the energy bin
(6.4–9.1) GeV is shown in Figure 10. In this section and the
following, we use the global χ2 fitting procedure described in
Equation (4) without the additional weight factors introduced
for the local template analysis in Equation (5) (i.e., we perform
an all-sky fit instead of the local fit in patches).

4.3. Bubbles and Loop I

We define the template of the bubbles from the residual flux
after subtracting the gas-correlated, isotropic, and disk compo-
nents from the data. We do not subtract the halo component,
which only served as a proxy for bubbles and Loop I in the
previous step. The template for the bubbles is derived from the
residual flux integrated above 10 GeV (Figure 11). Compared to
the derivation of the template of the bubbles in Section 3.2, here
we use the energy range above 10 GeV to test the uncertainty
related to the choice of the lower energy bound (compared to
6.4 GeV in Section 3.2). The histogram of pixel counts inside
and outside the bubbles region and the template of the bubbles
are shown in Figure 12. For the energy range above 10 GeV the
pixel counts in the background region intersect the distribution

Figure 11. Residuals after subtracting the gas-correlated, disk, and isotropic
components. The map shows the residuals integrated above 10 GeV in signifi-
cance units (data minus model over the standard deviation of the data). Dashed
ellipse: the region that includes the bubbles.
(A color version of this figure is available in the online journal.)

of pixel counts in the ellipse region around 2.5σBG, which we
use in the definition of the template of the bubbles.

In order to separate Loop I from the Fermi bubbles, we
determine these templates from a correlation with the spectra of
the two components between 0.7 GeV and 10 GeV, where the
contribution from both Loop I and the bubbles is significant.
The energy range is chosen to be relatively small so that the
spectra are well approximated by a simple power-law function.

The derivation of templates correlated with the known spectra
is similar to the derivation of the spectra for known templates. If
we represent the residuals after subtracting the gas-correlated,
IC, and isotropic components in k energy bins and in N pixels as a
k×N matrix D, then, assuming that we can neglect the statistical
uncertainty, the problem of separating this residual into m
components is equivalent to the following matrix separation
problem (e.g., Malyshev 2012)

D = F · T , (8)

where F is a k×m matrix of the spectra and T is an m×N matrix
of templates. If the spectra F are known, then the corresponding
templates are determined as

T = (FT · F )−1 · (FT · D). (9)

This solution also works in the case of uniform statistical
uncertainties. In the case of a non-uniform uncertainties, one
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Figure 34. Left: IC model fit to the baseline gamma-ray spectrum of the Fermi bubbles (Section 5). The spectrum of electrons for the ISRF at 5 kpc is a power law
with an index 2.2 and an exponential cutoff at 1.25 TeV (Section 7.1). If we take into account only IC scattering on CMB photons, then the electron spectrum has an
index of 2.3 and a cutoff at 2.0 TeV. Right: index and cutoff energy for electron spectra determined for different derivations of gamma-ray foregrounds and different
definitions of the Fermi bubbles templates (for the ISRF at 5 kpc above the Galactic center). The red cross corresponds to the baseline model values with the statistical
errors.
(A color version of this figure is available in the online journal.)

Figure 35. Left: IC and synchrotron emission from the same benchmark population of electrons. The electron energy density is derived from fitting the IC model to
the gamma-ray data. We use the synchrotron emission from the same population of electrons to fit the Planck microwave haze data (Ade et al. 2013) by optimizing
the value of the magnetic field. The best-fit magnetic field is about 8.4 µG. Right: microwave haze spectrum compared to the synchrotron emission from the electrons
in the IC model of the Fermi bubbles. The green band shows the systematic uncertainties introduced by the systematic uncertainty in the gamma-ray spectrum of the
bubbles.
(A color version of this figure is available in the online journal.)

index requires a magnetic field of ∼20 µG. The uncertainties
of the index and magnetic field are due to large uncertainties
in the distribution of electrons around 10–30 GeV. We note that
the spectrum of the microwave haze was obtained for latitudes
−35◦ < b < −10◦ (Pietrobon et al. 2012), that is, the derived
magnetic field corresponds to the region of the bubbles encom-
passed by these latitudes. At higher latitudes the microwave
haze emission has smaller intensity, which can be explained
if the magnetic field decreases with height above the Galactic
plane.

The main contribution to the IC signal comes from electrons
at energies >100 GeV. We show in Appendix B that the main
contribution to the WMAP and Planck frequencies, where the
microwave haze is detected, comes from electrons between
10 GeV and 30 GeV. Thus, although the gamma-ray bubbles and
the microwave haze can be produced by the same population of
electrons, the presence of two populations of electrons cannot be
excluded—one population producing the gamma-ray signal and
the other producing the microwave signal. In this scenario, the

magnetic field can have a lower value. As a result, the electron
cooling time can be longer than in the case of a single population
of electrons.

The cooling time for 1 TeV electrons in a 5 µG magnetic
field and in the ISRF at 5 kpc is only 500 kyr, whereas taking
into account only the IC losses gives a cooling time of ∼1 Myr
(Appendix B.2). If the bubbles were formed by a jet or an
outflow from the Galactic center, where most of the acceleration
happened during the initial stages of the expansion, then the
expansion velocity should be greater than 10,000 km s−1, so
that the bubbles formation time is smaller than the cooling
time of the 1 TeV electrons. The lower bound on the expansion
velocity becomes 20,000 km s−1 if the magnetic field is 5 µG. In
scenarios with electron reacceleration inside the volume of the
bubbles (Mertsch & Sarkar 2011), the characteristic acceleration
time for 1 TeV electrons should be shorter than 1 Myr for IC
losses only, or 500 kyr for IC and synchrotron losses in a 5 µG
magnetic field. Since the synchrotron losses at these energies
are about the same as the IC losses, the electron injection rate

24
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6.5 yrs of Pass 8 Fermi ultra clean data > 100 MeV 
spectral component analysis & extension to |b| < 10° 
assuming the same E-1.9 spectrum as at high latitude 
indeed similar spectra below & above 10° 
(except above 400 GeV ???…)

extended analysis



edges connect to the ROSAT base (?) 
edge vs. integrated spectrum: softened by only Δγ= 0.2-0.3 =>  

CRs injected at shock & diffuse away faster at high energy 
D(E) ≈ 1029.5 (E/10 GeV)0.48±0.02 cm2 s−1 if electrons 
D(E) ∝ (E/10 GeV)0.24±0.01 if protons 

rather uniform edge spectrum despite varying Mach number 
along the edges => Mach > 5 

favours  
in-situ acceleration over injection from GC 
forward rather than termination shock 

sharp edges
Fermi bubble edges 3

(a) (b) (c) (d)

Fig. 1.— Illustration of the FB edge tracing method, shown in Galactic coordinates with a rectangular (Cartesian) projection and a
cube-helix (Green 2011) colormap, henceforth. The |b| < 10◦ Galactic plane was masked and replaced by the ROSAT (0.73 − 1.56) keV
map. Panel (a): Fermi LAT (3-100) GeV all-sky map (log10(F [ cm−2 s−1 sr−1]) colormap). Point sources (yellow disks) were masked
and compensated. Gradient filters of 6◦ (panel b) and 4◦ (panel c) smoothing radii were applied to the Fermi map of panel (a), and are
shown (on an arbitrary scale) with identified edge contours based on the 6◦ filter (solid blue), the 4◦ filter (dashed red), a manual trace
(dot-dashed cyan), and S10 (dotted purple). Panel (d): same as panel (a), with the four edge contours overlaid.

2. DATA PREPARATION

We use the archival, ∼ 8 year, Pass 8 Large Area
Telescope (LAT) data from the Fermi Science Support
Center (FSSC)3, and the Fermi Science Tools (version
v10r0p5). Pre-generated weekly all-sky files are used,
spanning weeks 9–422 for a total of 414 weeks (7.9 yr),
with SOURCE class photon events. A zenith angle cut
of 90◦ was applied to avoid CR-generated γ-rays orig-
inating from the Earth’s atmospheric limb, according
to the appropriate FSSC Data Preparation recommen-
dations. Good time intervals were identified using the
recommended selection expression (DATA QUAL==1) and
(LAT CONGIF==1).
Sky maps were discretized using an order 8 HEALPix

scheme (Górski et al. 2005), providing an ample, sub-
degree bin separation sufficient for the present analysis.
Event energies were logarithmically binned to cover the
(100 MeV–1 TeV) band. Point source contamination was
minimized by masking pixels within 1◦ of each point
source in the LAT 4-year point source catalog (3FGL;
Acero et al. 2015), exceeding the 68% containment of
front-type events in all but the lowest, (100–500) MeV
band. In order to reduce the Galactic foreground, we
also mask the Galactic plane at |b| < 10◦ latitudes.

3 http://fermi.gsfc.nasa.gov/ssc

3. EDGE TRACING

We trace the FB edges using Fermi LAT events in the
(3–100) GeV energy range, striking a good balance be-
tween bright FB emission, low Galactic foreground, and
sufficient photon statistics. The brightness map and edge
tracing procedure are illustrated in Figure 1.
To avoid masked point source pixels from interfering

with edge detection, we assign these masked pixels with
the typical brightness of the surrounding, unmasked pix-
els. As shown below, we are interested in edge transition
widths spanning several degrees, much larger than the
1◦ point source masking radius. Therefore, the details
of this masking compensation have a negligible effect on
our results.
Next, we smooth the map using a Gaussian filter of var-

ious angular scales ψ, and apply a standardized Bessel
derivative kernel to pick up the strongest gradients on
these scales. Extended edges that correspond to the FBs
are clearly seen on scales ψ ! 2◦, but become excessively
smeared on scales ! 8◦. Such a thickness range is con-
sistent with previous studies (S10, F14), which traced
the brightness profile along rays emanating from the es-
timated center of each bubble, and found most edge tran-
sitions to span (2◦–6◦) scales.
However, even in the 2◦ < ψ < 8◦ range, the precise

edge position varies as a function of ψ. Figure 1 shows
the edges extracted for ψ = 6◦ (solid contours) and for
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inflated by AGN jets 
jet ok for location, size, shape, sharp edges 
jet active for 0.1-0.5 Myr, 1-3 Myr ago 
requires 1055-57 ergs, Ṁaccr = 102-4 M⨀ 

smooth brightness => suppressed RT and KH  
instabilities downstream of the bow shock 
sharp edges => suppressed CR diffusion across 
the shock 
IC or π0 emission ???  
if IC pe ≪ pth, if π0 pCR > pth probably  

pb: 0.3 LEdd(SgrA*) and age too young unless 
continuous reaccelerating of IC electrons 

AGN wind 
spherical expansion, 0.1 c,  
confined by CMZ 
6 Myr 

tidal disruption events

AGN driven bubbles

Guo & Mathews 2012 

A recent jet event reproduces many bubble features: location, 
size, shape, sharp edges

Su, Slatyer, and Finkbeiner, 2010

Were the bubbles really produced by a recent jet event? 

CR particle distribution

13

CR energy density

Leptonic Scenario (solid line): the required CR electron pressure to produce the  
observed gamma-ray flux is negligible compared to the total bubble pressure 

How do our model compare with Fermi observations?

The average spectrum of the Bubbles
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2 UV absorption lines (HST): 
WIM 104 K gas entrained in a biconical outflow  
with vout ～ 900 km/s, opening angle ～ 110° 
not the hot wind plasma 

UV absorption mapping (HST): 
vGSR ↓ with z and RGal 
not constant E injection but 
2 bursts at 1000 & 1300 km/s 
4 and 6 Myr ago 
or AGN jet constantly active  
for 5-6 Myr

association with central warm outflows
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to any arbitrary radial distance R. This time is computed as

( )ò=T v dr1 . 18
R

r
0

Again assuming that the opening angle of the outflowing gas is
well represented by the half opening angle of the X-ray bicone,
we compute the mean radial distance from the GC to each line
of sight. These are tabulated in Table 2.

The left panel of Figure 6 shows the time taken by the
outflowing gas to reach any radial distance from the GC. The
mean radial distance to the five lines of sight are shown as
vertical dashed lines. The momentum driven wind models (M1,
M2), the conical outflow model from a circular zone (S), and
the constant luminosity model (L) will need to drive the

outflow for ≈6 to 9 Myr to reach the absorption seen in
MRK1392.
The right panel in Figure 6 shows the radial distance traveled

by the outflowing gas, after 20 Myr. The outflowing gas
launched by the constant energy model E has not traveled
sufficient radial distance to reach PDS456 in 20 Myr. All the
other wind models have driven the outflowing gas enough to
reach all the five lines of sight studied here. The radial profile
of the constant energy model E falls off sharply at 1.5 kpc.
Even if the outflows driven by this model reach the four lines of
sight, their projected velocities will be close to zero (see
Figure 5). Hence, we can rule out model E as driving the
outflows observed in the Fermi Bubble.
Figure 7 shows the radial velocity profiles (left panel) and

absorption profiles (right panel) inside the northern FB as a

Figure 6. Left panel: the time taken for the five outflow models as a function of radial distance along the outflow cone. The vertical lines show the mean radial distance
of the outflowing gas parcel from the GC. The momentum drive wind models (M1, M2), outflow from a circular zone around GC (S), and the constant luminosity
model (L) will need to drive the outflow for ≈6–9 Myr to reach the absorption seen in MRK1392. The constant energy model (E) will need to drive the outflow for
≈400 Myr to reach the absorption seen in MRK1392. Right panel: the radial profile of the four outflow models after driving outflows for 20 Myr.

Figure 7. Left panel: radial velocity profile of the blueshifted C II high velocity absorption inside the Fermi Bubble as a function of mean radial distance from the GC.
Right panel: radial absorption profile of the blueshifted high velocity absorption inside the Fermi Bubble as a function of mean radial distance from the GC. In both
panels the symbols are the same as in Figure 3.
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4.3.2. Results of Ionization Modeling

The upper panels of Figure 4 show the run of IC(O) against
N(H I). We also include IC(S) for convenience, derived in an

analogous way for S II observations. The lower panels show the
dependence of the ion ratio N(Si III)/N(Si II) on logU for the
case of the HVC at −172 -km s 1 toward 1H1613-097. The
model implies log 2 -U 2.9. Although this is formally a limit,
it is close to values derived for many other Galactic HVCs
(Collins et al. 2005; Richter et al. 2009; Tripp & Song 2012;
Fox et al. 2014, 2016), and since the saturation in Si III is mild,
the actual value is unlikely to be much higher. This constraint
on logU translates to a constraint IC(O)+0.1. Thus the
measured oxygen abundance of [O I/H I]=−0.64 in the HVC
needs to be corrected upwards by 0.1 dex.
We use the stray radiation correction procedure described in

Boothroyd et al. (2011) on the data to account for the structure of
the GBT beam at 21 cm, and this procedure should remove any
radiation originating outside the main beam to the maximum
extent possible. However, since the H I measurement is derived
from radio observations using a finite beam, and the UV
observations are derived from effectively infinitesimal beams, a
beam-smearing error of ∼0.15 dex must also be taken into
account to account for potential small-scale structure in the beam
(Wakker et al. 2001). Therefore the ionization-corrected oxygen
abundance in this HVC is [O/H]−0.54±0.15. This is lower
than expected for material recently ejected from the GC, but it is
a lower limit, so the true value could be higher. Low metallicity
HVCs associated with the GC region have been reported before.
Keeney et al. (2006), studying a sightline (PKS 2005-489)
passing through the high-latitude southern GC region, also
reported HVCs with 10%–20% solar metallicity.
In the two HVCs toward M5-ZNG1, for which Zech et al.

(2008) report [O/H]=+0.22±0.10, the calculated14 IC is
larger, IC(O)=+0.25, for an assumed logU=−3.0, because
of the significantly lower H I column density, log N

Figure 3. Left panel: radial velocity profile of the blueshifted C II high velocity absorption inside the northern Fermi Bubble (sightlines located outside the northern
Fermi Bubble are not shown) as a function of Galactic latitude. The blueshifted outflow velocities decrease with increasing higher Galactic latitudes both in LSR
velocity (blue squares) and GSR velocity (red squares). The error bars are the uncertainty on the velocity centroid in the Voigt profile fits. For 1H1613-097, M5-
ZNG1, and MRK1392, we resolve the blueshifted high velocity absorption into two individual absorption components. Right panel: radial absorption profile of the
blueshifted high velocity absorption inside the Fermi Bubble as a function of Galactic latitude. The column densities are Voigt profile fitted column densities for each
species. The C IV column density profile is plotted with a 1° offset along the x-axis for presentation.

Figure 4. Upper panel: Ionization corrections IC(O) and IC(S) against H I
column density for a uniform-density photoionized cloud. The values of N(H I)
appropriate for the HVCs toward 1H1613-097 and M5-ZNG1 are shown with
dashed vertical lines. These corrections are used to convert [O I/H I] into [O/
H]. Lower panel: Dependence of the ion ratio N(Si III)/N(Si II) on log U for the
case of the HVC at −172 -km s 1 toward 1H1613-097. The measured value of
the ratio is used to constrain log U, which in turn is used to constrain IC(O).

14 [ ] ( ) ( ):= -O H log O H log O H . Note that for ( ):log O H , we adopt
the Asplund et al. (2009) value of −3.31. However, Zech et al. (2008) used the
Asplund et al. (2005) value of −3.34. A correction of 0.03 dex is needed for
fair comparison between the two measurements.
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for stray radiation using the procedure described by Boothroyd
et al. (2011). A fourth order polynomial was fit to emission-free
portions of the final average to remove residual instrumental
baselines. Such a polynomial fit over a spectrum spanning 760

-km s 1 in velocity will not compromise the measurements of
the H I lines, which are only ≈30 -km s 1 in velocity width. The
top panels of Figure 2 show the four baselines subtracted 21 cm
spectra along each sightline. The final spectra have typical rms
noise values ranging from 8.1 to 12.7 mK temperature
brightness per channel. This corresponds to a 1σ; NH I column
density of –» ´1.0 1.6 1017 -cm 2 for a 30 -km s 1 wide line.

2.3. STIS Data

For the Halo star M5-ZNG1, the HST/STIS observations
were obtained under the HST PID 9410. For details of the
observations, we refer the reader to Zech et al. (2008), where
this spectrum was published. In short, the observations were
taken in 5 orbits in the ACCUM mode with 0 2×0 2
aperture. Zech et al. (2008) used the E140M echelle grating to
disperse the light onto the far-ultraviolet Multi-Anode Micro-
channel-Array (MAMA) detector. The spectral resolution is
R≈45,800, which translates to a velocity resolution (FWHM)

of ≈6.5 -km s 1. The STIS data were retrieved from MAST and
reduced with the CALSTIS v2.23 pipeline.11 The individual
spectral orders were combined into a single spectrum using the
IRAF task splice.

3. MEASUREMENTS

3.1. GC Absorber Identifications

We visually inspect each spectrum to identify any absorption
components within ±400 -km s 1 of the systemic zero velocity
of the Milky Way. We search for absorption in low-ionization
(C II, Si II), intermediate ionization (Si III), and high-ionization
(C IV, Si IV) species in all lines of sight. We classify an
absorption system to be a high velocity one if it is detected in
multiple species (usually low-ionization lines such as C II, Si II,
Si III, but also in high-ionization lines such as C IV and Si IV),
and if the velocity centroid of that system has ∣ ∣ >v 100LSR

-km s 1. We also explore the effect of using a deviation velocity
definition of HVCs (see Section 4.1). We inspect each
individual spectrum and identify all detected absorption
features associated with the Milky Way, high velocity clouds,

Figure 1. Incidence of high velocity absorption toward the northern Fermi Bubble. Top panel: the all-sky Fermi image of the residual γ-ray intensity in the 3–10 GeV
range is shown as the yellow/orange map, in Galactic coordinates centered on the GC (adapted from Ackermann et al. 2014 and Fox et al. 2015). The Fermi Bubbles
are shown as twin lobes in dark orange at the center. The filled circles mark the position of the lines of sight through the northern Fermi Bubble. The filled black circles
represent no HVC detection; the filled blue and red circles represent detected blueshifted and redshifted HVCs, respectively. The circle with both blue and red
shadings represents the line of sight with both blueshifted and redshifted HVC. The red contours show the approximate boundary of the Fermi Bubbles. Bottom left
panel: zoomed in map of the top panel. The background sources are marked with their ID numbers from Table 1. Bottom right panel: schematic diagram showing the
HVC detection statistics in three different regions, using the same symbols, inside and outside the FBs (see text for more details).

11 http://www.stsci.edu/hst/stis
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3.2. Hot Halo Model

We assume that the Milky Way’s “extended” hot gas plasma
structure is dominated by a spherical, volume-filling halo of
material extending to the virial radius, as opposed to the
alternative assumption of an exponential disk morphology with
scale height between 5 and 10 kpc. The latter structure is
believed to form from supernovae in the disk (e.g., Norman &
Ikeuchi 1989; Joung & Mac Low 2006; Hill et al. 2012) and
can reproduce X-ray absorption and emission line strengths in
several individual sight lines (Yao & Wang 2005, 2007; Yao
et al. 2009; Hagihara et al. 2010). However, numerous studies
have shown that a spherical, extended morphology due to
shock-heated gas from the Milky Way’s formation reproduces
a multitude of observations (e.g., White & Frenk 1991; Cen &
Ostriker 2006; Fukugita & Peebles 2006). These include ram-
pressure stripping of dwarf galaxies (Blitz & Robishaw 2000;
Grcevich & Putman 2009; Gatto et al. 2013), the pulsar
dispersion measure toward the Large Magellanic Cloud
(Anderson & Bregman 2010; Fang et al. 2013), and the
aggregate properties of oxygen absorption and emission lines
distributed in multiple sight lines across the sky (Bregman &
Lloyd-Davies 2007; Gupta et al. 2012; Miller & Breg-
man 2013, 2015; Faerman et al. 2016). This distribution has
been proven to reproduce most of the O VIII emission line
intensities from the XMM-Newton portion of the sample, thus
justifying its use in this modeling work.

Our parameterized density distribution follows a spherical
β-model, which assumes that the hot gas is approximately in
hydrostatic equilibrium with the Milky Way’s dark-matter
potential well. The β-model has also been used to fit X-ray
surface brightness profiles around early-type galaxies (e.g.,
O’Sullivan et al. 2003) and massive late-type galaxies (Anderson
& Bregman 2011; Dai et al. 2012; Bogdán et al. 2013a, 2013b;
Anderson et al. 2016). The model is defined as

= + b-n r n r r1 , 1o c
2 3 2( ) ( ( ) ) ( )

where r is the galactocentric radius, n◦ is the central density, rc
is the core radius (15 kpc), and β defines the slope (typically
between 0.4 and 1.0). The previous modeling by MB15 was
limited to using an approximate form of this model in the limit
where �r rc, since they specifically did not include observa-
tions near the expected rc. This resulted in constraints on a
power-law density distribution:

»
b

b
n r

n r
r

. 2o c
3

3
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The emission line sample in this study includes 33 sight lines
that pass within 20° of the Galactic center, so we present model
results assuming both distributions. The net effect of this will
be for the power-law model to produce more halo emission for
sight lines near the Galactic center than the usual β-model since

Figure 4. All-sky Aitoff projections (left panels) and a projection near the Fermi bubbles (right panels) of our O VIII and O VII emission line samples (top and bottom
panels respectively). The squares represent measurements from XMM-Newton (HS12), the circles represent our new Suzaku measurements, and the dashed lines
represent the Fermi bubbles’ gamma-ray edge. We use the O VIII data in our model fitting process.
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Figure 1. Snapshot of density (right-hand panel) and temperature (left-hand
panel) contours at 27 Myr for our fiducial run (S10). The wind structure
has been pointed out by different labels, from outside to inside as, CGM:
circumgalactic medium, FS: forward shock, CD: contact discontinuity, SW:
shocked wind and FW: free wind.

Figure 2. Snapshots of column density from edge-on position but without
projection effects (left-hand panel) and Solar vantage point with projection
effects (right-hand panel), for the same physical parameters as in Fig. 1.
The boundary of our simulation box (15 kpc) corresponds to an angle ∼60◦

from a distance of 8.5 kpc, and shows up in the left-hand panel.

shock at height of ∼2 kpc which arises because of the presence of
two component density structure related to the CGM and the disc.

Since we are at a distance of 8.5 kpc from the centre of the Galaxy,
and the wind-cone extends ∼4 kpc at a height of 5–6 kpc, much
of the observed structure is influenced by geometrical projection
effects. Fig. 2 illustrates the idea by showing the map of column
density as viewed from an edge-on vantage point from infinity, as
well as its appearance from the point of view of the Solar system.
In order for the column density not to be dominated by the disc
material, we have considered only the gas for which the total non-

azimuthal speed
(√

v2 − v2
φ

)
is larger than 20 km s−1. From the

edge-on position, the Galactic coordinates are computed as l =
tan −1(R/8.5 kpc), b = tan −1(z/8.5 kpc),1 whereas, from Solar view

1 These formulae are valid only for R, z ≪ 8.5 kpc, or equivalently l, b ≪ 45◦.

point (right-hand panel), we have considered the projection effects
accurately (see Appendix A for details). In projection from the Solar
system position, the bubble appears bigger in angular size. Note that
we have used the axisymmetry property of our 2D simulations to
get the projected maps presented in this paper.

The difference between the left-hand and right-hand panels of
Fig. 2 highlights the importance of taking projection effects into
account when comparing the morphology of the simulated bubble
with the observed FBs. With the projected column density map
at hand, we can discuss the logic behind fixing the epoch of the
phenomenon at 27 Myr.

As explained below, the X-ray emission expected from the outer
shock (shocked CGM) is likely associated with the observed Loop-I
feature in X-rays. This feature is also observed in soft γ -rays. The
location of the outer shock depends strongly on the time elapsed,
and helps us to fix the time at 27 Myr. The radius of the outer shock
in a constant luminosity-driven wind, according to Weaver et al.
(1977), is given by R ≈ (Lt3/ρ)1/5

≈ 10 kpc

(
L

5 × 1040 erg s−1

0.001mp

ρ

[
t

27 Myr

]3
)1/5

, (9)

matching the outer shock location in Fig. 1. Moreover, with this
choice, we find that the location of the CD matches the edge of
the FBs. This indicates that the emission in different bands com-
ing from the FBs is created within the CD. In addition, as shown
below, the morphology of emission in different wavebands remark-
ably matches the predictions based on this choice of time elapsed
(namely, 27 Myr) and therefore, in turn, supports the idea that some
part of the Loop-I feature is likely associated with the FBs. A point
to note in equation (9) is that the outer shock radius depends more
sensitively on time rather than SFR or the CGM density.

While equation (9) is strictly valid only for a homogeneous and
isotropic medium, and with isotropic energy injection, we expect it
to be roughly valid, even with anisotropic AGN jets. Most AGN-
based models consider a shorter age (∼1 Myr), which comes at the
expense of a much larger mechanical power (up to 1044 erg s−1;
Guo & Mathews 2012; Yang et al. 2012). The velocity of the outer
shock is given as V ≈ 3R/5t

≈ 200 km s−1

(
L

5×1040 erg s−1

0.001mp

ρ

[
10 kpc
R

]2
)1/3

, (10)

comparable to the sound speed in the hot CGM (∼180 km s−1),
implying a weak shock in case of L = 5 × 1040 erg s−1 as seen
in Fig. 1. A more powerful AGN jet acting for 1 Myr with L ∼
1044 erg s−1 will result in a very strong shock, ruled out by X-ray
observations that show only a slight enhancement of temperature
and density across the FB edge as observed by Kataoka et al. (2013).

Though we assume that the injection region is spherical sym-
metric, a departure from this assumption does not change the qual-
itative/quantitative picture much. The effect of different injection
geometries has been discussed in Section 6.4.

4 R ESULTS: EMISSION IN DIFFERENT
WAVEBANDS

We discuss the results of our calculation for the emission in different
bands in this section, and compare with the observed features. Var-
ious emission mechanisms have been discussed in the literature for
different bands – γ -rays, X-rays, microwave and radio, and most of
the debate so far has centred around the γ -ray radiation mechanism

MNRAS 453, 3827–3838 (2015)
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