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E4® Computer Engineering SpA was founded in 2002

We are specialized in the manufacturing of high performance IT 
systems of medium and high range. Our products aim to meet both 
industrial and scientific research requirements with range fit for 
many environments, from universities to computing centers. 

Thanks to the established experience acquired through the years, E4 is 
a valued technology’s supplier acknowledged and appreciated by 
many worldwide organizations.



HPC Team

• Operating since 2005

• E4 HPC custom suite

• Unique technical skills in Italy

• E4 on SPEC website

• Intel Cluster Ready certified

• SGI fully trained and qualified

Enterprise Team

• Born in 2010 - Operating since 2011

• New certified servers and storages

• Focus on «Business Continuity»

• E4 VSTONE (first italian complete 
virtualization solution)
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More than 15M euros of installed HW

Requirements
High density computational nodes
Big data storage

Application
High-energy physics research

Hardware installed
> 20PB high performance storage
> 5PB direct attached storage
> 3.500 server dual socket (~ 40k computing cores)
Several GPU systems
NBD intervention times
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More than 20M euros of installed HW

Requirements
High density computational nodes
Big data storage

Application
High-energy physics research

Solution
8.000+ dual socket mainboards (54.000+ cores)
50.000+ enterprise class hard disks (120PB Storage)

E4® systems @ CERN

updated to 2014



Tick-Tock	Development	Model:
Sustained	Microprocessor	Leadership	

Intel® Microarchitecture
Codename	Nehalem

Intel® Microarchitecture
Codename	Sandy	Bridge

Intel® Microarchitecture
Codename	Haswell

Intel® Microarchitecture
Codename	Skylake

Tock Tock Tock Tock TickTick Tick Tick

Innovation	delivers	new	microarchitecture	with	Skylake

Nehalem

45nm

New	Micro-
architecture

Westmere

32nm

New	Process
Technology

Sandy	
Bridge

32nm

New	Micro-
architecture

Ivy	Bridge

22nm

New	Process
Technology

Haswell

22nm

New	Micro-
architecture

Broadwell

14nm

New	Process
Technology

Skylake

14nm

New	Micro-
architecture

Future	
Product

Purley PlatformGrantley PlatformRomley PlatformThurley Platform

Brickland Platform	 is	Ivy	Bridge-EX,	 Haswell-EX,	 and	Broadwell-EX
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INTEL®	XEON®	PROCESSOR	E5-2600	V4	PRODUCT	
FAMILY	

HIGHLIGHTS:
• Broadwell-EP	processor	based	on	14nm	

process	technology.
• Haswell-EP	microarchitecture	with	new	

instructions	 including	AVX2	and	FMA.
• Up	to	22C/44T	DDR4	support	 increased	

memory	speed	at	2400MT/s.
• Compatible	with	Intel® C610	series	chipset.

PLATFORM	STORAGE	
EXTENSIONS:
• Asynchronous	 DRAM	Refresh	(ADR)
• PCIe	Non-Transparent	Bridge	(NTB)	
• Intel®	QuickData	Technology	(CBDMA)	&	RAID-

5	acceleration	engine
• PCIe	Dual-Cast

Shared	Cache

Intel	Xeon	processor
E5-2600	v4

Integrated 
PCI Express* 3.0

DDR4 memory
Up to 2400MT/s

DDR4

DDR4

DDR4

DDR4

All	products,	computer	systems,	dates	and	figures	specified	 are	preliminary	based	on	current	expectations,	and	are	subject	to change	without	notice.	
Intel	processor	numbers	 are	not	a	measure	of	performance.	 Processor	numbers	 differentiate	features	within	each	processor	family, not	across	different	processor	 families.	Click	http://www.intel.com/products/processor_number	 for	details
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Up to 
22C/44T



OpenPOWER – OP205

HIGHLIGHTS
• High	performance	Linux	server
• Dual	IBM	POWER8	processor	modules
• Dual	NVIDIA	GPU	accelerators
• IncorporatesMellanox Scalable	HPC	
• Solutions	with	NVIDIA	technology
• CAPI	technology
• Supports	up	to	1	TB	of	1333/1066	MHz	DDR3L	

memory
• Flexible and	modular	I/O
• Up	to	8	threads
• Max	230GBps	per	socket







HEPSPEC

• Test	HEPSPEC	@	64	bit
• Needs to	recompile hepspec and	toolset

HEPSPEC	is the	test	adopted in	HEP	community	 to	
addresses the	common	workload
https://w3.hepix.org/benchmarks/doku.php
https://www.spec.org/

HEP	SPEC

444.namd
447.dealII	
450.soplex	
453.povray
471.omnetpp
473.astar
483.xalancbmk

OpenPower8	2CPU	8core	per	CPU	@	3.8GHz,	512	GB	RAM
OS:	CentOS 7.2.15.11	ppc64le	Compiler:	gcc 4.8.5	
Intel(R)	Xeon(R)	CPU	E5-2697A	v4	@	2.60GHz,	128	GB	RAM
OS:	CentOS 6.6	Compiler:	gcc 4.4.7



Results

2	Threads per	core

16	physical core

32	physical core

8 Threads per	core

HT	on



Results HEPSPEC/Euro



Results HEPSPEC/watt



Results HEPSPEC/(threds*freq)

CPU CPUMax	Th Max	Th



STREAM

Memory	performance	Benchmark:	STREAM	http://www.cs.virginia.edu/stream/	+	allocazione	dinamica	della	memoria	

COPY:	a(i)	=	b(i)	
SCALE:	a(i)	=	q*b(i)	
SUM:	a(i)	=	b(i)	+	c(i)	
TRIAD:	a(i)	=	b(i)	+	q*c(i)	

OpenPower8	2CPU	8core	per	CPU	@	3.8GHz,	512	GB	RAM
OS:	CentOS 7.2.15.11	ppc64le	Compiler:	gcc 4.8.5	
Intel(R)	Xeon(R)	CPU	E5-2697A	v4	@	2.60GHz,	128	GB	RAM
OS:	CentOS 6.6	Compiler:	gcc 4.4.7



Results Stream
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