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Why precision physics at the LHC?
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SM

• The LHC measurements are a stress-test of 
the Standard Model and aim at finding some 
hint of new physics	

• So far the SM performed extremely well!	
• Since no easy discovery has (yet) shown up, if 

new physics exists, it is hiding extremely well	
• New physics will probably manifest itself in  

tiny deviations from the SM predictions, 
either of SM parameters or of kinematical 
distributions

The SM 
killer
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How do we do precision calculations?

• QCD master formula	
!
!
!
!
!
!
!
!
!
!

• Going higher orders, the complexity of the computation 
explodes
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Parton distribution functions:  
must be fit to data, process 

independent

Partonic cross section:  
can be computed in perturbation 

theory, process dependent

�pp!X(s) =
X

ab

Z
dx1dx2fa(x1)fb(x2)�̂ab!X(ŝ = x1x2s)

�̂ab!X = �̂(0)
ab!X + ↵s�̂

(1)
ab!X + ↵2
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ab!X + ↵3
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What do we gain?

• Higher order predictions reduce theoretical 
uncertainties 	

• Higher order predictions improve the theory-
data agreement, and reduce the need of tuning
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Rapidity#correlation#measurement#of#Z#+#jets
• The#measurement#of#jet#angular#correlation#of#Z+Jets can#help# to#understand#QCD#process#

much#more#accurately.
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MM>Depends#mainly#on#parton density# functions.#

MM>Reflects#the#leading#order#partonic differential# cross#section.#

• The#observed#discrepancy#of#LO#prediction#helps#us#to#analyze#whether# it#comes#from#the#
matching#procedure#between#matrix#element#and#parton shower#
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! LO$calculation$fails$to$
describe$the$shape,$
confirms$the$observation$
at$7$TeV:$
(PhysRevD.88.112009(2013))

! Discrepancy$with$LO$
computation$has$
disappeared$with$NLO$
accuracy!$

CMS, arXiv:1611.03844
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FIG. 2. (a) Transverse momentum distribution of the lead-
ing jet in inclusive Z + 1 jet production in pp collisions withp
s = 8 TeV at LO (blue), NLO (green), NNLO (red) and (b)

Ratios of di↵erent perturbative orders, NLO/LO (turquoise)
and NNLO/NLO (mauve).

one jet with p

jet
T > 30 GeV. For this set of cuts, the lead-

ing order process is constrained to have p

Z
T > 30 GeV,

while higher order real radiation corrections lift this limi-
tation, since extra partonic radiation can also balance the
transverse momentum of the leading jet. This Sudakov
shoulder phenomenon is also observed in H+jet produc-
tion [24, 30]; it is well understood [33] and leads to large
higher order corrections, which require logarithmic re-
summation. Nevertheless, the NNLO corrections tend to
stabilise the NLO result, and in fact simply represent a
NLO correction to the pZT distribution for Z + jet events
in this region. At larger transverse momenta, the NNLO
corrections increase the prediction by approximately 1%.

Figure 5 shows the rapidity distribution of the Z boson.
The NLO and NNLO corrections are largest in the for-
ward/backward regions where the phase space is enlarged
by the possibility that the hadronic radiation partially
balances leading to a smaller Z pT . In these regions, one
of the parton momentum fractions is reaching a maximal
value. In the central region, the NNLO corrections are
very small with a reduced scale dependence.

In the di↵erential distributions we observe that the cor-
rections are not always uniform, implying that a rescaling
of lower-order predictions is insu�cient for precision ap-
plications. The need for using the fully di↵erential higher
order predictions can be understood for example in the
extraction of parton distributions functions from Z + jet
production. At leading order, the momentum fractions

FIG. 3. (a) Rapidity distribution of the leading jet in inclu-
sive Z + 1 jet production in pp collisions with

p
s = 8 TeV

at LO (blue), NLO (green), NNLO (red) and (b) Ratios
of di↵erent perturbative orders, NLO/LO (turquoise) and
NNLO/NLO (mauve).

of the incoming partons is completely fixed by the trans-
verse momenta and rapidities of the final state particles.
At higher orders, the real radiation spoils the leading
order kinematics, such that

x1 � 1p
s

✓q
(pZT )

2 +m

2
`` exp( yZ) + p

jet
T exp( yjet)

◆
,

x2 � 1p
s

✓q
(pZT )

2 +m

2
`` exp(�yZ) + p

jet
T exp(�yjet)

◆
,

where the equality is restored only for the leading order
kinematics (pZT = p

jet
T ). The relevant x ranges probed

by Z boson-plus-jet production is thus determined by the
transverse momentum and rapidity distribution of the Z

boson and the jet. For our cuts, the smallest momentum
fractions probed are x ⇠ 8 · 10�3, and smaller values of x
can be attained by enlarging the rapidity interval or by
lowering the transverse momentum cut.
In this manuscript we have presented the complete

NNLO QCD calculation of Z boson production in as-
sociation with a jet in hadronic collisions including all
partonic subprocesses. This process is measured exper-
imentally to high precision [1, 2] and is an important
ingredient to a variety of precision studies of Standard
Model parameters and derived quantities as well as a
key element in the LHC detector calibration. We have
achieved this using the antenna subtraction method that
has been successfully applied to other processes at the
LHC. For all of the observables considered here, we ob-
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Where do we stand?

• Higgs cross section at N3LO in QCD Anastasiou et al, arXiv:1503.06056	

• NNLO available for all 2→2 processes, general subtraction 
techniques available see e.g Del Duca et al, arXiv:1501.07226, Caola et al, arXiv:1702.01352	

• Bottleneck to go to higher multiplicities is the lack of 2-loop 
amplitudes	

• NLO automated since a couple of years ago	
• Since α≃αS2, NLO EW corrections cannot be neglected and 

have to be included. Automation in a very advanced stage 
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Chapter I.2. Parton Distribution Functions 11
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Figure 3: Comparison of NNLO parton luminosities at the LHC 13 TeV. Top: the PDF4LHC15 combined set
compared to the CT10, MSTW08, and NNPDF2.3 PDF set whose envelope was used as a previous PDF4LHC
recommendation. Bottom: the PDF4LHC15 combined set compared to the three individual sets which enter the
combination: CT14, MMHT14 and NNPDF3.0. The gg (left) and the qq̄ (right) luminosities are shown as a
function of the invariant mass of the final state MX , normalized to the central value of PDF4LHC15_nnlo_prior.

uncertainty appears to be conservative enough, this should be kept in mind especially in discussions of
uncertainties of high-mass searches.

I.2.2 The PDF4LHC15 PDF sets
Although the Nrep = 900 Monte Carlo set itself could be used to determine PDF uncertainties for any
LHC process, it suffers from the drawback of having a very large number of PDFs in the set; also, for
many applications the non-Hessian framework may be a further drawback. However, the most essential
features of the PDF uncertainties can be captured using three techniques that significantly reduce the
number of error PDFs needed, especially in view of the fact that there is an uncertainty in the determina-
tion of the PDF uncertainties (witness the differences between the PDF groups at low x and high x), and
therefore very high precision is not justified in view of the limited accuracy.

Two of these techniques use the Hessian formalism, considering only symmetric PDF uncertain-
ties, while the third technique uses a compressed Monte Carlo technique, which allows for asymmetric
uncertainties. Details of the derivations are provided in the PDF4LHC document. Correspondingly, three
delivery options are available for the combined sets:

– PDF4LHC15_mc: contains 100 PDFs, including non-Gaussian features, constructed using the CMC
method [50].

– PDF4LHC15_30: contains 30 PDFs in a Hessian framework, determined using the META-PDF
technique [48].

– PDF4LHC15_100: contains 100 PDFs in a Hessian framework, determined using the MC2H

Progress on PDF fits (circa 2015)	
see PDF4LHC15, arXiv:1510:03865 & chapter 2.1 in LHCHXSWG YR4 arXiv:1610.07922

• The quality and kinematics span of LHC data are crucial 
to improve PDF fits	

• Global fits from the main PDF collaborations have been 
updated with improved methodology and including LHC 
data	

• This has lead to excellent agreement in the parton 
luminosities coming from different PDF fits, in particular 
in the region around mH

6

gg qq ̄
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Progress in PDF fits (circa 2017)	
see J. Rojo and M. Ubiali talks at DIS 2017

7

• New LHC datasets are being included in the PDF fits	
• One example is Z pT: measurements at the LHC have 

already reached the 1% accuracy at Run I!	
• Excellent theoretical predictions exist (Z+jet at NNLO)  

Boughezal et al, 1512.01291, Gehrmann-de Ridder et al, arXiv:1605.04295	
• Inclusion of Z pT data does not spoil the consistency of the 

fit. Small reduction of PDF uncertainties	

• Great progresses have been made towards a precise 
determination of the photon PDF	
• A direct fit would give little sensitivity	
• LuxQED prediction uses DIS data to extract the photon 

PDF with very small errors
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Figure 4: Uncertainty from various sources on (1/�) d�/d�⇤⌘ (top) and (1/�) d�/dp``T (bottom) for events with
66 GeV < m`` < 116 GeV and |y`` | < 2.4. Left: electron-pair channel at dressed level. Right: muon-pair channel at
bare level.
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ATLAS arXiv:1512.02192
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FIG. 4. The ratio of common PDF sets to our LUXqed result,
along with the LUXqed uncertainty band (light red). The CT14
and MRST bands correspond to the range from the PDF mem-
bers shown in brackets (68% cl. in CT14’s case). The NNPDF

bands span from max(µr � �r, r16) to µr + �r, where µr is
the average (represented by the blue line), �r is the standard
deviation over replicas, and r16 denotes the 16th percentile
among replicas. Note the di↵erent y-axes for the panels.

estimate of the uncertainty in the resonance region taken
as the di↵erence between the CLAS and CB fits (RES);
a systematic uncertainty due to the choice of the transi-
tion scale between the HERMES F

2

fit and the pertur-
bative determination from the PDFs, obtained by reduc-
ing the transition scale from 9 to 5 GeV2 (M); missing
higher order e↵ects, estimated using a modification of
Eq. (6), with the upper bound of the Q2 integration set
to µ2 and the last term adjusted to maintain ↵2(↵

s

L)n

accuracy (HO); a potential twist-4 contribution to F
L

parametrised as a factor (1 + 5.5 GeV2/Q2) [57] for
Q2 � 9GeV2 (T). One-sided errors are all symmetrised.
Our final uncertainty, shown as a solid line in Fig. 3, is
obtained by combining all sources in quadrature and is
about 1-2% over a large range of x values.

In Fig. 4 we compare our LUXqed result for the MS f
�/p

to determinations available publicly within LHAPDF [58].
Of the model-based estimates, CT14qed inc [28] and
MRST2004 [21], CT14qed inc is in good agreement with
LUXqed within its uncertainties. Its model for the in-
elastic component is constrained by ep ! e� + X data
from ZEUS [29] and includes an elastic component. Note
however that, for the neutron, CT14qed inc neglects the
important neutron magnetic form factor. As for the
model-independent determinations, NNPDF30 [59], which

FIG. 5. �� luminosity in pp collisions as a function of the
�� invariant mass M , at four collider centre-of-mass energies.
The NNPDF30 results are shown only for 8 and 100 TeV. The
uncertainty of our LUXqed results is smaller than the width of
the lines.

notably extends NNPDF23 [22] with full treatment of
↵(↵

s

L)n terms in the evolution [60], almost agrees with
our result at small x. At large x its band overlaps with
our result, but the central value and error are both much
larger.
Similar features are visible in the corresponding ��

partonic luminosities, defined as

dL
��

d lnM2

=
M2

s

Z
dz

z
f
�/p

(z,M2) f
�/p

✓
M2

zs
,M2

◆
, (9)

and shown in Fig. 5, as a function of the �� invariant
mass M , for several centre-of-mass energies.
As an application, we consider pp ! HW+(! `+⌫) +

X at
p
s = 13 TeV, for which the total cross section with-

out photon-induced contributions is 91.2 ± 1.8 fb [61],
with the error dominated by (non-photonic) PDF uncer-
tainties. Using HAWK 2.0.1 [62], we find a photon-induced
contribution of 5.5+4.3

�2.9

fb with NNPDF30, to be compared
to 4.4± 0.1 fb with LUXqed.
In conclusion, we have obtained a formula (i.e. Eq. (6))

for the MS photon PDF in terms of the proton structure
functions, which includes all terms of order ↵L (↵

s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n. Our method can be eas-
ily generalised to higher orders in ↵

s

and holds for any
hadronic bound state. Using current experimental in-
formation on F

2

and F
L

for protons we obtain a pho-
ton PDF with much smaller uncertainties than existing
determinations, as can be seen from Fig. 4. The pho-
ton PDF has a substantial contribution from the elas-
tic form factor (⇠ 20%) and from the resonance region
(⇠ 5%) even for high values of µ ⇠ 100�1000 GeV.
Our photon distribution, incorporating quarks and glu-
ons from PDF4LHC15 nnlo 100 [44] and evolved with a
QED-extended version of HOPPET is available as part of

Manohar et al, arXiv:1607.04266

12

Impact of Z pT data

!

 Moderate error reduction in the intermediate-x region, excellent consistency with the other 
experiments in the global fit. !

 Given very high precision (sub-percent) of these experiments, this is quite a non-trivial achievement!

The ATLAS Z pT 7 TeV data not included in NNPDF3.1. If included, poor data/theory agreement, !2 = 
3.5, and shifts in gluon and quarks. Tension with 8 TeV data?

Juan Rojo                                                                                                                   DIS2017, Birmingham, 04/04/2017
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State of the art predictions for  
Higgs production	

see LHC HXSWG YR4, arXiv:1610.07922
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 H (N3LO QCD + NLO EW)

→pp 

 qqH (NNLO QCD + NLO EW)

→pp 

 WH (NNLO QCD + NLO EW)

→pp 
 ZH (NNLO QCD + NLO EW)

→pp 

 ttH (NLO QCD + NLO EW)

→pp 

 bbH (NNLO QCD in 5FS, NLO QCD in 4FS)

→pp 

 tH (NLO QCD, t-ch + s-ch)

→pp 

ggF: ±6-7%

VBF: ±2%

ttH: ±5-10%

VH: ±2-3%

�µ/µ 300 fb�1

All unc. No theory unc.
gg! H 0.12 0.06

VBF 0.18 0.15
WH 0.41 0.41

qqZH 0.80 0.79
ggZH 3.71 3.62

ttH 0.32 0.30

3000 fb�1

All unc. No theory unc.
0.11 0.04
0.15 0.09
0.18 0.18
0.28 0.27
1.47 1.38
0.16 0.10

Table 2: Relative uncertainty on the signal strength µ for di↵erent production modes using the combi-
nation of Higgs final states at 14 TeV, with 300 fb�1 (left) and 3000 fb�1 (right), assuming a SM Higgs
boson with a mass of 125 GeV and branching ratios as in the SM. For both 300 and 3000 fb�1 the first
column shows the results including current theory systematic uncertainties, while the second column
shows the uncertainties obtained using only the statistical and experimental systematic uncertainties.

for invisible Higgs decays [4, 15] and measurements of the o↵-shell Higgs production in WW and ZZ
final states at invariant masses above the WW and ZZ on-shell production threshold [16–19]. Currently,
no experimental projections of o↵-shell measurements at the HL-LHC exist. However, they should help
to significantly enhance the knowledge about the total width [20].

3 Higgs boson couplings

The statistical treatment of the input channels used to extract information about the Higgs boson cou-
plings is described in Refs. [4, 21–26].

The inclusive signal theory uncertainties for missing higher orders (QCD scale variations), PDF + ↵S ,
and branching ratios (BR) are included as given in Refs. [10–12]. The correlations in the BR uncertainties
for the di↵erent final states [10] are accounted for. For the (anti-)correlated uncertainty contributions for
di↵erent jet multiplicities and Higgs pT in the gg ! H and VH ! bb̄ processes, the same numbers as
for the 7 and 8 TeV analysis are used [10, 27–29]. All common signal theory uncertainties are treated
as being 100% correlated between all channels. For the luminosity an uncertainty of 3% is assumed.
Other systematic uncertainties are considered to be analysis-specific and treated as uncorrelated between
channels. In the following, two sets of results are presented: using the current theory uncertainties as
summarized above or assuming no theory uncertainties, which is the expected experimental limit for a
measurement. The true situation is therefore expected to lie between these extremes.

Following the approach recommended in Ref. [10], the leading-order tree-level motivated -framework
is used to project the measurements of Higgs coupling scale factors at the HL-LHC. As this framework
does not take into account higher order electroweak corrections beyond the SM, it is not deemed suit-
able for precision measurements. Instead an e↵ective field theory (EFT) approach is currently seen as
the most promising way for future Higgs precision measurements, as it allows to consistently calculate
higher order corrections and also includes CP-odd couplings in a natural extension. Unfortunately such
an EFT machinery is not available yet. However, the main degrees of freedom which are mainly con-
strained from Higgs measurements in such an EFT will be similar to the degrees of freedom present in
the leading-order -framework, so the precision projections presented here for the HL-LHC should stay
approximately valid.

4

ATL-PHYS-PUB-2014-016

• Lot of efforts have been put into 
improving the theoretical 
predictions for Higgs production at 
the LHC 	

• Current predictions may be enough 
to survive until the end of the HL-
LHC run II
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So, are we happy with that?

• In the many cases, the theoretical predictions we have now will 
make it possible to fully profit of the LHC data in the next 
O(few) years	

• However, we must keep in mind the difference between 
accuracy and precision	

• I will discuss one case where accuracy may be the main issue, 
and one where we still miss precision

9
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An accuracy case:	
the extraction of the top mass

• The destiny of the universe seem to be tied 
to the top mass	

• The most recent Tevatron and LHC 
measurements have reached an astonishing 
~0.5 GeV precision	

• However, the signal (e.g. pp→lvjjbb̄) is 
mostly simulated using (NLO+PS) 
generators with intermediate stable tops. 
This may neglect effects such as spin 
correlations and off-shell effects
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Figure 5: Regions of absolute stability, meta-stability and instability of the SM vacuum in the Mt–
Mh plane (upper left) and in the �–yt plane, in terms of parameter renormalized at the Planck
scale (upper right). Bottom: Zoom in the region of the preferred experimental range of Mh and
Mt (the gray areas denote the allowed region at 1, 2, and 3�). The three boundary lines correspond
to ↵s(MZ) = 0.1184 ± 0.0007, and the grading of the colors indicates the size of the theoretical
error. The dotted contour-lines show the instability scale ⇤ in GeV assuming ↵s(MZ) = 0.1184.

determined at hadron colliders su↵ers from O(⇤QCD) non-perturbative uncertainties [41]. A

possibility to overcome this problem and, at the same time, to improve the experimental

error on Mt, would be a direct determination of the MS top-quark running mass from ex-

periments, for instance from the tt̄ cross-section at a future e+e� collider operating above

the tt̄ threshold. In this respect, such a collider could become crucial for establishing the

structure of the vacuum and the ultimate fate of our universe.

As far as the RG equations are concerned, the error of ±0.2 GeV is a conservative

estimate, based on the parametric size of the missing terms. The smallness of this error,

compared to the uncertainty due to threshold corrections, can be understood by the smallness

of all the couplings at high scales: four-loop terms in the RG equations do not compete with

finite tree-loop corrections close to the electroweak scale, where the strong and the top-quark

Yukawa coupling are large.

The LHC will be able to measure the Higgs mass with an accuracy of about 100–200

MeV, which is far better than the theoretical error with which we are able to determine the

condition of absolute stability.
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hybrid fit. Thus a leptonþ jets:all-jets:dilepton fit is
denoted 211 in the case of a 2D fit for the leptonþ jets
channel a 1D fit for the all-jets channel and the AMWT fit
in the dilepton channel.
The most precise set of nonhybrid measurements cor-

responds to the set 211, which gives a result of

mt ¼ 172.40# 0.13ðstatþ JSFÞ
# 0.54ðsystÞ GeV ð211 combinationÞ:

To verify that this gives the most precise combination,
combinations are performed using the other permutations
of the 2012 measurements. The results, listed in Table VII,

are in good agreement with the 211 result but have less
precision, as expected.
For the hybrid results, the effect of constraining the JSF

factor in the mass fits can be examined. There are three
significant new permutations to consider, the h11, hh1, and
2h1 combinations. The results, shown in Table VII, are in
good agreement with the 211 result, with the h11 and hh1
combinations giving the most precise measurements, as
expected. For these the results are

mt ¼ 172.45# 0.13ðstatþ JSFÞ
# 0.47ðsystÞ GeV ðh11 combinationÞ;

mt ¼ 172.44# 0.13ðstatþ JSFÞ
# 0.47ðsystÞ GeV ðhh1 combinationÞ;

both with an overall improvement in precision of 0.07 GeV
with respect to the 211 analysis, and a total uncertainty of
0.48 GeV.

B. Anticorrelation effects

For the results presented here, the signs of most of the
uncertainty contributions are well defined (i.e. for a 1σ shift
in a given quantity, the statistical component of the
estimated systematic uncertainty is significantly smaller
than the value of the uncertainty). This allows a comparison
of the signs of the systematic uncertainties for the different
channels and for the different fitting techniques. An
anticorrelation (i.e. opposite signs) is observed between
several of the terms when comparing the results from a 2D
and a 1D (or AMWT) fit. However, if the 2D fit is replaced
by the corresponding hybrid result, the anticorrelations are
removed. This is illustrated in Fig. 11, which shows the
uncertainty correlations between the leptonþ jets and all-
jets channels for the 2D vs 1D and the hybrid vs 1D cases.
In the 2D vs 1D plot (Fig. 11 left) we observe a significant
number of anticorrelated terms (coming primarily from the
JES and pileup terms), whereas in the hybrid vs 1D plot
(Fig. 11 right) we see no significant anticorrelations. Given
the uncertainty terms that vary between the 2D and hybrid
treatments, it is believed that the observed effect arises from
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FIG. 12. Summary of the CMS mt measurements and their
combination. The thick error bars show the statistical uncertainty
and the thin error bars show the total uncertainty. Also shown are
the current Tevatron [8] and world average [7] combinations.

TABLE VIII. Correlations between input measurements. The elements in the table are labeled according to the
analysis they correspond to (rows and columns read as 2010, 2011, 2012 followed by the tt̄ decay channel name).

2010 2011 2012

dilepton dilepton leptonþ jets all-jets dilepton leptonþ jets all-jets

2010 dilepton 1.00
dilepton 0.15 1.00

2011 leptonþ jets 0.09 0.37 1.00
all-jets 0.10 0.62 0.31 1.00
dilepton 0.09 0.26 0.17 0.17 1.00

2012 leptonþ jets 0.05 0.21 0.30 0.26 0.26 1.00
all-jets 0.06 0.20 0.27 0.28 0.32 0.61 1.00
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The extraction of the top mass: 	
higher orders and spin correlations 

11

• Extracting the top mass from leptonic observables	
• Start with pseudo-data with mtpd=174.3 GeV	
• Use theoretical predictions with different accuracy	
!
!
!
!
!
!
!
!

• Large differences appear in the extracted mt, due to different theoretical 
inputs	

• Better TH simulations improve central value and reliability of uncertainties
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relevant to the mt extraction performed by using only three observables (#1, #4, and #5),

or all of them. These two parts thus are in one-to-one correspondence with (the first row

of) tables 8 and 9, respectively.

Scenario i = 1 i = 1⊕ 2 i = 1⊕ 2⊕ 3

Observables #1, #4, #5

LO+PS+MS 173.61+1.10
−1.34[1.0] 173.63+1.10

−1.34[1.0] 173.62+1.10
−1.34[1.0]

NLO+PS 174.40+0.75
−0.81[3.5] 174.43+0.75

−0.81[3.5] 174.60+0.75
−0.79[3.2]

LO+PS 173.68+1.08
−1.31[0.8] 173.68+1.08

−1.31[0.9] 173.75+1.08
−1.31[0.9]

fNLO 174.73+0.72
−0.74[5.5] 174.72+0.71

−0.74[5.6] 175.18+0.64
−0.71[4.6]

fLO 175.84+0.90
−1.05[1.2] 175.75+0.89

−1.05[1.2] 175.82+0.89
−1.04[1.2]

All observables

LO+PS+MS 175.98+0.63
−0.69[16.9] 176.05+0.63

−0.68[17.8] 176.12+0.61
−0.68[18.9]

NLO+PS 175.43+0.74
−0.80[29.2] 176.20+0.73

−0.79[30.1] 175.67+0.73
−0.76[31.2]

LO+PS 187.90+0.6
−0.6[428.3] 187.71+0.60

−0.60[424.2] 187.83+0.58
−0.60[442.8]

fNLO 174.41+0.72
−0.73[96.6] 174.82+0.71

−0.73[93.1] 175.44+0.70
−0.68[94.8]

fLO 197.31+0.42
−0.35[2496.1] 197.19+0.42

−0.35[2505.6] 197.48+0.36
−0.35[3005.6]

Table 10: Combined extracted values of mt, for various scenarios and two choices of the set of
observables. The pseudodata top mass is mpd

t = 174.32 GeV.

From the upper part of table 10, we see that the use of observables #1, #4, and #5

leads to central mt values which may not be in perfect agreement with the pseudodata

value mpd
t , but are not far from it either, irrespective of the calculational scenario consid-

ered. Furthermore, both the errors and the χ2 values are totally reasonable, and rather

consistent with those of table 8. These findings need not be surprising, because they

could be anticipated in sect. 3.2.2, where observables #1, #4, and #5 have been shown

to be fairly insensitive to shower, NLO, and spin-correlation effects. These effects are ulti-

mately the difference between each of the scenarios considered here, and our reference one,

NLO+PS+MS. It is therefore instructive to see what happens when observables #2 and

#3 are used in the extractions as well (lower part of table 10). Not only the differences

among the central results for the extracted top mass are much larger than before (and

particularly so at the LO in absence of proper spin correlations), but it is especially the

χ2 values that increase dramatically, in spite of (and, in a sense, thanks to) the fact that

the errors remain quite moderate. This is exactly the situation that has been described

in sect. 2.3: the extraction of mt from individual observables is always acceptable and

affected by small errors; however, if the underlying theoretical description is incompatible

with that of the (pseudo)data, the different results will be mutually incompatible. A (cer-

tainly non-unique) way of making explicit the presence of such incompatibilities is through

the computation of a χ2. The lower part of table 10 is thus another, very explicit way

of showing why considering a large number of observables with different characteristics is

always beneficial, in this or in other template-based methods.

– 21 –

mildly compensated by that due to µF ). Thus, the moments computed with scale #3

will be slightly larger than their analogues in the pseudodata. For the reasons explained in

sect. 2.3, this difference then results in a lower (than the input mpd
t ) value for the extracted

top mass, which is what we see in the third row of table 7. The same effect, but (slightly)

in the opposite direction, is at play in the case of scales #1 and #2. Here, the numerical

values of such scales at large pT ’s relative to their small pT counterparts are closer to those

relevant to the pseudodata scales than in the case of scale #3, whence closer-to-mpd
t central

results for the top mass. Given these opposite behaviours, not surprisingly the average of

the three results is closer to mpd
t than any of them; such an average is biased towards the

results of µ̂(1) and µ̂(2), owing to their errors being smaller than those associated with the

extractions with µ̂(3).

scale i = 1 i = 1⊕ 2 i = 1⊕ 2⊕ 3

1 174.67+0.75
−0.77[3.0] 174.67+0.75

−0.77[3.0] 174.61+0.74
−0.77[3.2]

2 174.81+0.83
−0.80[6.2] 174.80+0.82

−0.80[6.2] 174.85+0.82
−0.80[6.1]

3 172.63+1.85
−1.16[0.2] 172.64+1.82

−1.15[0.2] 172.58+1.81
−1.15[0.2]

1⊕ 2⊕ 3 174.44+0.92
−0.87 174.44+0.92

−0.87 174.43+0.91
−0.87

Table 8: As in table 7, with the extractions performed by using observables #1, #4, and #5. The
pseudodata top mass is mpd

t = 174.32 GeV.

We now repeat the combination procedure that has led to the results of table 7, by

including, on top of the mt values obtained with observable #1, also those relevant to

observables #4 and #5; the new combined results are presented in table 8. By far and

large, all comments relevant to table 7 can be repeated here. There is a decrease (less than

10% for all scales) of the errors, which is not large because of two facts: observable #1

induces the smallest errors (in the present observable set), and the observables considered

are sizably correlated, as documented in appendix B. By adding more observables one

starts to see the effects of the inclusion of higher moments; although statistically not

significant, there are trends in the central values which were not visible in the case of a

single observable.

scale i = 1 i = 1⊕ 2 i = 1⊕ 2⊕ 3

1 174.48+0.73
−0.77[5.0] 174.55+0.72

−0.76[5.0] 174.56+0.71
−0.76[5.1]

2 174.73+0.77
−0.80[4.3] 174.74+0.76

−0.79[4.3] 174.91+0.75
−0.79[4.1]

3 172.54+1.03
−1.07[1.6] 172.46+0.99

−1.05[1.6] 172.22+0.95
−1.04[1.4]

1⊕ 2⊕ 3 174.16+0.81
−0.85 174.17+0.80

−0.84 174.17+0.78
−0.84

Table 9: As in table 7, with the extractions performed by using all observables. The pseudodata
top mass is mpd

t = 174.32 GeV.

Finally, in table 9 we present the results obtained by combining the extractions of mt

from all observables; thus, according to the discussion given in sect. 2.3, these have to be
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relevant to the mt extraction performed by using only three observables (#1, #4, and #5),

or all of them. These two parts thus are in one-to-one correspondence with (the first row

of) tables 8 and 9, respectively.

Scenario i = 1 i = 1⊕ 2 i = 1⊕ 2⊕ 3

Observables #1, #4, #5

LO+PS+MS 173.61+1.10
−1.34[1.0] 173.63+1.10

−1.34[1.0] 173.62+1.10
−1.34[1.0]

NLO+PS 174.40+0.75
−0.81[3.5] 174.43+0.75

−0.81[3.5] 174.60+0.75
−0.79[3.2]

LO+PS 173.68+1.08
−1.31[0.8] 173.68+1.08

−1.31[0.9] 173.75+1.08
−1.31[0.9]

fNLO 174.73+0.72
−0.74[5.5] 174.72+0.71

−0.74[5.6] 175.18+0.64
−0.71[4.6]

fLO 175.84+0.90
−1.05[1.2] 175.75+0.89

−1.05[1.2] 175.82+0.89
−1.04[1.2]

All observables

LO+PS+MS 175.98+0.63
−0.69[16.9] 176.05+0.63

−0.68[17.8] 176.12+0.61
−0.68[18.9]

NLO+PS 175.43+0.74
−0.80[29.2] 176.20+0.73

−0.79[30.1] 175.67+0.73
−0.76[31.2]

LO+PS 187.90+0.6
−0.6[428.3] 187.71+0.60

−0.60[424.2] 187.83+0.58
−0.60[442.8]

fNLO 174.41+0.72
−0.73[96.6] 174.82+0.71

−0.73[93.1] 175.44+0.70
−0.68[94.8]

fLO 197.31+0.42
−0.35[2496.1] 197.19+0.42

−0.35[2505.6] 197.48+0.36
−0.35[3005.6]

Table 10: Combined extracted values of mt, for various scenarios and two choices of the set of
observables. The pseudodata top mass is mpd

t = 174.32 GeV.

From the upper part of table 10, we see that the use of observables #1, #4, and #5

leads to central mt values which may not be in perfect agreement with the pseudodata

value mpd
t , but are not far from it either, irrespective of the calculational scenario consid-

ered. Furthermore, both the errors and the χ2 values are totally reasonable, and rather

consistent with those of table 8. These findings need not be surprising, because they

could be anticipated in sect. 3.2.2, where observables #1, #4, and #5 have been shown

to be fairly insensitive to shower, NLO, and spin-correlation effects. These effects are ulti-

mately the difference between each of the scenarios considered here, and our reference one,

NLO+PS+MS. It is therefore instructive to see what happens when observables #2 and

#3 are used in the extractions as well (lower part of table 10). Not only the differences

among the central results for the extracted top mass are much larger than before (and

particularly so at the LO in absence of proper spin correlations), but it is especially the

χ2 values that increase dramatically, in spite of (and, in a sense, thanks to) the fact that

the errors remain quite moderate. This is exactly the situation that has been described

in sect. 2.3: the extraction of mt from individual observables is always acceptable and

affected by small errors; however, if the underlying theoretical description is incompatible

with that of the (pseudo)data, the different results will be mutually incompatible. A (cer-

tainly non-unique) way of making explicit the presence of such incompatibilities is through

the computation of a χ2. The lower part of table 10 is thus another, very explicit way

of showing why considering a large number of observables with different characteristics is

always beneficial, in this or in other template-based methods.
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of) tables 8 and 9, respectively.

Scenario i = 1 i = 1⊕ 2 i = 1⊕ 2⊕ 3

Observables #1, #4, #5

LO+PS+MS 173.61+1.10
−1.34[1.0] 173.63+1.10

−1.34[1.0] 173.62+1.10
−1.34[1.0]

NLO+PS 174.40+0.75
−0.81[3.5] 174.43+0.75

−0.81[3.5] 174.60+0.75
−0.79[3.2]

LO+PS 173.68+1.08
−1.31[0.8] 173.68+1.08

−1.31[0.9] 173.75+1.08
−1.31[0.9]

fNLO 174.73+0.72
−0.74[5.5] 174.72+0.71

−0.74[5.6] 175.18+0.64
−0.71[4.6]

fLO 175.84+0.90
−1.05[1.2] 175.75+0.89

−1.05[1.2] 175.82+0.89
−1.04[1.2]

All observables

LO+PS+MS 175.98+0.63
−0.69[16.9] 176.05+0.63

−0.68[17.8] 176.12+0.61
−0.68[18.9]

NLO+PS 175.43+0.74
−0.80[29.2] 176.20+0.73

−0.79[30.1] 175.67+0.73
−0.76[31.2]

LO+PS 187.90+0.6
−0.6[428.3] 187.71+0.60

−0.60[424.2] 187.83+0.58
−0.60[442.8]

fNLO 174.41+0.72
−0.73[96.6] 174.82+0.71

−0.73[93.1] 175.44+0.70
−0.68[94.8]

fLO 197.31+0.42
−0.35[2496.1] 197.19+0.42

−0.35[2505.6] 197.48+0.36
−0.35[3005.6]

Table 10: Combined extracted values of mt, for various scenarios and two choices of the set of
observables. The pseudodata top mass is mpd

t = 174.32 GeV.

From the upper part of table 10, we see that the use of observables #1, #4, and #5

leads to central mt values which may not be in perfect agreement with the pseudodata

value mpd
t , but are not far from it either, irrespective of the calculational scenario consid-

ered. Furthermore, both the errors and the χ2 values are totally reasonable, and rather

consistent with those of table 8. These findings need not be surprising, because they

could be anticipated in sect. 3.2.2, where observables #1, #4, and #5 have been shown

to be fairly insensitive to shower, NLO, and spin-correlation effects. These effects are ulti-

mately the difference between each of the scenarios considered here, and our reference one,
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Theory mt   [χ2]

MS= tree-level spin correlations 
included with MadSpin  

Artoisenet et al, arXiv:1212.3460
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The extraction of the top mass: 	
off shell effects

• Since very recently, NLO+PS generators are available which include off-
shell effects for top quark productions  
Jezo et al, arXiv:1607.04538 (see also Frederix et al, arXiv:1603.01178 for single top)	

• Simulations including different effects give a different top quark lineshape	
• The details of the generator may reflect in the extracted value of mt

12

of b-jets is consistent with the fact that the bb4l generator has a reduced radiation in

b-jets with respect to Pythia8. In the hvq generator, radiation from the b’s is handled

exclusively by Pythia8, while, in the bb4l generator, the hardest radiation from the b is

handled by POWHEG. It should be stressed, however, that the B fragmentation function has

a considerable sensitivity to the hadronization parameters. It would therefore be desirable

to tune these parameters to B production data in e+e� annihilation, within the POWHEG

framework, in order to perform a meaningful comparison.

In Fig. 13 we show a summary of the shape of the reconstructed top peak comparing

each of the available POWHEG generators for tt̄ production: bb4l, ttb NLO dec and hvq. We

notice a fair consistency between the bb4l generator and the ttb NLO dec one, while larger

deviations are observed comparing against hvq.
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Figure 13. The WjB mass distribution near the top peak for the three generators bb4l (bb̄4`),
ttb NLO dec (tt̄⌦ decay) and hvq (tt̄). In the ratio plot we illustrate relative deviations with respect
to the bb̄4` prediction.

7 Jet vetoes and single-top enriched observables

In this section we investigate the behaviour of the bb4l generator in the presence of b-jet

and light-jet vetoes. Such kinematic restrictions are widely used in order to reduce top

backgrounds in H ! W+W� studies and in many other analyses that involve charged

leptons and missing energy. Also, jet vetoes play an essential role for experimental studies

of Wt single-top production [77, 78]. In particular, the separation of Wt and tt̄ production

typically relies upon the requirement that one large transverse-momentum b-jet is missing

in the first process.

From the theoretical point of view, the separation of Wt and tt̄ production is not

a clear cut one, since the two processes interfere. As pointed out in the introduction,

in the bb4l generator this problem is solved by providing a unified description of tt̄ and

Wt production and decay, where also interference e↵ects are included at NLO. Thus jet

vetoes are expected to enrich the relative single-top content of bb4l samples, resulting in

– 25 –

Jezo et al, arXiv:1607.04538
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Slide from T. Jezo, DIS17	
(Jezo et al, in preparation)
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Still not precise:  
t tb̄b ̄as background for t tH̄  

• ttbb: among the most difficult processes for NLO MCs	
• Very large background for ttH, with sizeable residual 

theoretical uncertainties even at NLO	
• Mass effects are crucial to fill all the phase-space and to cover 

all kinematics configurations (boosted H→bb, b-jets outside 
acceptance, …)	

• Calculations with mb=0 need unphysical cuts to have 
predictions also in the 1-b bin	

• g→bb splitting can affect rate in the Mbb~120 GeV region  
Cascioli et al, arXiv:1309.5912
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ttb ttbb ttbb(mbb > 100)

�LO[fb] 2644+71%
�38%

+14%
�11% 463.3+66%

�36%
+15%
�12% 123.4+63%

�35%
+17%
�13%

�NLO[fb] 3296+34%
�25%

+5.6%
�4.2% 560+29%

�24%
+5.4%
�4.8% 141.8+26%

�22%
+6.5%
�4.6%

�NLO/�LO 1.25 1.21 1.15

�MC[fb] 3313+32%
�25%

+3.9%
�2.9% 600+24%

�22%
+2.0%
�2.1% 181.0+20%

�20%
+8.1%
�6.0%

�MC/�NLO 1.01 1.07 1.28

�2b
MC[fb] 3299 552 146

�2b
MC/�NLO 1.00 0.99 1.03

Table 1: Cross sections with standard ttb and ttbb cuts and with an additional cut, mbb > 100 GeV. Full MC@NLO predictions (�MC) are
compared to results obtained with parton-shower g ! bb̄ splittings switched o↵ (�2b

MC). The first and second uncertainty represent ⇠R and
⇠F variations. In the MC@NLO case, the latter is combined with ⇠Q variations in quadrature.

consistently included in the virtual corrections via zero-
momentum subtraction of the heavy-quark loops in the
renormalisation of ↵s.

As renormalisation scale we employ the geometric av-
erage of the top-quark and b-quark transverse energies,4

µ4
R = ⇠4R

Y

i=t,̄t,b,b̄

ET,i = ⇠4R
Y

i=t,̄t,b,b̄

q
m2

i + p2T,i , (4)

which represents a natural generalisation of the dynam-
ical scale µ2 = mt

p
pT,bpT,b̄ introduced in [6]. The de-

fault scale corresponds to ⇠R = 1, and ⇠R parametrises
scale variations. To NLO accuracy, this choice corresponds
to ↵4

s (µR) '
Q

i ↵s(ET,i) and guarantees that the strong-
coupling factors associated to the production of the vari-
ous final-state objects adapt to the respective transverse
energies. The factorisation and resummation scales, which
define the available phase space for QCD radiation, are re-
lated to the average top-quark transverse energy via

µF =
⇠F
2
(ET,t + ET,̄t), µQ = ⇠QµF. (5)

The default scale choice corresponds to ⇠F = ⇠Q = 1,
and ⇠F parametrises correlated variations of µF and µQ,
while ⇠Q controls additional variations of µQ with fixed
µF. QCD partons, including b-quarks and excluding only
top-quarks, are recombined into IR-safe jets using the anti-
kT algorithm [30] with jet-resolution parameter R = 0.4.
Events are categorised according to the number Nb of re-
constructed b-jets with pT > 25 GeV and |⌘b| < 2.5. In
this respect, we classify as b-jet any jet involving at least
a b-quark, which includes also the case of collimated bb̄
pairs resulting from the splitting of energetic gluons. This
is, at least experimentally, the most realistic b-jet defini-
tion, and its implementation at NLO is possible only in

4 Note that a dynamical QCD scale defined in terms of b-quark
momenta is infrared safe for mb > 0, while for massless b-quarks a
scale based on b-jet momenta should be used.

presence of massive b-quarks. In fact, in calculations with
massless b-quarks, collimated bb̄ pairs must be handled as
gluon-jets in order to avoid collinear singularities.

To investigate NLO and MC@NLO correction e↵ects
we considered an exclusive ttbb sample, with events in-
volving Nb � 2 b-jets, and a more inclusive ttb sample
with Nb � 1. For the ttbb sample an additional analysis
is performed with a cut on the invariant mass of the first
and second b-jet, mbb > 100 GeV, which corresponds to
the tt̄H(bb̄) signal region. The respective LO, NLO and
MC@NLO cross sections are reported in Table 1. In order
to isolate contributions arising from b-quarks emitted by
the parton shower, we also present MC@NLO predictions
generated in absence of g ! bb̄ parton-shower splittings.
Scale uncertainties are assessed via independent factor-two
variations of ⇠R and ⇠F. Additional scale uncertainties re-
lated to the parton shower are included via ⇠Q = 2±1/2

variations of the resummation scale and are combined in
quadrature with ⇠F variations.

Fixed-order results in Table 1 feature NLO K-factors
close to 1.2, with ±0.05 variations depending on the selec-
tion cuts. This is consistent with the O(20%) contribution
of b-quarks to the running of ↵4

s (µ) from mb to µR, and
with the fact that the corresponding K-factor in the five-
flavour scheme, where b-quark contributions are included
in the running of ↵s, is very close to one [31]. In this re-
spect, let us note that a fully consistent resummation of
ln(µR/mb) terms associated with the running of ↵s would
increase the tt̄bb̄ NLO cross section by about 9% as com-
pared to standard 4F-scheme predictions presented in this
letter. This estimate was obtained using a modified set of
MSTW four-flavour PDFs with five active flavours in the
evolution of ↵s.

Scale uncertainties in Table 1 are dominated by
renormalisation-scale variations and decrease from about
60–70% at LO to 20–30% at NLO. Scale variations at NLO
and MC@NLO level are rather similar. In presence of stan-
dard ttb and ttbb cuts, matching to the parton shower

3

without g→bb  
splittings  

in the shower 

PS effects are 4x larger in the Higgs signal region than for the total 
cross section

Turning g→bb splittings off in the shower brings the effects in the 
Higgs signal region to similar values as for the total cross section 
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Table 1: Cross sections with standard ttb and ttbb cuts and with an additional cut, mbb > 100 GeV. Full MC@NLO predictions (�MC) are
compared to results obtained with parton-shower g ! bb̄ splittings switched o↵ (�2b

MC). The first and second uncertainty represent ⇠R and
⇠F variations. In the MC@NLO case, the latter is combined with ⇠Q variations in quadrature.

consistently included in the virtual corrections via zero-
momentum subtraction of the heavy-quark loops in the
renormalisation of ↵s.

As renormalisation scale we employ the geometric av-
erage of the top-quark and b-quark transverse energies,4

µ4
R = ⇠4R

Y

i=t,̄t,b,b̄

ET,i = ⇠4R
Y

i=t,̄t,b,b̄

q
m2

i + p2T,i , (4)

which represents a natural generalisation of the dynam-
ical scale µ2 = mt

p
pT,bpT,b̄ introduced in [6]. The de-

fault scale corresponds to ⇠R = 1, and ⇠R parametrises
scale variations. To NLO accuracy, this choice corresponds
to ↵4

s (µR) '
Q

i ↵s(ET,i) and guarantees that the strong-
coupling factors associated to the production of the vari-
ous final-state objects adapt to the respective transverse
energies. The factorisation and resummation scales, which
define the available phase space for QCD radiation, are re-
lated to the average top-quark transverse energy via

µF =
⇠F
2
(ET,t + ET,̄t), µQ = ⇠QµF. (5)

The default scale choice corresponds to ⇠F = ⇠Q = 1,
and ⇠F parametrises correlated variations of µF and µQ,
while ⇠Q controls additional variations of µQ with fixed
µF. QCD partons, including b-quarks and excluding only
top-quarks, are recombined into IR-safe jets using the anti-
kT algorithm [30] with jet-resolution parameter R = 0.4.
Events are categorised according to the number Nb of re-
constructed b-jets with pT > 25 GeV and |⌘b| < 2.5. In
this respect, we classify as b-jet any jet involving at least
a b-quark, which includes also the case of collimated bb̄
pairs resulting from the splitting of energetic gluons. This
is, at least experimentally, the most realistic b-jet defini-
tion, and its implementation at NLO is possible only in

4 Note that a dynamical QCD scale defined in terms of b-quark
momenta is infrared safe for mb > 0, while for massless b-quarks a
scale based on b-jet momenta should be used.

presence of massive b-quarks. In fact, in calculations with
massless b-quarks, collimated bb̄ pairs must be handled as
gluon-jets in order to avoid collinear singularities.

To investigate NLO and MC@NLO correction e↵ects
we considered an exclusive ttbb sample, with events in-
volving Nb � 2 b-jets, and a more inclusive ttb sample
with Nb � 1. For the ttbb sample an additional analysis
is performed with a cut on the invariant mass of the first
and second b-jet, mbb > 100 GeV, which corresponds to
the tt̄H(bb̄) signal region. The respective LO, NLO and
MC@NLO cross sections are reported in Table 1. In order
to isolate contributions arising from b-quarks emitted by
the parton shower, we also present MC@NLO predictions
generated in absence of g ! bb̄ parton-shower splittings.
Scale uncertainties are assessed via independent factor-two
variations of ⇠R and ⇠F. Additional scale uncertainties re-
lated to the parton shower are included via ⇠Q = 2±1/2

variations of the resummation scale and are combined in
quadrature with ⇠F variations.

Fixed-order results in Table 1 feature NLO K-factors
close to 1.2, with ±0.05 variations depending on the selec-
tion cuts. This is consistent with the O(20%) contribution
of b-quarks to the running of ↵4

s (µ) from mb to µR, and
with the fact that the corresponding K-factor in the five-
flavour scheme, where b-quark contributions are included
in the running of ↵s, is very close to one [31]. In this re-
spect, let us note that a fully consistent resummation of
ln(µR/mb) terms associated with the running of ↵s would
increase the tt̄bb̄ NLO cross section by about 9% as com-
pared to standard 4F-scheme predictions presented in this
letter. This estimate was obtained using a modified set of
MSTW four-flavour PDFs with five active flavours in the
evolution of ↵s.

Scale uncertainties in Table 1 are dominated by
renormalisation-scale variations and decrease from about
60–70% at LO to 20–30% at NLO. Scale variations at NLO
and MC@NLO level are rather similar. In presence of stan-
dard ttb and ttbb cuts, matching to the parton shower
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Figure 2: Transverse momentum of the first light jet and invariant mass of the first two b-jets with standard ttbb cuts. The MC@NLO
bands display the combination in quadrature of µR, µF and µQ scale variations. The MC@NLO2b curve is obtained by switching o↵ g ! bb̄
splittings in the parton shower.

shifts the NLO cross section by only 1% and 6%, respec-
tively. However, the MC@NLO correction to tt̄bb̄ finals
states is quite sensitive to the invariant mass of the bb̄
pair and turns out to be enhanced by a factor four in the
region mbb̄ > 100GeV, which is relevant for Higgs-boson
searches. This MC@NLO e↵ect—which clearly exceeds
the magnitude of the Higgs signal in the present tt̄H(bb̄)
analyses [3, 4]—tends to disappear if g ! bb̄ splittings are
switched o↵ in the parton shower.5 As discussed below,
various features indicate that this e↵ect is dominated by
the double-splitting mechanism depicted in Fig. 1.b.

The di↵erential distributions in Figs. 2 and 3 provide
examples of nontrivial matching corrections. Standard
ttbb cuts are applied, and the MC@NLO bands display
the combination in quadrature of µR, µF and µQ scale
variations. The corresponding uncertainties are typically
around 30% and tend to increase in the tails, also due to
statistical fluctuations. The transverse momentum of the
first non-b jet (Fig. 2.a) shows the typical MC@NLO be-
haviour. At transverse momenta above the resummation
scale, where the parton shower stops emitting, MC@NLO
and NLO predictions agree well. The fixed-order infrared
singularity at small pT is consistently damped by the Su-
dakov form factor, and Sudakov e↵ects start to be impor-
tant already at pT ⇠ 50 GeV. This reflects the presence
of intense QCD radiation resulting from the gluon-gluon
initial state and from the high center-of-mass energy of the

5 Note that only full MC@NLO predictions should be regarded as
physical, while results without g ! bb̄ parton-shower splittings are
showed only for technical aims, namely to illustrate the relevance of
multiple bb̄ production.

tt̄bb̄ system. In the intermediate pT region we observe an
MC@NLO correction of about +30% wrt. NLO. This can
be attributed to g ! bb̄ parton-shower splittings and to
the enhancement of the first shower emission that results
from the (B+V +I) term in (1). The precise position and
magnitude of the MC@NLO/NLO maximum depend on
the choice of the renormalisation and resummation scales,
and scale variations permit assessing related higher-order
uncertainties inherent in the matching procedure.

Figure 2.b confirms that matching corrections are quite
sensitive to the invariant mass of the first two b-jets. The
MC@NLO/NLO ratio grows with mbb and reaches 25–
30% in the Higgs-signal region, mbb ⇠ 125 GeV. This
enhancement at high invariant mass can be attributed to
tt̄+2 b-jets production via double g ! bb̄ splittings, since
this mechanism is kinematically favoured by the fact that
the probability that two hard gluons split into collinear
bb̄ pairs does not decrease when the invariant mass of the
gluon pair grows. This interpretation is confirmed by the
fact that the shape of the MC@NLO mbb distribution be-
comes almost identical to the NLO one if g ! bb̄ splittings
are switched o↵ in the parton shower. Further evidence of
the correctness of the above picture is provided by the fact
that the MC@NLO excess increases with the di-jet invari-
ant mass at a similar rate as the ratio of the tt̄gg to tt̄bb̄
cross sections. For instance, using LO matrix elements,
we checked that both quantities increase by a factor two
in the range between 100 and 250GeV.

The plots in Fig. 3, where an additional cut mbb >
100 GeV is applied, reveal distinctive kinematic features
of the MC@NLO enhancement in the Higgs-signal region.
The unambiguous MC@NLO/NLO peaks that appear in

4



Marco Zaro, 19-04-2017

t tb̄b ̄tool comparison 
YR4:  arXiv:1610.07922

16

May 4, 2016 – 15 : 37 DRAFT 158

Selection Tool �NLO [fb] �NLO+PS [fb] �NLO+PS/�NLO

nb � 1 SHERPA+OPENLOOPS 12820+35%
�28% 12939+30%

�27% 1.01

MADGRAPH5_AMC@NLO 13833+37%
�29% 1.08

POWHEL 10073+45%
�29% 0.79

nb � 2 SHERPA+OPENLOOPS 2268+30%
�27% 2413+21%

�24% 1.06

MADGRAPH5_AMC@NLO 3192+38%
�29% 1.41

POWHEL 2570+35%
�28% 1.13

Table 6.34: Fixed-order NLO and NLO+PS predictions for integrated tt̄ + b-jets cross sections at 13 TeV in bins
with nb � 1 and nb � 2 b jets.

soft events, it is natural to chose hdamp of the same order of µQ. Thus the choice hdamp = HT /2 was2905

adopted in the POWHEL simulation.2906

Variations of the resummation scale and of the hdamp parameter have not been considered in this2907

study.2908

8.4 NLO+PS predictions for t¯t + b-jets cross sections in b-jet bins2909

In the following we compare integrated and differential NLO+PS predictions for tt̄ + b-jets production2910

with a certain minimum number of b jets, nb > Nb. In particular we focus on the bins with nb � 12911

or nb � 2, which are the most relevant ones for tt̄H(bb̄) analyses. For the jet definition the anti-kT2912

algorithm with R = 0.4 is adopted, and jets that involve one or more b-quark constituents are classified2913

as b-jets. Note that also jets that result from collinear g ! bb̄ splittings are handled as b jets. Moreover2914

no requirement is imposed on the minimum transverse momentum of b quarks inside b jets. Events are2915

categorised according to the number nb of resolved b jets within the acceptance region,2916

pT,b > 25 GeV , |⌘b| < 2.5 . (6.44)

Let us recall that top quarks are treated as stable particles, thus the two b quarks that arise from top2917

decays as well as possible extra b quarks from the showering of top-decay products are not included2918

in nb. Apart from the requirement nb � Nb no additional cut will be applied.15 In order to illustrate2919

the importance of parton shower effects, the various NLO+PS predictions presented in the following are2920

also compared to fixed-order NLO predictions. The latter are based on SHERPA+OPENLOOPS and are2921

obviously independent of the employed parton shower and matching scheme.2922

All quoted theoretical uncertainties correspond to factor-two variations of the renormalisation and2923

factorisation scales. In Figs. 33–41 they are shown as bands, and, to improve readability, three different2924

ratio plots are shown, where all results are normalised to one particular NLO QCD+PS prediction and2925

the corresponding scale variation band is shown.2926

Results for the tt̄+b-jets cross sections with nb � Nb b jets for various values of Nb are presented2927

in Table 6.34 and Figs. 33. In the following we will refer to the results for Nb = 1, 2, 3, 4 as ttb, ttbb,2928

tt + 3b and tt + 4b cross sections, respectively. For the ttb and ttbb cross sections, which are described2929

at NLO accuracy, the various NLO+PS predictions turn out to be in decent mutual agreement. More2930

precisely, ttb predictions based on the 4FNS (SHERPA+OPENLOOPS and MADGRAPH5_AMC@NLO)2931

agree very well with each other and with fixed-order NLO, and the 5FNS ttb simulation (POWHEL) lies2932

only 20% lower, despite that it was not designed to describe final states with a single b-jet (due to the2933

generation cuts).2934

15To be more precise, the SHERPA+OPENLOOPS and MADGRAPH5_AMC@NLO samples are fully inclusive, while in the case
of POWHEL the technical cuts Eq. (6.42) are applied as discussed above.
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Fig. 34: Fixed-order NLO and NLO+PS top-quark distributions for pp ! tt̄+ � 1 b jets at 13 TeV. Ratio plots
like in Fig. 33.
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Fig. 37: Fixed-order NLO and NLO+PS top-quark distributions for pp ! tt̄+ � 2 b jets at 13 TeV. Ratio plots
like in Fig. 33.
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178 I.6.8. NLO+PS simulations of tt̄bb̄ production

I.6.8.c Input parameters and scale choices4637

To simulate tt̄bb̄ production at 13 TeV the input parameters mt = 172.5 GeV, mb = 4.75 GeV and4638

↵(5F )
s (MZ) = 0.118 have been used together with NNPDF3.0 parton distributions at NLO, as discussed4639

above.13 The central values of the renormalisation and factorisation scales have been chosen as4640

µR,0 =

0

@

Y

i=t,t̄,b,b̄

ET,i

1

A

1/4

, µF,0 =
HT

2
=

1

2

X

i=t,t̄,b,b̄,j

ET,i, (I.6.43)

where ET,i =
q

M2
i + p2

T,i denotes the transverse energy of top and bottom quarks, defined at parton4641

level. Note that also extra parton emissions contribute to the total transverse energy HT in Eq. (I.6.43).4642

Theoretical uncertainties have been assessed by means of standard variations µR = ⇠RµR,0, µF =4643

⇠F µF,0 with 0.5 < ⇠R, ⇠F < 2 and 0.5 < ⇠R/⇠F < 2.4644

The CKKW inspired renormalisation scale choice in Eq. (I.6.43) is based on [419] and takes into4645

account the fact that top and bottom quarks are produced at widely different scales ET,b ⌧ ET,t. This4646

turns out to improve the perturbative convergence as compared to a hard global scale of order mt. In4647

particular, in the 4FNS it was checked that using µR = HT /2 instead of µR = µR,0 increases the K-4648

factor by 0.25 and reduces the NLO cross section by about 40%, which is only barely consistent with the4649

level of uncertainty expected from factor-two scale variations. Moreover, computing LO and NLO cross4650

sections using PDFs and ↵s values at NLO throughout14 yields K-factors around 2 with µR = µR,0 and4651

about 0.25 higher with µR = HT /2. Thus both scale choices seem to be suboptimal, and in order to4652

improve the convergence of the perturbative expansion, a scale even softer than Eq. (I.6.43) should be4653

considered in the future. In any case a hard scale of type µR = HT /2 is not recommended.4654

In the context of the MC@NLO matching approach, where the resummation scale µQ, i.e. the4655

parton shower starting scale, is a free parameter, it is natural to identify this scale with the factorisation4656

scale. Thus µQ = µF,0 = HT /2 was used in the SHERPA+OPENLOOPS simulation. In the case of4657

MADGRAPH5_AMC@NLO a different choice had to be adopted since only resummation scales of the4658

form µQ = ⇠
p

ŝ are supported, where the prefactor ⇠ is randomly distributed in the freely adjustable4659

range [⇠min, ⇠max] with a distribution that is strongly peaked at (⇠min + ⇠max)/2 [48]. Comparing the4660

HT /2 and µQ = ⇠
p

ŝ distributions it was observed that the respective peaks lie around 200 GeV and4661

400 GeV when the default MADGRAPH5_AMC@NLO settings (⇠max, ⇠max) = (0.1, 1) are used, i.e. the4662

default µQ in MADGRAPH5_AMC@NLO is much harder.4663

Given that MC@NLO predictions for tt̄bb̄ production are quite sensitive to µQ, it was decided to4664

lower the ⇠ upper bound to ⇠max = 0.25, which brings the µQ reasonably close to HT /2. We note that4665

this choice is also supported by the study of an MADGRAPH5_AMC@NLO simulation of Hbb̄ produc-4666

tion in the 4FNS [425], where it was found that reducing ⇠max from 1 to 0.25 strongly improves the4667

convergence of NLO+PS and NLO distributions at large transverse momenta.4668

In the POWHEG matching method, the resummation scale is not a freely adjustable parameter,4669

since the first emission on top of tt̄bb̄ events is entirely described by matrix elements, and the corre-4670

sponding transverse momentum scale sets the upper bound for subsequent shower emissions. Neverthe-4671

less, POWHEG simulations involve a parameter hdamp that separates the first-emission phase space into a4672

singular region, where the first emission is resummed and corrected with a local K-factor, and a remnant4673

region, where it is handled as at fixed-order NLO. Given the analogy with the separation of soft and4674

hard events in the MC@NLO approach, and given that µQ represents the upper bound for emissions off4675

13Note that the employed NNPDFs and related ↵s(MZ) value in the 4FNS are derived from variable-flavour-number
NNPDFs with ↵(5F )

s (MZ) = 0.118 via appropriate backward and forward evolution with five and four active flavours, re-
spectively.

14With this approach K-factors are much less dependent on the employed PDF sets and reflect the convergence of the
perturbative expansion in a more realistic way as compared to using LO inputs for the LO cross section.
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mb=0 + Mbb cut
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shower scale and matching 	

details in MG5_aMC
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Figure 107: (7) Fixed-order NLO and NLO+PS distributions of the bb̄ and tt̄ systems for pp ! tt̄+ � 2 b jets at
13 TeV. Ratio plots like in Figure 101.

Large discrepancies appear also in the signal region 
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Conclusions

• Precision physics is of paramount importance at the LHC	
• Great progresses have been achieved in the computation of 

higher-order corrections to cross sections and distributions, 
which make it possible to profit of the LHC data in the next 
years 	

• t tb̄b ̄(and in general processes with bb ̄+ a heavy object) are a 
notable exception. A better understanding of these processes is 
needed!	

• At this level of precision, other effects besides perturbative 
corrections start to play an important role if we want to have 
accurate and precise measurements
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Backup slides
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Jets at NNLO and impact on PDF fits

• NNLO predictions to inclusive-jet production 
have been computed  
Currie et al, arXiv:1611.01460, arXiv:1704.00923	

• NNLO predictions show an unusually large 
dependence on the choice of renormalization/
factorization scale	

• The jet-by-jet pT scale is to be preferred. 
However:	
• It is an ‘unphysical’ scale choice 	
• It generates larger NNLO/NLO K-factors	

• More studies are needed…

20
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Fig. 6. The NNLO predictions normalized to data for two di↵erent scale choices,
individual jet pT (red) and leading jet pT (green). The bands correspond to the
variation of µ = µR = µF by factors of 0.5 and 2 about the central scale choice.

the pT scale choice is more consistent1. The inconsistencies between the
theoretical calculations clearly poses a problem when it comes to deciding
which scale should be used when comparing to data or fitting PDFs.

The NNLO calculation with pT scale choice appears to provide a good
description of the data, better than with the pT1 scale choice. However, it
achieves this by generating a relatively large NNLO/NLO K-factor along-
side a slightly deteriorating scale dependence. As an unphysical scale in
the theoretical calculation, there is no a priori preferred parameterization
except for scales which minimize the disruptive influence of large logarithms
on the perturbative expansion. It is often sensible to choose a scale which
reflects the underlying Born-level kinematics, which for jet production is
the LO 2 ! 2 scattering where the two scales considered here coincide. The
significant e↵ect of this scale ambiguity on the NNLO predictions, and the
lack of a theoretically well motivated preference, motivates further study

1 The data is being used here merely as a reference point; we are using NNLO PDFs
and so any genuine comparison of the NLO predictions to data is inappropriate. In
any case the NLO PDF has been fitted to this data for the scale choice pT .
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Bottom-mass effects on the Z-pT 
spectrum

21

• An excellent measurement of Z-pT distribution at 
the LHC is crucial:	
• Fundamental ingredient of MC tunes	
• The modelling of the W boson pT strongly relies 

on the understanding of the Z pT → crucial for 
the extraction of the W mass	

• Z-pT measurements at Run-I already hit the 1% wall 	
• Excellent predictions exist for Z+jet production 

(NNLO) 
Boughezal et al, 1512.01291, Gehrmann-de Ridder et al, arXiv:1605.04295	

• Are the bottom-mass effects under control? 

Figure 5. The inclusive dilepton cross section for the same m`` bins as in Figure 4 and with
a rapidity cut on the Z boson of |yZ | < 2.4. The experimental data is taken from the ATLAS
analysis in Ref. [15]. The ticks on the vertical error bands denote the systematic uncertainty from
the measurement, the vertical bars without the ticks are the luminosity uncertainty only. The blue
bands show the NNLO prediction with scale uncertainty.
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Figure 6. The normalised double-di↵erential transverse momentum distribution for the Z boson
in windows of invariant mass of the leptons, m``, with a rapidity cut on the Z boson of |yZ | < 2.4.
The ATLAS data is taken from Ref. [15]. The green bands denote the NLO prediction with scale
uncertainty and the blue bands show the NNLO prediction with scale uncertainty.
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Figure 4. The unnormalised double-di↵erential transverse momentum distribution for the Z boson
in windows of invariant mass of the leptons, m``, with a rapidity cut on the Z boson of |yZ | < 2.4.
The ATLAS data is taken from Ref. [15]. The luminosity error is not shown. The green bands
denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction
with scale uncertainty.

against a parton at high transverse momentum. So our NNLO prediction for the inclusive

cross section in these mass bins is e↵ectively only NLO accurate, with consequently larger

scale dependence. In the three bins with larger m``, the scale uncertainty on the NNLO

prediction is below 0.7%, which results in tension between data and theory at the level of

two standard deviations.

Combining together the unnormalised di↵erential distribution with the inclusive cross

sections, we obtain the normalised distributions shown in Figure 6. Because of the large

scale uncertainty in the inclusive cross section, the theoretical errors dominate the low m``

bins. At large m``, the tension between the data and NNLO theory is largely relieved.

At the highest values of pZT , the tendency of the data to fall below the theory prediction

may be an indication of the onset of electroweak corrections [11], which are negative in

this region. Any remaining tension for medium values of pZT could potentially be accounted

for revisiting the parton distribution functions (especially the gluon distribution) in the

kinematical region relevant to this measurement.

The same tension between NNLO theory and ATLAS data for the unnormalised distri-

bution is visible in Figure 7, which shows the unnormalised double-di↵erential distribution

with respect to the transverse momentum of the Z boson for 66 GeV < m`` < 116 GeV

– 7 –
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Still, there are some issues…

• No single tune / tool able to describe simultaneously various 
invariant-mass and rapidity bins

22
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Include b-mass effects  
in inclusive-Z samples	

Bagnaschi, Maltoni, Vicini, MZ, in preparation

23

• Heavy quarks give distinctive contributions to Z-boson 
production 	

• In an inclusive (5F) Z-boson sample, two kind of 
contributions lead b quarks / B hadrons in the final state:	
• Backward evolution of the bb-̄initiated process	
• Final-state g→bb ̄splitting 	

• The description of both contributions can be improved by 
using the Zbb ̄4FS calculation, where they are described at 
the ME-level	

• Combination: take the 5FS computation, shower the 
events and veto all events which have B hadrons in the 
final state. Then add the Zbb ̄calculation in the 4FS	

• A similar strategy has been proposed to generate an 
unified sample for t t ̄(+jets) and t tb̄b ̄Moretti et al, arXiv:1510.08468
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The b-initiated contribution 	
to the Z pT in various approximations

1. Introduction

1.1 Drell-Yan with and without heavy quarks, p

Z
? and mW

1.2 Flavor decomposition of DY observables

The relative importance of di↵erent flavors of quarks in DY processes can be estimated

by computing the individual contributions of quarks to the total cross section for NC-DY

within the acceptance cuts discussed in Section 1.3. This decomposition has not a physical

meaning but it is of technical interest, to appreciate the accuracy goal in the description of

each flavor of quark. Although all the active flavors in the proton are described as massless

initial state quark cross section (pb) %

u 374.44 ± 0.62 35.0

d 391.15 ± 0.63 36.5

c 91.44 ± 0.34 8.6

s 170.43 ± 0.45 15.9

b 43.13 ± 0.26 4.0

total 1070.58 ± 0.86 100.0

Table 1: Flavor decomposition of the total cross section within the acceptance cuts, computed
with 5 active massless quarks in the proton.

fields, nevertheless the e↵ect of their mass, in particular for the heavy quarks, is introduced

in their evolution equations, starting from an energy scale set to be of O(mq), with mq

the mass of the quark. These boundaries, combined with all the other constraints satisfied

by the proton PDFs, yield a di↵erent distribution with respect to partonic x of the heavy

quark PDFs, compared to the ones of the light quarks. In turn these di↵erences a↵ect the

contribution of the heavy quark subprocesses to observables like the p

Z
? distribution. In

Figure 1 we appreciate the shape of the various contributions initiated by di↵erent quark

flavors, with a harder spectrum in the case of heavy quarks. The discussion of the heavy

quark contribution to DY processes has an impact not only on the normalization, but also

on the shape of observables like the p

Z
? distribution.

1.3 Setup of the simulations

In this letter we study the processes

pp ! e

+
e

� + X, (1.1)

pp ! e

+
e

� + bb̄ + X (1.2)

pp ! e

+
⌫e + X, (1.3)

in a setup typical of the LHC, with
p

S = 13 TeV.

Unless stated otherwise, the simulations have been run with NLO+PS accuracy with

the codes aMC@NLO (all the processes have been generated within the same computational

framework) and POWHEG (the three processes can be found in the respective directories of

– 2 –

Flavour decomposition of the 5FS cross section
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Bottom-mass effects	
on the Z-boson pT

• Effects are rather small, but have impact on the small-pT shape	
• fNLO has a flat, slightly negative effect 
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±2%

Effect of vetoing 
B hadrons in the 
5FS simulation

B hadrons from 
PDFs backward 

evolution

B hadrons from 
final state splittings
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Estimate of the impact on 	
the extraction of mW

• Comparisons between Z-pT predictions and data are used to 
extract non-perturbative parameters (NPPs), encoded e.g. in parton 
showers or hadronization models	

• These NPPs are also used for other processes like charged-current 
Drell-Yan.	

• The propagation of their uncertainties affects the extraction of 
quantities like mW	

• We assume that: 	
• the fit of NPPs is equally good when the standard (5FS) and our 

‘imporved’ predictions are used 	
• the NPPs do not depend on the energy (at least they do not change 

between mW and mZ)	
• Under these assumptions, changes on the Z pT are reflected on the 

W pT. What is the effect on the extraction of mW?
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Strategy:

• Generate a sample of p p → e+ ve events	
• Reweight the pT(W) distribution using the 

improved pT(Z) predictions	
• Fit mW using the reweighted predictions by using 

pT(e+), ETmiss and mT(W) 	
• Fits are done at the level of shapes only, in the 

range ΔmW=±50MeV
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Results of the fit

• The transverse mass show the smallest 
sensitivity with no visible shift	

• The preferred values of pT(e+) / ETmiss are 
shifted up to +7/10 MeV (NLO+PS with 
the highest shower scale)	

• A ‘reasonable’ shower scale gives an effect 
of +4/5 MeV on pT(e+) / ETmiss	

• The fNLO calculation, due to the lack of 
radiation, gives a shift which is even of the 
opposite sign; PS effects are important	

• Take these numbers as indicative ones, as 
inputs to perform a real analysis (e.g. with 
true fits of NPPs using our ‘improved’ 
description)	

• Some preliminary results with Powheg 
seem to confirm the trend
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EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

Submitted to: EPJC CERN-EP-2016-305
26th January 2017

Measurement of the W-boson mass in pp collisions
at
p

s = 7 TeV with the ATLAS detector

The ATLAS Collaboration

A measurement of the mass of the W boson is presented based on proton–proton collision
data recorded in 2011 at a centre-of-mass energy of 7 TeV with the ATLAS detector at the
LHC, and corresponding to 4.6 fb�1 of integrated luminosity. The selected data sample
consists of 7.8 ⇥ 106 candidates in the W ! µ⌫ channel and 5.9 ⇥ 106 candidates in the
W ! e⌫ channel. The W-boson mass is obtained from template fits to the reconstructed
distributions of the charged lepton transverse momentum and of the W boson transverse
mass in the electron and muon decay channels, yielding

mW = 80370 ± 7 (stat.) ± 11 (exp. syst.) ± 14 (mod. syst.) MeV
= 80370 ± 19 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental system-
atic uncertainty, and the third to the physics-modelling systematic uncertainty. A meas-
urement of the mass di↵erence between the W+ and W� bosons yields mW+ � mW� =

�29 ± 28 MeV.

c� 2017 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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mW + − mW −  = −29 ± 28 MeV 

Standard ModelF.BALLI — W boson mass measurement with ATLAS — DIS 2017

mW extraction

16

• !2 template fit to the data in each 
category (distribution, charge, 
lepton channel, ηl bin) 

• All categories give consistent 
result —> strength of detector 
calibration and physics modelling 

• combination using BLUE method

ATLAS, arXiv:1701.7240


