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INTRODUCTION ■

P
roject management is the application of tools, techniques, process-
es, and knowledge skills in order to manage and control a unique,
temporary, and multidisciplinary task (Kliem & Ludin, 1998). Project
management can be seen as a process that starts from the definition

of project scope and objectives and ends with the fulfillment of project
requirements. As the Project Management Institute (2008) stated, the main
phases involved in project management are: initiating, planning, executing,
monitoring and controlling, and closing. An important process that requires
the project team to plan and control the complexity of the activities involved
in the project is the calculation of estimates at completion, both in terms of
cost (EAC) and time (EAC(t)). In fact, project management requires a forward
control mechanism to manage the high level of uncertainty and innovation
that can affect a project, and in this context estimates at completion repre-
sent a prerequisite for identifying and implementing suitable corrective
measures in a timely manner.

In general, during the project life cycle, at a given time now (TN), a part
of the work is completed and a part of the work still has to be done (see
Figure 1).

From Figure 1, the two components of the estimate at completion may be
analyzed: the actual cost (AC) of the work completed (WC) and the estimate
to complete (ETC) of the work remaining (WR). It should be noted that in a
typical feed-forward loop the only way to influence the overall project per-
formance is to take actions affecting the WR. Forecasting activities are criti-
cally important in project management; therefore, the feedback drawn from
the estimates at completion can increase the probability of achieving the
project schedule, quality, and cost objectives, highlighting the possible need
for corrective actions that can adjust the project plan (Anbari, 2003). Figure 1
also underlines the decreasing effectiveness of the corrective actions and the
increasing level of information available along the project life cycle.

In order to provide an accurate estimate at completion, it should be
based on two sources of information (Caron et al., 2006): (1) the data records
collected during the WC, which constitute the explicit knowledge, and (2) the
experts’ opinions about the WR. The latter component derives from the tacit
knowledge possessed by the experts, which is very valuable for forecasting
purposes but difficult to formalize. Although the data records are related to
the past, experts’ knowledge may help to forecast the future, in particular
regarding the overall WR.
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ABSTRACT ■

Forecasting represents a core project manage-
ment process. Estimates at completion in terms
of cost and schedule provide essential data and
advice to the project team in order to lead and
control the project and implement suitable cor-
rective measures. In order to improve the fore-
casting process, a Bayesian model has been
developed within the earned value management
framework aiming to calculate a confidence
interval for the estimates of both cost and
schedule at the completion of the project. The
model is based on the integration of data
records and qualitative knowledge provided by
experts. The model has been tested in an oil and
gas project.
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The goal of this article is to intro-
duce an “estimate at completion”
model that utilizes the experts’ tacit
knowledge and uses it in combination
with project data records. The integra-
tion of data records and experts’ judg-
ments can lead to an improved accura-
cy of estimate at completion. In partic-
ular, the main contribution that can be
derived from the subjective informa-
tion about the future may be related to:
1. The impact of corrective actions that

management has decided to imple-
ment;

2. Typical patterns that characterize
similar projects, such as the progress
patterns associated with a class of
similar projects (e.g., S-curves are a
well-known and effective tool for
describing such patterns, pointing
out similar progress levels at similar
milestones);

3. Anticipated future situations or
events, which can arise both in
terms of threats (i.e., adverse weath-
er conditions) and opportunities
(i.e., the switch to a more efficient
supplier);

4. Trends in project performance, such
as productivity increase/decrease
(considering also nonlinear trends);
and

5. Expected behavior of the stakehold-
ers involved in the project.

The concept of estimate at comple-
tion can be applied both to the overall
project and/or parts of it, by utilizing
the well-known methodology repre-
sented by earned value management
(EVM). EVM is an efficient and synthet-
ic performance measurement and
reporting technique for estimating cost
and time at completion (PMI, 2011)
(Marshall, Ruiz, & Bredillet, 2008). The
basics of EVM are described by the
three curves in Figure 2:

• planned value (PV), the budget cost
of work scheduled at TN;

• earned value (EV), the budget cost of
work completed at TN; and

• actual cost (AC), the actual cost of
work completed at TN.

EVM was improved by Lipke (2003),
who introduced the concept of earned
schedule (ES) for measuring schedule
performance in time units and over-
coming the flaws associated with a
schedule index defined as the rate
between EV and PV. Earned schedule
represents a more effective schedule
index, because it avoids the problem of
the convergence of the EV to PV values
as the project reaches completion
(Lipke, 2006a).

The above three curves and the ES
value (see Figure 2) allow for the calcu-
lation of a set of indices and variances
at the TN. The most important indices
and variances are as follows:

• Cost Performance Index
CPI � EV/AC

• Cost Variance
CV � EV – AC

• Schedule Performance Index
SPI(t) � ES/TN

• Schedule Variance
SV(t) � ES – TN

WORK
COMPLETED

WC

WORK REMAINING
WRESTIMATION AT COMPLETION

time

time now
TN

Corrective action effectiveness

Information accuracy

Figure 1: Feed-forward control based on estimation at completion.
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Figure 2: Earned value management.
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• Schedule Cost Index
SCI(t) � CPI * SPI(t)

In Table 1, these indices and vari-
ances are summarized together with
their corresponding meaning. Many
estimate at completion formulas have
been proposed during almost 50 years of
EVM application, but none of them has
proved to be always more accurate than
another one (Christensen, 1993). The
indices and variances applied in cost
and time estimates at completion for-
mulas may be summarized as in Table 2
(Anbari, 2003), where BAC indicates
budget at completion and SAC indicates
schedule at completion. Note that EAC
refers to estimate at completion in terms
of cost while EAC(t) refers to estimate at
completion in terms of time.

Table 2 provides a snapshot of the
commonly used assumptions concern-
ing the estimation process within the
EVM framework. The table considers
the following five situations:

1. Future performance significantly dif-
fers from past performance. Two new
performance indices, CPIf and SPI(t)f,
have been introduced concerning the
WR.

2. The deviations CV and SV(t) reported
at time now will not affect the rest of
the project.

3. The indices CPI and SPI(t) reported
at time now will remain constant
until project completion.

4. The joint effect of cost and schedule
performance will be considered in
calculating the estimate at comple-
tion.

5. The deviations registered during the
project will be absorbed by suitable
corrective actions, and planned
objectives will be attained.

It should be noted that only in the
first formula in Table 2 (i.e., case 1) may
future values be introduced for CPIf

and SPI(t)f indices, separating the two
parts of the work described in Figure 1
(i.e., WC and WR) and pointing out the
differences between actual past per-
formance and estimated future per-
formance. For instance, in case 3 (see
Table 2), the same value of CPI and
SPI(t) has been applied to WC and WR.
Moreover, in case 3, both CPI and SPI(t)
represent a cumulative value covering
all the WC from the project outset to
time now. In fact, relying only on past
performance while developing a fore-
cast could be misleading, because con-
sidering only past values of CPI and

SPI(t) is similar to driving a car while
looking just in the rearview mirror,
thus making it impossible to dodge the
obstacles that may lie on the route. In
the following, the generic indices CPI
and SPI(t) will be referred to the overall
WC, while CPIf and SPI(t)f will be
referred to the overall WR.

The process of calculating an esti-
mate at completion is usually based on
a deterministic approach that is suited
to projects with a low uncertainty level
(Fleming, 1992). The application of a
statistical approach to EVM was first
proposed by Lipke (2002b), who sug-
gested applying control charts to proj-
ect performance so as to determine
upper and lower limits for estimate at
completion (an analogous property
was investigated by Christensen [1996])
as a way to improve project planning
and control processes. A further study
(Lipke, 2002a) demonstrated that the
monthly values CPIm and SPI(t)m

(obtained as the ratio between the dif-
ference of the value registered at the
end of a month [e.g., at TN] and 
the value collected at the end of the
previous month [e.g., 

are log-normally distributed. This fact
opened the door to establish a confi-
dence interval for the estimate at com-
pletion (Lipke, 2006b).

SPI(t)m =  
ES(TN)−ES(TN−1)

(TN)−(TN −1)
 =  ESm]),

CPIm �  
EV(TN)�EV (TN� 1)

AC(TN)�AC(TN � 1)
 �

EVm

ACm
,

Variance Time

Index SV � 0; SPI(t) � 1 SV � 0; SPI(t) � 1 SV � 0; SPI(t) � 1

CV � 0; CPI � 1 Ahead of Schedule On Schedule Behind Schedule

Under Budget Under Budget Under Budget

Cost CV � 0; CPI � 1 Ahead of Schedule On Schedule Behind Schedule

On Budget On Budget On Budget

CV � 0; CPI � 1 Ahead of Schedule On Schedule Behind Schedule

Over Budget Over Budget Over Budget

Table 1: Indices and variances in the earned value framework.

Case EAC Cost EAC(t) Time

1 AC � (BAC – TN � (SAC – 
EV)/CPIf ES)/SPI(t)f

2 BAC – CV SAC – SV(t)

3 BAC/CPI SAC/SPI(t)

4 BAC/SCI SAC/SCI(t)

5 BAC SAC

Table 2: Estimation at completion formulas in
earned value management.
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According to an EVM framework,
past performance can be used as a 
predictor of future performance (PMI,
2011). Except for the first case in Table 2
(in which, unfortunately, no guidelines
are given on how to find the correct
value of the future index), for forecast-
ing purposes EVM normally considers
only the data records stemming from
WC. This restriction can provoke a mis-
leading calculation of the estimate at
completion, especially for long-dura-
tion, innovative, and complex projects.

This article aims to improve the
choice of CPIf and SPI(t)f values related
to WR, in order to obtain more accurate
estimates at completion. The proposed
model is based on the use of a rigorous
and formal method that takes into
account available information, in terms
of experts’ opinions and past perform-
ance data records, in order to establish
the value of the future indices CPIf and
SPI(t)f. The use of experts’ opinions is
made possible by applying a Bayesian
approach in association with expert
opinions elicitation methods.

In order to implement the forecast-
ing process, at each TN along the proj-
ect life cycle, available data records cor-
respond to the past values of CPIm and
SPI(t)m (i.e., the monthly values at
times t0 . . .,TN [where t0 is a generic
previous time period before time now,
even if it generally coincides with the
first period in which data are collect-
ed]); data records are combined with
the opinion of the experts about WR in
order to forecast the values of the
indices CPIm and SPI(t)m at time TN � 1.
Such a procedure, easily implemented
through a user-friendly software code,
can be reiterated along the project life
cycle to carry out forecasts at future
times TN � 2, TN � 3, . . . . In the fol-
lowing, the estimate concerning the
close future (i.e., at TN � 1) will 
be applied to the overall WR, because
extending the forecast horizon implies
a progressively decreasing accuracy of
the forecast. It should be noted that
instead of the overall interval, t0 . . .,TN,
only the values related to the recent

past (e.g., TN – 3. . . ,TN), may be used if
they allow for a more accurate descrip-
tion of the actual performance trend
at TN.

The second section introduces the
typical features of a Bayesian approach,
and the third section describes the
development of the Bayesian model in
the EVM framework. The fourth section
explains the elicitation process to
obtain the experts’ judgments and,
consequently, the prior estimates of the
CPIf and SPI(t)f indices for WR. The fifth
section describes the integration
process of data records and experts’
judgments in order to obtain the poste-
rior (i.e., the updated) estimates of the
CPIf and SPI(t)f indices for WR. The
sixth section develops the application
of the Bayesian model to a case study
concerning a project in the oil and gas
industry. And the seventh section offers
some conclusions about the effective-
ness of the approach proposed.

Bayesian Approach
The Bayesian approach differs from
others because it describes the proba-
bility in a subjective way (De Finetti,
1974) as the degree of belief that some-
one has in the occurrence of an event.
The subjective definition of probability
is justified by the dependence of proba-
bility on the state of information that
someone has (D’Agostini, 2003).

In the Bayesian perspective, the
parameter u of a probability density
function (PDF) of a sample of n obser-
vations, x � (x1 . . . xn), independently
and identically distributed, is a random
variable that follows a probability dis-
tribution called prior distribution
(Congdon, 2003). Applying Bayes’ theo-
rem, it is possible to write the posterior
density function as,

(1)

In Equation 1, there are four ele-
ments:

• f (u | x), posterior distribution of 
the parameter u given the sample x �

(x1 . . . xn);

f(u ƒ x) =
f(x ƒ u) � f(u)

� f(x ƒ u) � f(u)du

• f (x | u), the joint density function
(conditional on u) of x, or the likeli-
hood L(u; x) when considering it as a
function of u given x, defined as the
product of n functions f (xi | u), PDF
of xi given the parameter u, I � 1, n;

• f (u), prior distribution of u;
• 1f (x | u) f (u) du, marginal density of

x, which is the integral of the prod-
uct of the likelihood function and
prior distribution.
Equation 1 represents a formal

method to update the prior informa-
tion f (u), which reflects experts’ tacit
actual knowledge, taking into account a
series of n past observations xi’s,
through the likelihood L(u;x). As
described later in this article, it is possi-
ble to use the posterior distribution to
predict the values of the future observa-
tions. Application to non-repetitive
processes like projects, updating of the
probability according to the changing
available information, and forecasting
perspective are the main strengths of
the Bayesian approach.

The Bayesian Model Applied to
EVM Framework
The most delicate step in the develop-
ment of a Bayesian approach is the selec-
tion of the prior distribution. The prior
distribution reflects experts’ knowledge
about project trends, future threats and
opportunities, projects’ patterns, and
impacts of corrective actions, correspon-
ding to the main contribution given by
experts to the forecasting process.

Drawing on Lipke’s (2002a) assump-
tion of a log-normal distribution of
indices CPIm and SPI(t)m, where m
stands for monthly (or periodic) values,
this article aims to develop a model that
combines prior opinions with the evi-
dence provided by the data records col-
lected during WC, in order to update
the forecast values of performance
indices concerning WR. The posterior
distribution of CPIf and SPI(t)f concern-
ing WR enables us to set up a confi-
dence interval for the estimates at com-
pletion both in terms of cost and time
(i.e., EAC and EACt).
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The proposed Bayesian model is
made up of three phases (see Figure 3).
The main assumptions underlying the
model are the log-normal distribution
and the independence of the indices
CPIm and SPI(t)m. The latter assump-
tion is motivated by the consideration
that the above indices are affected by a
high level of volatility due to the chang-
ing conditions, month by month, of the
project internal and external context.

The first phase in modeling is data
analysis and logarithmic transforma-
tion of the indices’ values (see Figure 3).
First, the hypotheses of log-normality
and independence of the indices must
be verified. For this purpose, the tests
developed by Anderson-Darling and
Ljung-Box-Pierce are used (Brockwell &
Davis, 2002). Exploratory data analysis
techniques accompany the implemen-
tation of the two tests. Defining an
index as x, the log-normal PDF is
assumed:

(2)

Next, the prior distributions for the
parameters m and s2 of log-normal dis-
tribution should be chosen. In order to
ensure flexibility and relatively simple
algebraic computations, a normal dis-
tribution (see Equation 3) and an
inverse gamma distribution (see
Equation 4) have been chosen, respec-
tively.

f(x ƒ m,s2) = 112psx
 e−(ln(x)−m)2

2s2

(3)

(4)

In fact, with these prior distribu-
tions (Equation 3 and Equation 4), it is
possible to express the posterior distri-
bution easily, apart from a constant, as:

(5)

Elicitation of Experts’ Opinion
The second phase in modeling aims at
transforming experts’ knowledge into a
prior distribution (see Figure 3). The
elicitation process is focused on mini-
mizing the biases that derive from cog-
nitive and motivational aspects (since a
person can follow personal objectives
that may differ from the project ones)
and affect human thinking about prob-
ability. The major biases that exercise
an impact on human thinking from a
cognitive point of view may be: anchor-
ing and adjustment, availability, repre-
sentativeness, range frequency com-
promise, and overconfidence (O’Hagan

× exp [ (m − u)2

−2j2
] exp [ − b

s2 ]
[s2]a+1

f(m,s2⏐ x) r
exp [ gn

i =1(1n(xi)−m)2)

− 2s2 ]
[s2]

n

2

f(s2)~INVG(a,b) =
ba

G(a)s
2(a+1) e

−
b

2s
2

f(m)~N(u,j2) = 112pj
 e−(m−u)2

2s2

et al., 2006). From a motivational point
of view, a typical example is given by
excessive optimism aiming to empha-
size the positive and downplay the neg-
ative in order to get the project
approved. An outside view, also known
as reference class forecasting, may mit-
igate both cognitive and motivational
biases by considering data records
related to a class of similar projects
completed in the past (Flyvberg, 2006).

The elicitation process is very
important in the construction of a
probabilistic model, as it minimizes the
risk that incorrect or erroneous param-
eters may be fed into the model. Any
elicitation process consists of a set of
questions that the experts respond to
either directly by providing numbers or
indirectly by choosing between simple
alternatives or bets. A typical direct
approach to elicitation requires the def-
inition of the density function quantiles
(e.g., the median value; Spetzler & Staël
von Holstein, 1975). A direct approach
starting from the elicitation of the
median value has been applied in the
case study for two reasons.

First, the median represents an eas-
ily understandable value separating the
higher half of a sample from the lower
one (in a more practical language, this
is also known as P50)—for example,
assuming the same probability of early
or late completion for an activity. In
order to let the experts understand the
actual questions and refrain from con-
fusing median with mode or sample
average, the survey is presented in a
straightforward form where it is clearly
stated that the median corresponds to
the line that divides into two halves the
probability density function.

Second, because a log-normal dis-
tribution (Equation 2) is used, it is sim-
pler to ask the experts for the median
value of the distribution. In fact, the
median of a log-normal distribution is
given by the exponential function of the
m parameter, while mean and mode
depend also on the parameter s, so the m
parameter is easy to compute and, above
all, to handle with a software application

Data record
analysis

EAC

EAC(t)

Elicitation of
experts’ judgment

Calculation of
posterior

distribution

Bayesian Model

Figure 3: Bayesian model for estimate at completion.
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since it is independent from other
parameters.

Furthermore, the use of graphical
software, such as Grapher, can facilitate
the elicitation process, helping the experts
to fully understand the implications of
their choice. Any change in the experts’
estimate can be verified as a change in the
probability density function.

As in the example in Figure 4, based
on the elicited values of median and
standard deviation, the probability
density function of the index has been
obtained, allowing for an adjustment of
the expert’s initial answer. For instance,
in Figure 4, the grey area, limited by the
unitary value of the index (e.g., CPIf),
indicates the range of poor perform-
ance of the project. Moreover, the prob-
ability density function of the index
indicates the modal value, correspon-
ding to the most frequent value the
expert should have observed in similar
situations. A further check to verify the
consistency of the expert’s answers may
regard the maximum and the minimum
value of the distribution: if these values
lie on the outskirts of the obtained dis-
tribution, it means the elicitation has
been successfully performed; other-
wise, the elicitation process has to be
repeated.

After k experts are identified, they
are interviewed about:

• the final median cost of the project;
• the final median completion date of

the project; and
• the overall uncertainty level of the

project, expressed in a qualitative
way as a scale of three values corre-
sponding to high, medium, and low.

Based on these values, the prior dis-
tribution of the index may be derived
(see Figure 4). The first two values are
related to the m parameter and the third
value to the s parameter of the distri-
bution.

It should be noted that from the
final median cost, the corresponding
value of CPIf may be easily derived
through the relationship EAC � AC �

BCWR/CPIf, where BCWR indicates the
budget value of WR (see the case study
section that follows). The same
approach may be applied in order to
estimate SPI(t)f.

The experts provide their opinions
about these three main project features,
according to their knowledge and
expertise, related not only to the current
project but also to similar projects devel-
oped in the past. To reduce motivational
biases, it is important to indicate that

the goal of the interview is to compare
experts’ opinions in order to evaluate
the uncertainty level affecting the proj-
ect and that it is not utterly significant
to recognize who provides the most
accurate estimation.

With reference to the estimate at
completion, it is easy to collect N experts’
opinions about future median value of
the indices CPIf and SPI(t)f, related to WR.
Above all, the main interest is the loga-
rithm of those values, mk, k � 1, N, which
contribute to Equations 6 and 7 to deter-
mine the value of the hyper-parameters u
and j of m prior distribution.

Here we consider a method of
moments (see Gajoni, Dey, & Ruggeri,
2010) to estimate the hyper-parame-
ters, considering mk, k � 1, N, the loga-
rithm of the elicited median values, as a
sample from the prior distribution,
computing its sample mean and stan-
dard deviation. The logarithm of each
index CPIf and SPI(t)f follows a
Gaussian distribution with mean/
median m, and we equate sample mean
and standard deviation with its mean
and standard deviation, as shown in
Equations 6 and 7, respectively.

(6)

(7)

The hyper-parameters a and b of s2

distribution have been chosen in a dif-
ferent way, using a qualitative approach
based on the project’s uncertainty level
assessed by experts. Dividing the uncer-
tainty level U into three categories (low,
medium, and high), corresponding to a
range of 1 to 3, respectively, it is possible
to compute an average U level for the
project’s uncertainty (the average of
the values collected during the inquiry)
that helps to determine the posterior value
of CPIf and SPI(t)f standard deviation.

In the case study, based on empirical
considerations, hyper-parameters a and b
are set according to the above-average U

j =G a
N

k=1
(mk − u)2

N − 1

u =
a

N

k=1
mk

N

1.5

0.5

0

0.
25 0.
5

0.
75 1

1.
25 1.
5

1.
75 2

Figure 4: Probability density function of the elicited index.
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level in order to obtain: s� [0; 0.1], corre-
sponding to low U level; s� [0.1; 0.3], cor-
responding to medium U level; s � [0.3;
0.5], corresponding to the high U level.

As it is difficult for someone who
does not have a statistical background
to understand the meaning of the
hyper-parameters of s2 for the prior
distribution, an external “expert” (i.e., a
statistician) who has a good knowledge
of statistical curves and related proper-
ties may be necessary in order to sup-
port the setting of the inverse-gamma
hyper-parameters. However, a sensitiv-
ity analysis on these hyper-parameters
has to be performed to prevent any
exogenous substantial influence on the
posterior distribution and ensure the
robustness of the model.

Posterior Distribution
The third step of the model is the calcu-
lation of the posterior distribution of
CPIf and SPI(t)f (see Figure 3). Equation
5 cannot be solved with a closed formu-
la, so it may be broken down into two
parts, each one representing the poste-
rior conditional distribution of the
parameter. After some manipulations,
it is possible to obtain a normal distri-
bution for m (see Equation 8) and an
inverse gamma distribution for s2 (see
Equation 9).

(8)

(9)

Both distributions are conditional
with respect to data and other parame-
ters. Therefore, Equations 8 and 9 can
be used to perform the Gibbs sampling
process, a Markov Chain Monte Carlo
simulation technique, which obtains a
sample from the posterior distribution
(Gamerman & Freitas Lopes, 2006).

a
n

i=1
(ln (xi) − m)2 + b2

f(s2 ƒ m,x)~INVG 1n2 + a,
1

2
�

[ s � j2(j2 + s2) ]2¢

f(m ƒs2,x)~N°
[ j2 �a

n

i=1
ln (xi)+s2�u ]
j2 + s2 ,

The application of the Gibbs sam-
pling process is based on an iterative
algorithm comprising three main steps:
1. Choose initial values for m and s2.

The initial values do not affect Gibbs
sampling because the results of the
initial iterations are usually removed
(burn-in process).

2. At each iteration j, generate a random
value from the normal distribution
in Equation 8.

mj

3. Generate a random value from the
inverse gamma distribution in
Equation 9. Then go back to step 2 as
long as conditional distributions
convergence is achieved (the usual
adequate tests have been employed
to ensure it).

Once some iterations are run
(repeating steps 2 and 3 about 1,000
times), it is possible to obtain the poste-
rior predictive density of the indexes
CPIf and SPI(t)f by inserting I – m values
of , obtained through Gibbs sam-
pling, into the log-normal PDF (see
Equation 10):

(10)

A step function is obtained that
approximates the posterior predictive
density, for a grid of values xk, ranging
from 0 to infinity (in practice, to a large
number). The terms introduced in
Equation 10 stand for:

• I, the number of iterations; usually a
value of 6,000 is sufficient;

• m, the number of values removed as
a result of the burn-in process, typi-
cally 1,000;

• TN � 1, the next period considered;
• xk, the values of the CPIf and SPI(t)f

indices, from 0 to � theoretically,
even if the range considered is actu-
ally stopped beforehand, when the f
(xk) value becomes negligible.

The posterior predictive PDF
should integrate to 1; therefore, the val-
ues xk should be chosen very carefully
so that the step function approximating
the density function would be given by:

f(xk)TN+1 �
a

I

m+1
LogN(xk ƒ mj,s

2
j )

I − m

mj,s
2
j

s2
j

(11)

Eventually, the step function is nor-
malized to exactly reach the unitary
value in Equation 11 and is used to
compute the central value correspon-
ding to the discrete sample average,
and the upper and lower limits, by
removing a cumulative area of 2.5%
from the right and left tail of the curve,
respectively. Moreover, the sample
standard deviation value of the normal-
ized step function is an indicator of the
correct setting of a and b hyper-param-
eters as stated in the “Elicitation of
Experts’ Opinion” section.

It should be noted that in the model
the contribution deriving from the data
records to the estimate at completion is
considered accurate just for the near
future (i.e., at time t � 1). If a more
extended horizon were considered, the
reliability of the estimation based just
on data records would rapidly decrease,
so the contribution deriving from the
subjective information expressed
through experts’ opinions would
become predominant.

Case Study
The Bayesian model has been applied
to the construction of two pipelines
within a development project for a
sweetening and stabilization plant in
the oil and gas industry, in order to
compare its accuracy with the tradi-
tional EVM formulas. First, the CPI and
SPI(t) trends are shown in Figure 5,
where the cumulative indices denote
good efficiency but an increasing delay
in the project.

The same situation (a little bit
amplified because monthly indices are
more sensitive to contingent projects’
situations) can be seen in Figure 6,
where the CPIm and the SPI(t)m values
registered along the project duration
are shown.

A potential data problem could be
represented by the sixth SPI(t)m obser-
vation, corresponding to January 2010,

a
K

k�1
f(xk)TN�1 � (xk�1 � xk) � 1
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Figure 5: Trend of cumulative CPI and SPI(t).
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Figure 6: Trend of monthly CPIm and SPI(t)m.
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but there are no non-statistical grounds
for rejecting or discarding this observa-
tion, so it is included in the analysis. A
radical change in project performance
occurred in the last three months (i.e.,
between February and April 2010; see
monthly values in Figure 5), due to
changes in health and safety policies
determining a positive impact on proj-
ect performance—a positive impact
that only through subjective knowledge
could have been foreseen and estimat-
ed, so confirming the validity of the
approach adopted in the article.

The tests of normality (see Figure 7)
and independency (see Figure 8) of the
logarithmically transformed data have
been carried out using the software
Minitab.

The two tests confirm that the
hypotheses underlying the model are
verified; therefore, the next step is the

elicitation of experts’ opinions. Table 3
provides the answers from each expert,
and Table 4 provides the results of the
application of Equations 6 and 7.

Table 3 shows the experts’ answers
concerning the future median values of
CPIf and SPI(t)f indices. Also, the corre-
sponding logarithmic values are indi-
cated. These values may be derived
from the experts’ estimate of the final
median cost and the median comple-
tion date of the project. For instance,
see Equations 12 and 13, where the
value of the index at completion CPIAC

(or SPI(t)AC) has been derived as the
ratio between planned value BAC (or
SAC) and the estimate at completion
EAC (or EAC(t)).

(12)

(13)

In the same way, the values in Table
3 arise from the inversion of the first
formula in Table 2 (see Equations 14
and 15), from the estimation of the final
median cost and the median comple-
tion date of the project given by the k
experts.

(14)

(15)SPI(t)f(k) �
SAC � ES

EAC(t)k � TN

CPIf(k) �
BAC � EV

EACk � AC

SPI(t)ACi �
SAC

EAC(t)i

CPIACi =
BAC

EACi

Regardless of the actual values of
CPI � 1.292 and SPI(t) � 0.678 at time
now (see April 2010 in Figure 4), the
experts do not agree that the past trend
that emerges from WC data should be
extended to WR, and think that the esti-
mate for WR will be more similar to the
planned values (experts’ mean estimate
is 1.086 for CPIf and 0.971 for SPI(t)f). In
this case, subjective knowledge exercis-
es a significant influence in the fore-
casting process by changing the trend
deriving from data records.

In Table 4, in addition to the results
of Equations 6 and 7 corresponding to
the mean and standard deviation of
the Gaussian distribution used to
model the logarithm of the indices
CPIf and SPI(t)f, it can be seen how the
uncertainty affecting the project is
estimated to be at the medium/low
level, based on widespread opinion
corresponding to the different points
of view of the experts involved in dif-
ferent organizational roles and spe-
cializations.

In order to test the validity of the
elicitation process, the experts were
asked to give an optimistic and a pes-
simistic value for cost and schedule per-
formance. Because the most optimistic
and pessimistic values, indicated by the
experts, lie on the outskirts of the corre-
sponding prior distributions, it can be
stated that the obtained results are sat-
isfactory.

Expert CPIf SPI(t)f lnCPIf lnSPI(t)f Uncertainty Level

Pipelines superintendent *** 0.966 *** –0.034 3

Pipelines manager 1.150 0.983 0.140 –0.017 2

Project control manager 1.107 1.000 0.102 0.000 1

Contract engineer 1.118 *** 0.111 *** 2

Cost engineer 1.087 *** 0.084 *** 1

Project management (headquarters) 1.139 0.950 0.130 –0.051 1

Project control manager (headquarters) 0.917 0.950 –0.086 –0.051 2

Table 3: Experts’ answers.

Uncertainty Level 1.71

m Prior Distribution for Cost:

	: theta 0.08013


: csi 0.08389

m Prior Distribution for Schedule:

	: theta –0.03089


: csi 0.02226

Table 4: Results of expert opinions elicitation.
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The last step of the model is the
application of the Gibbs sampling
process, whose implementation is sup-
ported by the software @Risk. This soft-
ware allows for random number genera-
tion and assessment of conditional dis-
tributions convergence. In Table 5, the
output of the simulation is represented,
in which a bilateral confidence interval
of 95% has been used for the indices CPIf

and SPI(t)f, corresponding to lower and
upper values indicated in Table 5. Table 5
also reports the values set for the hyper-
parameters of s2 prior distribution.

Means and standard deviation val-
ues are computed with the classical for-
mulas used for a discrete distribution
while upper and lower values determine
a right and left area of 2.5%, respectively
(in other words, the value closer to
97.5% and 2.5% of the discrete distribu-
tion respectively; see Equation 11).

Figure 9 shows the posterior distri-
butions for both cost and schedule
future performance indices.

The posterior distribution for CPIf is
wider than that of SPI(t)f. In general, in
the oil and gas sector, the schedule 

performance is the most critical,
because delays in the first oil date (the
day on which the plant starts the pro-
duction) can cause a huge financial loss
for the owner. For this reason, the proj-
ect team focuses its efforts on complet-
ing the project as soon as possible, in
spite of the cost performance trend that
is expected to worsen due to the incen-
tives for the subcontractors in order to
accelerate project progress.

The sensitivity analysis of the simu-
lation results shows that there are no
significant variations of the output by
changing the input values for the hyper-
parameters a and b of s2 prior distribu-
tion (see Table 6, in which the results of
six simulation runs from A to F are
reported, where the A case is the one
represented in Table 5 and Figure 9).

The results of the Bayesian model
are compared (see Table 7) with tradi-
tional EVM formulas listed in Table 2.
All the cases listed in Table 7 address
the problem of estimating at time 
now the final cost and duration of the
project. While EVM case 1 and 
the Bayesian model (see the upper part
of Table 7) are directly comparable
because they introduce a distinction
between WC and WR, EVM cases 2, 3, 4,
and 5 (see the lower part of Table 7) do
not consider such a distinction; never-
theless, they contribute to give a general
view of typical formulas used in the EVM
context.

In Table 7, the estimated values of
CPIAC and SPI(t)AC, (i.e., the values of
the indexes at completion, are reported
for the five cases considered in Table 2,
plus the Bayesian model (see column
“case”). The first column indicates the
underlying assumptions for each case.
As for the first case, in the last column
of Table 7, m indicates the monthly
value and 3 and 6 indicate the three-
month and six-month moving average
values, respectively. In the last column
of Table 7, where the index is not point-
ed out, it means the use of cumulative
CPI and SPI(t) for estimating EAC and
EAC(t), respectively. In the third case,

Simulation Output s2 Prior Distribution

CPIf Upper bound 2.35 a� 75

Mean value 1.589

Lower bound 1.05 b� 1

Standard deviation 0.316

SPIf Upper bound 1.525 a� 75

Mean value 0.957

Lower bound 0.55 b� 1.5

Standard deviation 0.237

Table 5: Output of the Bayesian model.
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Figure 9: Posterior distribution of future performance indices.
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n̊ Simulation Output s2 Prior Distribution

CPIf SPI(t)f CPIf SPI(t)f

Sim—A 2.35 1.589 1.05 1.525 0.957 0.55 a� 75 a� 75

b� 1 b� 1.5

Sim—B 2.35 1.612 1.05 1.65 0.976 0.525 a� 50 a� 50

b� 0.1 b� 1

Sim—C 2.4 1.649 1.1 1.6 0.968 0.525 a� 60 a� 60

b� 0.2 b� 2

Sim—D 2.4 1.645 1.1 1.525 0.957 0.55 a� 70 a� 70

b� 0.5 b� 1.2

Sim—E 2.35 1.610 1.075 1.55 0.952 0.55 a� 70 a� 70

b� 0.7 b� 1.5

Sim—F 2.4 1.644 1.1 1.6 0.966 0.525 a� 55 a� 55

b� 0.1 b� 0.8

Table 6: Sensiivity analysis results.

Index Type/Time 
Assumptions Case CPIAC SPI(t)AC Interval

Distinction between WC and WR. The index is 1 1.995 0.581 m
applied only to WR.

1 1.649 0.591 3

1 1.369 0.603 6

1 1.435 0.996 SCIm

1 1.136 0.854 SCI3

1 0.922 0.738 SCI6

Distinction between WC and WR. The index 1—Bayesian 1.806 0.993 lower bound
is applied only to WR. model ETC

1—Bayesian 1.465 0.813 mean
model ETC

1—Bayesian 1.128 0.598 upper bound
model ETC

No distinction between WR and WC. Index or variance 2 1.091 0.831 (variance)
is applied to the overall work.

3—Lipke 2.834 0.863 lower bound

3—Lipke 1.292 0.678 cum

3—Lipke 0.589 0.532 upper bound

4 0.712 0.876 SCIcum

The project will be completed as planned. 5 1.000 1.000 (as planned)

Actual performance computing at 96% of 1.46 0.92 progress at 96%
physical progress.

Table 7: Comparison of different estimate at completion formulas.
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the approach proposed by Lipke
(2002b, 2006b) has been applied, allow-
ing for the calculation of a lower and
upper bound of the index value.

In comparison with the predicted
values of the indices listed in Table 7,
the actual performance of the project,
related to 96% cumulative physical
progress, shows a value of 1.46 for CPIAC

and a value of 0.92 for SPI(t)AC. Actual
project performances are included in
the range provided by the Bayesian
model and demonstrate its validity and
accuracy.

Among the different indices report-
ed in Table 7, the most accurate seems
to be SCIm, hardly ever used in estimate
at completion because of its pessimistic
bias. SCI3 and SCIcum appear to be good
estimators of schedule performance but
do not perform well in cost perform-
ance. In general, SCIm, SCI3, SCI6, and
SCIcum seem to work quite well in this
case because there is a clear trade-off
between time and cost performances.
This trade-off also has been recognized
by subjective judgments, which provide
accurate estimates at completion for
both cost and schedule, as actual per-
formances are within the model range
and, moreover, close to its mean.

The other indices listed in the lower
part of Table 7 fail, as they cannot pro-
vide an accurate estimate at comple-
tion for both cost and schedule. In par-
ticular, the Bayesian model provides con-
fidence limits (5% of significance) nar-
rower than the estimation proposed by
Lipke’s formula for the cost performance,
while for the schedule performance the
range is very similar. The range reduc-
tion is about 70% for cost 
performance thanks to the improved
information obtained from the subjec-
tive judgments. Moreover, the range con-
tains many values of CPIAC and SPI(t)AC

deriving from traditional formulas. The
model proposed by Lipke seems to be
accurate only for CPIAC, even if this
result can be explained by considering
that the range calculated is so large
that it is unlikely that a project per-
formance value may lie outside it, but

it does not contain the actual value of
SPI(t)AC.

Conclusion
The use of a Bayesian approach, based
on expert opinion elicitation, permits
the exploitation of subjective judg-
ments in a rigorous and formal way,
leading to an improvement in the accu-
racy of estimates at completion within
the EVM framework. The advantage 
of the proposed model is the integra-
tion of experts’ knowledge with the
project data records in order to create a
future-oriented and more valuable sup-
port tool allowing for the improvement
of the forecasting process, which in
turn determines a corresponding
improvement of the decision-making
process concerning project control.

The strength of the proposed model
is its robustness in every project phase,
in particular during the early project
phase when data records are few or
scarcely reliable. Moreover, it allows for
the determination of a confidence
interval describing the future scenario
the project is going to face.

The application of the Bayesian
approach to a project in the oil and gas
industry demonstrates its applicability
and effectiveness. Furthermore, the
research results also suggest that the
same approach could be applied to
other industries in order to improve the
project control process.

The Bayesian model has been trans-
lated into a software package allowing
for a more user-friendly management
of input and output data. Based on the
software package, a large-scale plan of
testing will be implemented in order to
evaluate the accuracy and general
applicability of the model. ■
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