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A specialized processor for track reconstruction at the LHC crossing rate 



What is RETINA? 

!   RETINA was born last year within a collaboration between Pisa 
and Milano groups. 

!   Motivation: real-time tracking at 40MHz (and at high intensity). 

!   How: using a new innovative “fully parallel” tracking algorithm, 
allowing tracking with low latency and high throughput.  

!   Preliminary software simulation results very promising 
—  need to design and build a “realistic hardware prototype”. 



A “cellular” tracking algorithm 

!   Basic algorithm proposed by Luciano Ristori back in 2000: 
—  “An artificial retina for real-time track finding”  [NIM A453 (2000) 425-429]  

!   Inspired by mechanism of visual receptive fields of mammals [D.H. Hubel, T.N. Wiesel, J. Physiol. 
148 (1959) 574] (from here the name Artificial Retina). 

!   In between the “Hough transform” [P.V.C. Hough, Conf. Proc. C590914 (1959) 554] and 
Associative Memories [S. Belforte et al., IEEE Trans. on Nucl. Sci., 42 (1995) p. 860.]. 
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•  Suitable for FPGA implementation 
because their large I/O capabilities   
Ο(Tb/s) with optical links, and large 
internal bandwidth. 

•  The switching network minimize the 
hits sent to the engines using their 
approximate location and a LUT. 
Truncate, lookup, dispatch. Hits are 
delivered only where needed via 2-way 
sorters. 

•  Note: total bandwidth increases after 
the switching network, but then 
shrinks back (data are not 
compressed, parameters of real tracks 
are available). 

•  Parameters space divided into blocks, 
each implemented on one FPGA. 

The whole processing happens in a time short enough that it effectively appears to the rest of the DAQ as 
if tracks are coming out of the detector at the same time as the hits and all other raw data. 



A little bit of history 

!   First studies with software and hardware simulation showed the 
feasibility of a TPU  (LHCb-PUB-2014-026) 
—  Processed simulated events form official LHCb-MC                       

at 3x1033 cm-2 s-1, pileup of 7.6-11.4 , 40 MHz bunch crossing. 

—  Efficiency, ghost rate, and resolution comparable wrt offline 
reconstruction can be achieved with ∼50k cells. 

!   Natural step forward à need a “realistic hardware prototype”.  
—  Started a 3-year project funded by CSN5 called “RETINA” 

—  An aggressive R&D on real-time fast track finding for any 
experiment needing intensive tracking (1-100 GTracks/s ), as the 
HL-LHC experiments. 

 

 



RETINA milestones from 
“Preventivi 2015” 

!   2015 -  Preparazione setup di test e prototipo con schede 
Tel62 a PI, e realizzazione di dimostratore basato su rivelatori 
a silicio e TEL62 e sistema di test a MI.   

!   2016 - Test di prototipo a PI con dati simulati a 1MHz. Test 
di dimostratore con dati simulati e con raggi cosmici a MI. 

!   2017 - Costruzione di piccolo prototipo a full-speed (40MHz) 
a PI. In caso di risultati positivi, assemblaggio e test di 
prototipo di maggiori dimensioni per run a test-beam, o 
parassitico in presa dati di un esperimento LHC. 

in rosso milestone di Pisa  



Current Status of the prototype 
with Tel62 boards 

!   Setup assembled in Pisa to run at full speed (8 Tel62+1crate) 
—  valuable help from expertise on Tel62 at INFN-Pisa 
—  FPGA’s  on programmed and debugged using USB-JTAG link. 
—  A Linux server needed to boot the mini-PC on the board, used to configure 

the FPGA’s at running time and control  the I/O.  

!   Firmware loaded on Altera Stratix III 
—  ∼200 engines/chip  (engine = retina receptor) 
—  Engines accept  1 hit per clock cycle. 
—  Internal frequency: 160 MHz. 

!   Cellular Engines and Fitter block fully finalized and operating on real board. 
—  Work ongoing on hardware implementation of Switching Network block.  



!   About 3k cells, fit into 32 Stratix III chip  ( one IT boxes = 1/4 of Inner Tracker) 

!   Step 1 (Hits delivery through the Switching Network ) 
—  Hits go to the right engines  (high level simulation). 

!   Step 2 (Accumulating weights) and Step 3 (Find the local maxima and compute centroid): 
—  firmware designed, simulated, and fully working on real board at 160MHz, including Ethernet 

output  to PC. 

!   Interface cards to inter-connect different boards designed and assembled in Pisa.   

Prototype with Tel62 boards 



The prototype is really running 
Altera allows the addition of a logic analyzer inside the firmware for 
debugging: internal logic signals are exactly as predicted by ModelSim. 



2 CHAPTER 1. INTRODUCTION

Figure 1.1: Isometric view of the sensitive elements in one station of the Inner Tracker.

volve multiple charged particles. An example
is the decay B0

s→ D−s (K+K−π−)K+, which is
one of the most promising channels for the de-
termination of the angle γ of the unitarity tri-
angle. For a measurement of the CP asym-
metry, the trajectories of five particles, namely
those from the B0

s decay plus a tagging particle
from the “other” b particle, have to be recon-
structed. Reconstruction efficiencies for final-
state particles in excess of 90% are required in
order to obtain high event reconstruction effi-
ciencies. For example, a tracking efficiency per
final state particle of 95% results in an 82% re-
construction efficiency for events that are fully
contained in the LHCb acceptance.

Charged particle fluxes of up to 5 ×
105 cm−2s−1 are expected in the innermost re-
gion of the Inner Tracker. Fluxes decrease
rapidly with increasing distance from the beam
axis. The readout granularity of the detec-
tor has to be matched to the expected particle
fluxes in order to ensure low occupancies which
are required to obtain high pattern recogni-
tion efficiency. The layout and the outer di-
mensions of the Inner Tracker were determined
by the requirement for low occupancies in the

Outer Tracker.
Excellent momentum resolution is required

in order to measure precisely the invariant
mass of B decay candidates and separate the
B meson signal from background. Again using
the decay channel B0

s→ D−s K+ as an example,
with a momentum resolution of δp/p = 0.4%
contributions to the invariant mass resolution
of the B0

s meson due to momentum resolution
and angular resolution at the decay vertex are
roughly equal. An invariant mass resolution
of approximately 10MeV/c2 is expected. In
LHCb, the momentum resolution is dominated
by multiple scattering over a wide range of mo-
menta and minimisation of material budget is
thus an important criterion for the design of
the detector. For the Inner Tracker, this poses
a special challenge since parts of the front-end
electronics and services that have to be close to
the detector are located inside the acceptance
of the experiment. On the other hand, a mod-
erate spatial hit resolution of around 70 µm is
perfectly adequate.

At the expected particle rates, radiation
damage to detector and front-end electronics
has to be a concern as well. The expected
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Figure 5.23: View of the four IT detector boxes arranged around the LHC beampipe.

Figure 5.24: Layout of an x detection layer in the second IT station.

IT detector modules

An exploded view of a detector module is shown in figure 5.25. The module consists of either one

or two silicon sensors that are connected via a pitch adapter to a front-end readout hybrid. The

sensor(s) and the readout hybrid are all glued onto a flat module support plate. Bias voltage is

provided to the sensor backplane from the strip side through n+
wells that are implanted in the n-

type silicon bulk. A small aluminium insert (minibalcony) that is embedded into the support plate

at the location of the readout hybrid provides the mechanical and thermal interface of the module

to the detector box.

Silicon sensors. Two types of silicon sensors of different thickness, but otherwise identical in

design, are used in the IT.
17

They are single-sided p+
-on-n sensors, 7.6 cm wide and 11 cm long,

and carry 384 readout strips with a strip pitch of 198 µm. The sensors for one-sensor modules

are 320 µm thick, those for two-sensor modules are 410 µm thick. As explained in section 5.2.4

below, these thicknesses were chosen to ensure sufficiently high signal-to-noise ratios for each

module type while minimising the material budget of the detector.

17
The sensors were designed and produced by Hamamatsu Photonics K.K., Hamamatsu City, Japan.
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A realistic case: hits from an 
existing detector  

!   Use an existing (generic) silicon sub-detector            
(LHCb Inner Tracker):  
—  strip detector with high occupancy. 
—  single-hit resolution is of ∼ 50µm. 
—  3 stations, 12 boxes, xuvx layers in each box. 
—  Data output on optical fiber. 
—  Few % momentum resolution achievable 

assuming tracks coming from nominal 
interaction point.  

—  Event readout rate is 1 MHz. 

!   Using ∼12k cells, preliminary studies shows 
good relative efficiency wrt offline 
reconstructed tracks. (Piucci’s Master Thesis) 

!   Available testing events: single track, 
simulated data, and real data. 

VELO track Downstream track

Long track

Upstream track

T track

VELO
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Figure 3: Reconstructed track types for the upgraded LHCb detector.

1.2.2 Track states28

In LHCb, a track is modelled as a series of straight line segments called track states. A29

track state is defined by a state vector of the form:30
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and a corresponding 5× 5 state covariance matrix.31

1.2.3 Reconstruction efficiency32

The reconstruction efficiency is measured using simulation by comparing the number of33

correctly reconstructed tracks with the number of tracks defined to be reconstructible.34

This is made possible using truth information available in simulated samples. Within the35

LHCb framework the following definitions are used:36

3

Figure 2.18. Track definitions in LHCb tracking.

2.3.1 LHCb upgraded detectors

The most important detector upgrades will interest the tracking detectors, which will completely redesigned
to achieve most precise measures. The particle identification detectors will be upgraded to allow a 40
MHz read out, or to better sustain the new experimental environment characterized by an increased track
multiplicity than nowadays.

VELOPIX detector

The VErtex LOcator will receive an important upgrade [63], moving to a pixel technology (VELOPIX) in-
stead of actual microstrip one, therefore achieving a complete replacement of silicon sensors and electronics.
The upgraded VELO consists of 26 tracking layers as Figure 2.19 shows, two of them are pile-up stations
used to measure backward track multiplicity. Each station is subdivided in two modules, with the possibility
of distance them from the beam axis such as for the current VELO detector. Each module contains four
silicon sensors with active area of 42.46 x 14.08 mm2. The entire VELOPIX detector includes about 41 M
pixels, with dimensions 55 x 55 µm2 in plane transverse to the beam axis. The inner radius of sensitive area
from beam axis will be reduced from current r = 8.2 mm to less of r = 5.1 mm, to improve impact parameter
resolution. The single hit resolution is expected to be « 12-15 µm for both x and y coordinates.

Upstream Tracker (UT)

The current Tracker Turicensis will be replaced by the Upstream Tracker (UT) [64], a new detector con-
sisting of four planes of silicon micro-strips. Respect to the TT, UT planes use thinner sensors with finer
segmentation, and provide a larger acceptance coverage. UT planes are arranged in a x-u-v-x configuration,
with vertical strips in first and last layers and tilted strips by a stereo angle of -5˝ and of +5˝ in central layers
as shown. Pitches and lengths of sensors vary depending on their position. Around the beam pipe, sensors
with 95 µm pitch and 5 cm long are used, while in central areas are used sensors with 95 µm pitch and 10

34



First results 
!   Negligible differences in accumulators between 

C++ High Level Simulation and logic 
simulation (ModelSim). Due to integer 
calculation inside the FPGA.  

!   Processing time depends only on number of 
hits in the event 
—  Can process ∼100MTracks/s. 
—  Total latency  ∼100 clock cicles.   

!   Corresponding to ∼0.6 µsec at 160MHz. 
—  Max rate for reconstructing tracks is 1.8 MHz 

!   Simulating the switching network and using as 
input real events from Minimum Bias, 90% of 
the events have less than 88 hits delivered to a 
single FPGA (160 MHz /88).  

—  To be compared with readout speed of 1MHz. 
TPU is able to reconstruct tracks at the same 
time while reading the hits, without extra delay. 

D. Ninci’s  Master Thesis  



Thesis and conferences 
! Tesi di Laurea Magistrale 

—  A. Piucci, Reconstruction of tracks in real time in the high luminosity environment at LHC. 
! http://www.infn.it/thesis/thesis_dettaglio.php?tid=8987 

—  D. Ninci, Ricostruzione di traccia in tempo reale su FPGA ad LHC. 
! https://etd.adm.unipi.it/theses/available/etd-11302014-212637/ 

!   Recent  Pisa talks at conferences/workshops: 
—  G. Punzi,  talk alla Scuola INFN di Alghero, May 2015 Alghero 
—  R. Cenci, poster at the “13th Pisa Meeting”, May 2015, La Biodola, Italy.  
—  S. Stracka, talk at the “Connecting The Dots Workshop” Feb-2015, Berkeley, USA.  
—  R. Cenci, talk at the “Connecting The Dots Workshop”, Feb-2015, Berkeley , USA 
—  S. Stracka, poster at NSS-MIC14, Nov 2014, Settle (USA) 
—  A.Piucci, talk at SIF 2014. 
—  P. Marino, poster at ICHEP14, Valencia (Spain) and talk at WIT 2014, Philadelphia (USA). 
—  and others… 

!   And many others from INFN-Milano colleagues: A. Abba, F. Caponio RT14, N. Neri 
TIPP14, A. Abba, TWEPP14, N.Neri, F. Caponio NSS-MIC14, N.Neri TREDI15, N. Neri 
ANIMMA15, M. Petruzzo PISA MEETING15. 



Plans for 2016 
!   In advance wrt our original schedule, finalization of the prototype on 

Tel62 boards  (basic test of logic at low event rate of 1MHz): 
—  Engines and Fitter blocks already finalized and working. 
—  Hardware implementation of Switching Network on FPGA is ongoing.  
—  Full-test of the prototype  with simulated and real data at 1MHz with a 

system of 4(Switch)+4(Engines) Tel62 boards in a single crate, corresponding 
to ¼ of the Inner Tracker.   

!   In 2016 move to the full-speed prototype. Jump to 40MHz requires: 
—  More I/O bandwidth  
—  More LE/chip 
—  More internal speed and internal bandwidth   
—  Optical links. 

Several options (from HEP or COTS) are under evaluation.  Here we propose 
a 40MHz prototype based con AMC (µTCA) with Altera StratixV chip to give 
a reasonable cost estimate.  



Prototype at 40MHz 

!   Aim of 40 MHz prototype is the demonstration it is possible to sustain 
a very high throughput (reconstruct tracks every 25 nsec with ∼100 
clock cycles).  

!   From previous studies (for instance on Altera Stratix V): 
—  Stratix V can contain ∼500 engines (∼1.4k LE/engine) 
—  Bandwidth to feed all engines is 4Tbit/sec  

!   Assuming 16 bit for each detector hits and 0.5GHz of clock cycle. 
—  Assuming at least a fan-out of 4 inside the chip, as last layers of the 

Switching Network,  we get an input bandwidth of 1Tbit/sec. All engines 
can be fed (for multiple events processing essential for 40MHz). 

!   A system of 50k cells would requires 100 Stratix V (plus <100 Stratix V 
for the Switching Network).   



A possible setup at 40MHz 

1

Setup 40MHz v1
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In order to fully test functionality at high speed a “minimal” prototype requires at 
least  two elements of the Switching Network block plus one element of the Cellular 
Engine/Fitter block, corresponding to just one branch of the scheme above (1% of 
the entire envisioned system).     
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Anagrafica 

2015 [%] 2016 [%] Posizione 

F. Bedeschi 20 10 Dir. di Ricerca 

R. Cenci 45 45 Post-Doc  

M.J. Morello (RL  ) 30 40 Ricercatore 

G. Punzi (RN) 20 30 Prof. Associato 

L. Ristori 80 - In pensione 

F. Spinella 20 10 Tecnologo 

S. Stracka 30 30 Post-doc 

J. Walsh 20 0 Primo Ricercatore 

Tot (FTE) 2.65 1.65 



Richieste 2016 
! Missioni : 2kE    

! Consumi: 3kE 

! Inventariabile: 0E   

! Apparati:  
—  1 Crate µTCA (10kE) 
—  3 AMC boards equipped with Stratix V (3x10kE) 

!   Total: 45kE 

Per quanto riguarda le risorse di Sezione chiediamo di continuare ad 
usare lo spazio di laboratorio che stiamo già usando. 


