
Report on the DarK Matter  
work package

Fiorenza Donato (Torino University & INFN) 
Piero Ullio (SISSA & INFN)

!1

Theoretical Astroparticle Physics Workshop, Torino, July 10, 2015

Work package coordinators:



Dark Matter: one of the longest-standing open issues  

Plenty of evidence from cosmological-astrophysical tests (actually indirect 
evidence assuming General Relativity as theory of gravity). 

Few guidelines from cosmological-astrophysical data on a particle physics 
embedding (from ultralight scalars to superheavy states, from moderately 
large self-interactions to gravitational coupling only). 

A few main guidelines (prejudices) when  considering an early Universe 
production mechanism (thermal, off-thermal, as a condensate, 
gravitational, …). 

A few main guidelines (prejudices) when considering a DM within a particle 
physics motivated scenario (DM at the weak scale and the hierarchy 
problem, DM and the strong CP problem, DM and the flavour problem, …).    

Deeply stuck in the no-direction/any-direction morass!



One way out within the work package expertise:

A union of units and researchers with diversified competences in cosmology, 
astrophysics and elementary particle physics, but common language to build up a 
synergetic effort.  

Theoretical expertise for a theoretical approach, keeping at the same time a link 
to experimental collaborations and observational campaigns. 

An effort to avoid ambulance chasing, still a critical perspective on recently 
claimed “hints” of detection (positron, antiproton, Galactic Center, … 
“excesses”). 

On one hand, the emphasis on smoking-gun signals (antideuteron searches, 
definite spectral features in photon channels, …). 

On the other, the multi-wavelength (e.g.: radio to gamma), multi-messenger (e.g.: 
photons, cosmic rays & neutrinos), multi-technique (e.g.: direct versus indirect 
versus accelerators), … approach to dig small signals out of large backgrounds.       



The first year of results for the work package:

Tests via numerical simulations (Torino) or theoretical aspects (L’Aquila/
LNGS + Torino) of alternatives/extensions to GR as theory of gravity. 

Cosmological tests on DM properties, such as on DM-dark energy 
interactions (LNF/La Sapienza) or on the lifetime of DM particles 
(Napoli/Salerno).   

The “non-WIMP” side of the DM puzzle: from superheavy states 
(L’Aquila/LNGS), to PeV decaying DM (Napoli/Salerno), to axions and 
ALPs (Bari/Lecce + LNF/La Sapienza + L’Aquila/LNGS), to asymmetric 
DM models (LNF/La Sapienza)

About 50 published papers or preprints, with level of research at the 
forefront in the international panorama.  Aspects considered so far include 
(please forgive me for failing to list here your favourite work):  
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The first year of results for the work package:

Possible connections between shortcomings in the standard picture of 
Galactic cosmic ray propagation and an exotic cosmic ray component 
from pair annihilations or decays of DM particles (Torino + SISSA).  

A closer look to some of the proposed golden channels for DM 
indirect detection: antideuterons (Torino), dwarf satellites of the 
Milky Way (Torino + SISSA), the Galactic center (Torino + SISSA). 

Study of cross-correlations between the diffuse extragalactic gamma-
ray flux and cosmological tracers of DM structures, such as galaxy 
catalogues, cosmic shear and CMB lensing (Torino).    

About 50 published papers or preprints, with level of research at the 
forefront in the international panorama.  Aspects considered so far include 
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Short outlines of few ideas not covered in other talks (please forgive me 
for failing to choose your favourite topic): 
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Figure 2. UHECR flux: proton (dotted green), He (dotted magenta), CNO (dotted blue), MgAlSi
(dotted cyan), Fe (dotted black) from astrophysical sources [51] and proton (green solid), photon (blue
solid) and neutrino (red solid) from the decay of SHDM with a Moore density profile. The total flux
is represented by the black thick solid line. Experimental data are the latest observations of Auger
[28] and TA [31]. All plots are obtained assuming r = 0.05, taking the four different choices of the
inflaton potential: β = 2 upper left panel, β = 4/3 upper right panel, β = 1 lower left panel and
β = 2/3 lower right panel. The corresponding values of the SHDM parameters (MX , τX) are labelled
in the different panels.

The contribution of SHDM decay to the UHECR fluxes starts to be relevant at the high-
est energies (E > 5×1019 eV). Using the model proposed in [51] for UHECR by astrophysical
sources (see also [52, 53] for different models of UHECR composition), in figure 2 we have
plotted the total UHECR flux, highlighting the contribution of the different components:
proton (dotted green), He (dotted magenta), CNO (dotted blue), MgAlSi (dotted cyan), Fe
(dotted black) from astrophysical sources [51] and proton (green solid), photon (blue solid)
and neutrino (red solid) from the decay of SHDM. The latter fluxes where normalized in-
tegrating over the whole sky (0 ! θ < π), with a Moore density profile for SHDM. The
four panels of figure 2 correspond to the four different assumptions on the inflaton potential
discussed in the previous section β = 2/3, 1, 4/3, 2 (as labelled in the figure) and fixing a
reference value of the tensor to scalar ratio r = 0.05, that corresponds to the peak in the
tensor to scalar ratio likelihood curve of the combined analysis of Planck, BICEP2 and Keck
Array [23]. As labelled in the figure, this choice of the inflation parameters corresponds to
a SHDM mass: MX = 4.5 × 1013 GeV in the case of β = 2, MX = 4.3 × 1015 GeV with
β = 4/3, MX = 1.7 × 1016 GeV with β = 1 and MX = 4.7 × 1016 GeV with β = 2/3. The
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Aloisio, Matarrese & Olinto, arXiv:1504.01319 

a) CMB B-mode determination of the tensor-to-scalar ratio r ⇒ determination of 

the inflation potential height;  b) gravitation particle production at the end of dS

Inflation scale, superheavy DM & ultra high-energy CRs:

phase ⇒  determination of the 

mass scale for superheavy DM;

c) finite lifetime for superheavy 
DM ⇒  search for beyond GZK 

events connected to decays of 
Galactic DM.

A few ingredients and their consequences:



Audren, Lesgourgues, Mangano, Serpico, Tram, arXiv:1407.2418 

Model independent limits on DM lifetime: 

Goal: derive a bound on the lifetime of DM particles from purely gravitational 
considerations (limits often quoted at the level, e.g., of 10    s depend on the mass 
scale of the DM particle - most often WIMPs at the EW scale - and a visible decay 
mode - most often γ-rays). Here the only assumption is the decay into radiation.

29

Figure 1. CMB temperature power spectrum for a variety of models, all with the same parameters
{100 ✓s,!ini

dcdm

,!
b

, ln(1010As), ns, ⌧reio} = {1.04119, 0.12038, 0.022032, 3.0980, 0.9619, 0.0925} taken
from the Planck+WP best fit [26]. For all models except the “Decaying CDM” one, the decay
rate �

dcdm

is set to zero, implying that the “dcdm” species is equivalent to standard cold DM with a
present density !

cdm

= !ini

dcdm

= 0.12038. The “Decaying CDM” model has �
dcdm

= 20 km s�1Mpc�1,
the “Tensors” model has r = 0.2, and the “Open” (“Closed”) models have ⌦k = 0.02 (�0.2). The
main di↵erences occur at low multiples and comes from either di↵erent late ISW contributions or
non-zero tensor fluctuations.

To check (ii), we plot in Figure 1 the unlensed temperature spectrum of models with �
dcdm

set either to 0 or 20 km s�1Mpc�1

3. To keep the early cosmological evolution fixed, we stick
to constant values of the density parameters (!ini

dcdm

, !
b

), of primordial spectrum parameters
(As, ns) and of the reionization optical depth ⌧

reio

. Of course, for �
dcdm

= 0, the dcdm
species is equivalent to standard cold DM with a current density !

cdm

= !ini

dcdm

. We need to
fix one more background parameter in order to fully specify the late cosmological evolution.
Possible choices allowed by class include h, or the angular scale of the sound horizon at
decoupling, ✓s = rs(t

dec

)/ds(t
dec

). We choose to stick to a constant value of ✓s, in order to
eliminate the e↵ect (i) described above, and observe only (ii). We see indeed in Figure 1 that
with such a choice, the spectra of the stable and decaying DM models overlap everywhere
except at small multipoles. To check that this is indeed due to a di↵erent late ISW e↵ect, we
show in Figure 2 the decomposition of the total spectrum in individual contribution, for the
stable model and a dcdm model in which the decay rate was pushed to 100 km s�1Mpc�1.

Since the dominant e↵ect of decaying DM is a modification of the small-` part of the
CMB temperature spectrum, in the rest of the analysis, it will be relevant to investigate de-

3
It is useful to bear in mind the conversion factor 1 km s

�1
Mpc

�1
= 1.02⇥ 10

�3
Gyr

�1
.
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Degeneracy with other effects at small l

Late time replacement of a part 
of the matter term with a radiation 
component, inducing: 
a) change in the background 

evolution; 
b) imprint on perturbations on 

large scale.    
Looking at the CMB: a change in 
the angular diameter distance of 
LSS; late ISW; a change in CMB 
lensing.



Audren, Lesgourgues, Mangano, Serpico, Tram, arXiv:1407.2418 

Model independent limits on DM lifetime: 

Goal: derive a bound on the lifetime of DM particles from purely gravitational 
considerations (limits often quoted at the level, e.g., of 10    s depend on the mass 
scale of the DM particle - most often WIMPs at the EW scale - and a visible decay 
mode - most often γ-rays). Here the only assumption is the decay into radiation.
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Late time replacement of a part 
of the matter term with a radiation 
component, inducing: 
a) change in the background 

evolution; 
b) imprint on perturbations on 

large scale.    
Looking at the CMB: a change in 
the angular diameter distance of 
LSS; late ISW; a change in CMB 
lensing.

Hubble parameter, the amplitude at k⇤ = 0.05/Mpc and tilt of the initial curvature power
spectrum, and the optical depth to reionisation. The next parameter !

dcdm+dr

denote the
physical density of decaying dark matter plus its decay product today (in practise, !

dcdm+dr

is extremely close to !
dcdm

up to typically 4%). Finally, the last two parameters are the dcdm
decay rate and the tensor-to-scalar ratio, also measured at the pivot scale k⇤ = 0.05/Mpc.
In some of our runs, we vary the curvature parameter ⌦k = 1� ⌦

tot

.
The tensor tilt nt is set to satisfy the self-consistency condition from inflation, i.e

nt = �r/8(2� r/8� ns), whereas the tensor running ↵t is neglected. For the neutrino sector,
for simplicity, we performed the same assumption as in [26] (two relativistic neutrinos and
one with a mass of 0.06 eV).

3.3 Results

The results are summarized in Table 2 and Figures 4 and 5.

Model ⇤CDM + {�
dcdm

, r} ⇤CDM + {�
dcdm

, r,⌦k}
Data A B A B

100!
b

2.231+0.025
�0.024 2.226+0.024

�0.024 2.247+0.028
�0.030 2.247+0.028

�0.029

H
0

[km/s/Mpc] 68.89+0.62
�0.61 68.92+0.61

�0.62 68.21+0.79
�0.79 68.07+0.83

�0.80

109As 2.145+0.044
�0.050 2.143+0.044

�0.047 2.157+0.046
�0.054 2.156+0.045

�0.052

ns 0.9643+0.0055
�0.0056 0.9666+0.0055

�0.0056 0.9705+0.0071
�0.0077 0.9742+0.0072

�0.0076

⌧
reio

0.082+0.012
�0.011 0.082+0.011

�0.011 0.08676+0.012
�0.013 0.08792+0.011

�0.013

!
dcdm+dr

0.1142+0.0016
�0.0014 0.1142+0.0017

�0.0014 0.1117+0.0026
�0.0023 0.1113+0.0025

�0.0023

�
dcdm

[km s�1Mpc�1] < 5.9 < 5.0 < 6.0 < 4.9

r < 0.13 0.164+0.032
�0.040 0.05273+0.012

�0.053 0.1713+0.033
�0.039

102⌦k – – �0.3517+0.28
�0.26 �0.4405+0.30

�0.27

⌧
dcdm

[Gyr] > 160 > 200 > 160 > 200

Table 2. Marginalised Bayesian credible intervals for the cosmological parameters of the models
considered in our analysis. We quote either mean values and 68% confidence levels or 95% upper/lower
bounds. The last lines show the results for the derived parameter ⌧

dcdm

= 1/�
dcdm

representing the
dcdm lifetime (assuming a flat prior on the rate �

dcdm

, and not on the lifetime).

For the ⇤CDM + {�
dcdm

, r} model, we find that the best-fit model has a negligible
decay rate. Using the A dataset, the upper bound is �

dcdm

< 5.9 km s�1Mpc�1 (95% CL).
The decay rate is not significantly correlated with any other cosmological parameter, except
!
dcdm+dr

and r, as can be seen in Figure 4. Indeed, the data prefer a certain amount of DM
at early times, corresponding to the correct redshift of equality. Hence models with a large
decay rate have a smaller DM density today, explaining the negative correlation between
�
dcdm

and !
dcdm+dr

. There is also a correlation between �
dcdm

and r: both parameters can
enhance the small-l CMB temperature spectrum, so larger values of r lead to a stronger
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Planck + WMAP polarization + WiggleZ + 
BOSS + (BICEP2):



Regis et al., arXiv:1407.4948 

Constraints on DM from radio surveys of dwarf satellites: 

Search for extended synchrotron emission connected to DM pair-annihilation or 
decay yields within dwarf satellites of the Milky Way (DM dominated objects with 
negligible intrinsic backgrounds from standard astrophysical sources). A survey of 
six of them performed with ATCA in the 1.1-3.1 GHz band. No evidence for extended 
emission was found ⇒ limits on the DM parameter space: 12
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FIG. 5: 95% C.L. upper bounds on the velocity averaged annihilation cross-section as a function of the WIMP mass, for the
three scenarios OPT (blue), AVE (red), and PES (black) listed in Table II. In the AVE and PES cases, bounds are derived
from the tapered maps with sources conservatively subtracted in the visibility plane only. Left: Annihilations into b− b̄ (solid)
and W+−W− (dotted). We show also the bounds from the analysis of dSphs in Refs. [7] (light-green) and [14] (dark-green) at
gamma-ray frequencies, and in Ref. [31] (orange, AVE scenario) in the X-ray band, for the b−b̄ finale state. Right: Annihilations
into τ+ − τ− (solid) and µ+ − µ− (dotted). We show also the bounds from the analysis of dSphs in Refs. [7] (light-green) and
[14] (dark-green) at gamma-ray frequencies, and in Ref. [31] (orange, AVE scenario) in the X-ray band, for the τ+ − τ− finale
state.

indeed one of the greatest obstacles to be overcome in this kind of studies. In this respect, future radio telescopes
with high sensitivity and spatial resolution (like, e.g., the SKA and its precursors) will be crucial for the study of the
DM nature (see discussion in [46]).
In the right panel of Fig. 4, we show the constraints in the PES scenario. The discussion is similar to the one

reported for the AVE case. The effect of spatial diffusion is even more pronounced and the larger CDS become more
promising than the smaller UDS, even though the latter are closer (see also Fig. 11 in Paper II). The Fornax dSph
is the most constraining case. Note that this trend is the opposite with respect to what found in the OPT scenario
(and typically also in gamma-ray searches).
In Fig. 5, we show bounds on the WIMP annihilation cross section for few different final states of annihilation,

b− b̄ and W+ −W− in the left panel, and τ+ − τ− and µ+ − µ− in the right panel. In order to be conservative, we
choose to show bounds making use of MAP1. Assuming the residuals in MAP1 are not due to DM annihilations, we
can consider all the annihilation rates which are incompatible with at least one target to be excluded. The case of
W+ −W− is very similar to the b− b̄ case discussed in Fig. 4 (and reported in Fig. 5 for completeness). Indeed, the
two e+ − e− yields are very similar for electron/positron energy below 0.3Mχ (with Mχ > MW ≃ 80 GeV to have a
kinematic allowed production of W+ −W−), see e.g. Fig. 4 in Ref. [3], namely in the relevant energy range for the
synchrotron production.
Annihilations in τ+ − τ− and µ+ − µ− induce instead harder spectra of e+ − e−. Bounds for the leptonic channels

are thus more stringent than in the hadronic case at low WIMP masses, while the opposite picture occurs in the TeV
range.
Fig. 6a shows 95% C.L. constraints in the decaying-DM parameter space for the b − b̄ and µ+ − µ− final states.

Again the softer e+ − e− spectrum of the hadronic case makes the latter more constraining than the leptonic channel
for high WIMP masses and viceversa at low mass. The bounds in the AVE and PES scenarios differ by a factor which
is of the same order of the findings in the annihilating case. The curve of the OPT scenario is instead much closer to
the other two benchmark models, and, overall, the uncertainty is significantly reduced. The dependence on the square
of the DM density profile in the annihilating case (with respect to a linear dependence for decaying DM) amplifies the
effect of a cuspy initial distribution, if this is not flattened by spatial diffusion as in the AVE and PES scenarios. The
huge overdensity of the injected e+−e− makes also the equipartition magnetic field large at the center, and these two
points explain why the large discrepancy between OPT and AVE found for annihilating DM is not present in Fig. 6a.
In the case of decaying DM, there is no natural scale to aim as for the “thermal” annihilation rate in the annihilating

DM framework. However, much interest was recently devoted to decaying DM models in connection to the possibility
of explaining the measured raise in the local cosmic-ray positron fraction at high energy. The green region in Fig. 6a
shows the best-fit to the PAMELA excess in the case of µ+ − µ− final state (see, e.g., Ref [47]), which is the only
viable interpretation among the final states considered here.

Constraints depending 
on assumptions 
regarding diffusion 
properties and 
magnetic field strengths 
within the dwarfs, but 
competitive with γ-ray 
surveys.

A high-risk & 
high-gain target, a 
potentially large 
improvement with 
LOFAR and SKA



di Mauro, Donato, Goudelis & Serpico, arXiv:1408.0288 

Antiproton cross sections and CR data: 

A new analysis of the impact of uncertainties in antiproton production cross 
sections on the theoretical prediction for the secondary antiproton cosmic ray flux. 
All available data (including for first time NA49 data) on the differential cross 
section for the process:  
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where �
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is the total inelastic cross section for pp colli-
sions for which here, and only here, we used the param-
eterization adopted in [11]
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where E

inc

(s) is the incident kinetic energy in GeV de-
fined as E

inc

(s) = s/(2mp)�2mp and �

0

= 44.40 mbarn.
We show in Tab. II our best fit values and 1� errors for
the cross section pararemeters Di in Eq.(9). A modest
disagreement with the results of [11] was initially found
only for D

1

and D

2

, which eventually we could attribute
to a typo in the fitting parameter values reported in their
Table V. If we invert D

1

with D

2

, not only do we obtain a
very good agreement with our results, but also a reduced
chi-squared �

2

⌫ ' 3.6, the same value the authors quote
in their paper. By insisting in interpreting literally the
values of their table V, we would find �

2

⌫ ' 9.9, clearly
inconsistent with the value of 3.6. In Fig. 2 we display
the comparison of the best fit and 3� uncertainty band
of the source term derived with our best fit values of the
parameters in Tab. II, and the best fit source term with
the results reported in [11] withD

1

andD

2

inverted. The
two results are essentially indistinguishable.

FIG. 2. Comparison of the source term for antiproton pro-
duction in pp collisions as obtained in [11] (see however text
for a correction in their table) and in this work, by re-fitting
the same datasets with the same functional form, with our
nominal 3� statistical error band. Vertical dot-dashed lines
show the domain of energy actually covered by the experi-
ments analysed.

B. Analysis of NA49 data

Once our routines validated, we proceed first with fits
to the NA49 dataset only. We use the functional form
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where �

in

(s) is defined in Appendix B, Eq.(B2). This
functional form is a simplified version of the standard
parametrization proposed in [27] (it has four parameters
less), which we found to provide an accurate and more
compact description of the data. Note that we implicitly
assume some form of scaling, in that the only dependence
on s is given by the overall multiplication with the inelas-
tic cross section. The best-fit values and the 1� errors are
reported in Table III, with the corresponding fit having a
reduced chi-square �

2

⌫ = 1.3 for 137 degrees of freedom.
The comparison between data and fitted function (along
with the corresponding 3� bands) is presented in Fig. 3.
We see that the data are well represented by the fitting
function, Eq.(11), for all the pT and xR values.
Next, we checked that the chosen fitting formula does

not impose too strong a theoretical bias. To that pur-
pose, as described in paragraph IIC, we performed an
“educated” interpolation of the data by dividing the dat-
apoints by �

in

(s
NA49

) and assuming that the resulting
function is independent of s. The final function which is
obtained by re-multiplying by �

in

(s) thus still has a de-
pendence on s, albeit a trivial one, via the overall factor
�

in

(s). The comparison between our fitting and interpo-
lating procedures is shown in yellow in Fig. 4. The verti-
cal lines correspond to the equivalent antiproton energy
spanned by the NA49 experiment, where an interpolation
is meaningful. In order to obtain a reasonable interpola-
tion outside this interval, we supplemented the datasets
with “fake” points at the boundaries of the interpolation
grid, with very large errors not to artificially influence the
curve, yet su�cient to prevent the numerical routine from
being driven to extreme functional form interpolations
(for example, negative cross sections). No reasonable er-
ror can be however assigned outside the region covered by
the data, apart for a lower limit that should be at least as
large as the maximum relative width of the yellow band.
The fact that the average interpolation curve is always
within ⇠ 3� of the best-fit previously obtained suggests
that this 3� band is roughly representing the maximum
uncertainty (at least where data exist), accounting not
only for statistical errors, but also for possible theoret-
ical biases, acting as additional systematics, related to
the choice of the fitting function.

C. Global analysis

Finally, we proceed to the global analysis of all avail-
able data on pp ! p̄ +X listed in Table I. In this case,

are used in tho analysis for a parametric fit in the form (under scaling hypothesis):
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D1 (error) D2 (error) D3 (error) D4 (error) D5 (error) D6 (error) D7 (error)

4.22(0.66) 3.435(0.016) 0.0067(0.0014) 0.0510(0.050) 3.609(0.021) 0.0209(0.0010) 3.086(0.083)

TABLE II. Best-fit values and 1� errors for the parameters Di in Eq.(9) resulting from a fit to the [11] dataset.

C1 (error) C2 (error) C3 (error) C4 (error) C5 (error) C6 (error)

7.56(1.15) 0.245(0.148) 0.0164(0.0025) 2.37(0.13) 0.0352(0.0020) 2.902(0.059)

TABLE III. Best-fit parameters and 1� errors to the NA49 data [14] with Eq.(11) .

given that we wish to describe data referring to quite dif-
ferent

p
s values and covering di↵erent (pT , xR) regions,

it is expected that we will have to introduce some com-
plication with respect to the previous paragraph. In this
spirit, we tried numerous di↵erent functional forms, es-
sentially variations of the standard parametrization pro-
posed in [27]. We present here results on our two most
successful attempts, which also provide interesting in-
sights on the extrapolation to regions where data are ei-
ther scarce or altogether unavailable, a point that we
shall discuss in more detail in section VA.

As a first step, we used an improved version of Eq.(11)
introducing an explicit dependence on s, namely
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This parametrization of the cross section is similar to the
one proposed in [27] except for the absence of a

p
s ex-

ponent in the (1 � xR)C1 term. The fit gives a reduced
chi-square of �

2

⌫ = 4.16, with a number of degrees of
freedom of 385. The best-fit values and uncertainties are
reported in Table IV. We have also checked that consid-
ering the exact form as in [27] we obtain an even worse
fit to the data (�2

⌫ = 5.6 with 385 degrees of freedom).
Motivated by the relatively poor quality of the fit, we

tried an extended version of Eq.(12), namely
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where the absolute value simply prevents the function
from becoming negative in some corners of parameter
space. Compared to the previous function, this one fur-
ther contains the exponential of a cubic function of pT
and an additional s-dependence. The best-fit parameters
for Eq.(13) are reported in Table V. This parametriza-
tion yields a somewhat better �2

⌫ = 3.30 for 382 degrees
of freedom. In order to test the validity of the scaling
hypothesis, we obtain that the fit to the same data with
Eq.13 containing no dependence on s but not in �

in

(s),
gives a reduced �

2

⌫ = 4.82.

The improved value of �2

⌫ is obtained at the expense
of some rescaling of the datasets. With respect to our
best result given by Eq.(13), the measurements reported
in [13, 14, 18–23] are renormalised respectively by factors
!k of {0.87, 1.04, 1.16, 0.98, 0.95, 1.13, 1.02, 1.16}. There-
fore the NA49 data [14], which represent the bulk of the
fitting procedure, are renormalised by a negligible ⇠ 2%
while [13, 18, 19, 23] by more than 10%. Interestingly, the
largest renormalization value is 16% for the BRAHMS
dataset [13] giving a factor of 1.16, still not particularly
significant given the statistical errors, yet perhaps in-
dicative of some “theoretical error” e↵ects which become
more prominent when an agreement over a large energy
range is demanded. We display in Fig. 5 the compari-
son of the cross section best fit and 3� uncertainty band
according to Eq.(13) with the datasets [14, 18–23]. We
omit the comparison with the BRAHMS results, because
in this case the cross section has only been measured
along a line in the (pT , xR) space (see Fig. 1). Neverthe-
less, the di↵erence between our best fit cross section and
the data in [13] is at most ⇠ 30%. We see that most of
the data are well reproduced by the fitting function of
Eq.(13) at all pT values. This is true in particular for
the NA49 data, except for a slight overestimation at the
lowest pT value. We have however checked that a 20%
shift in the di↵erential cross section for pT < 0.15 has a
negligible e↵ect on the antiproton source term (less than
5%).

We then repeated the interpolation analysis, previ-
ously only performed for NA49, for the entire dataset.
In this case, the parameter space coverage is such that
there is no need to supplement the dataset with “fake”
points, as previously done for the NA49 data alone. The
spline method results in this case are, thus, fully data-
driven, modulo our implicit assumption concerning the
cross section

p
s scaling according to an overall factor

�

in

(s).

In Fig. 6 we compare the results obtained for the an-
tiproton source term through our fits according to the
equations (13) and (12), as well as the estimate based on
our spline interpolation. The energy range where pp data
(except for BRAHMS) are available is bracketed by the
vertical lines. We see that above 10 GeV, and within the
region where experimental data are available, all three
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FIG. 5. Di↵erental cross section for antiproton production in pp scattering, as a function of xR, for di↵erent pT values. The
curves refer to the 3� uncertainty band around the best fit obtained with a fit of Eq.(13) to the datasets in Tab. I. The data,
from top left to bottom right, are from [14, 18–23]. For the sake of clarity, the data from [19] and [14] and the relevant
theoretical curves at each pT value have been rescaled by a factor 0.6npT and 0.9npT , respectively, as described in Fig.3.

x   is the radial scaling = E / maximal ER
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Antiproton cross sections and CR data: 

The uncertainty on the antiproton source function (pp term only) is then found to 
be of order 10% if adopting the fiducial model from the fit; of order 20% up to 50% - 
outside the region where bulk of the data is available - for a more conservative error 
propagation; even larger taking into account antineutrons decays: 
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T (GeV) Eq.(11) (% error) Eq.(12) (% error) Eq.(13) (% error) spline (% error) Tan & Ng Duperray et al

5 1.23 · 10�30(4.9) 1.47 · 10�30(6.1) 1.67 · 10�30(5.4) 1.38 · 10�30(2.7) 1.42 · 10�30 1.40 · 10�30

10 4.31 · 10�31(4.2) 4.87 · 10�31(3.0) 5.17 · 10�31(4.8) 4.34 · 10�31(2.5) 4.96 · 10�31 4.74 · 10�31

100 1.70 · 10�33(5.9) 1.82 · 10�33(8.7) 1.77 · 10�33(6.8) 2.03 · 10�33(3.2) 1.82 · 10�33 2.04 · 10�33

500 2.42 · 10�35(6.2) 2.82 · 10�35(9.5) 3.39 · 10�35(8.8) 3.26 · 10�35(5.2) 2.38 · 10�35 3.27 · 10�35

1000 3.13 · 10�36(6.9) 4.16 · 10�36(11) 6.83 · 10�36(10) 7.02 · 10�36(5.8) 3.29 · 10�36 4.93 · 10�36

TABLE VI. Best-fit values and corresponding percentage relative errors for the pp-induced source term (in GeV�1cm�3s�1),
for some representative antiproton energies and di↵erent approaches in the data analysis.

our plots. A similar prescription was found to be more
indicative of the real uncertainty, once global fits were
performed. In this case, the inadequacy of the nominal
1� error band was already hinted to by the relatively
large reduced �

2, never smaller than �

2

⌫ = 3.30. We
attribute these results to a combination of factors: i) un-
derestimated experimental errors, notably in (some of)
the older datasets, due to e↵ects that were neglected as
the feed-down we mentioned. ii) inadequacy of any sim-
ple functional form tested to describe faithfully the data,
especially on a large dynamic range; iii) some sort of
more or less implicit analytical extrapolation assumption
in order to achieve coverage of the 3-dimensional space
(
p
s, pT , xR) starting from a discrete set of points. Note

that this also applies to interpolation techniques, which
for instance rely on some theoretical assumptions such
as scaling. The situation may be certainly improved if
high-quality measurements such as the ones provided by
NA49 could be extended to a broader dynamic range.

We also stress that outside the regions where data are
available, there is no compelling reason for either one of
our results according to equations (12) and (13) to be
more realistic than the other. Whereas the agreement
of all of our computations at intermediate energies hints
that the error estimates there is fairly reliable, this is
not at all the case at very low and high energies. A
more conservative approach is to assume that in this case
the error is dominated by the extrapolation uncertainty,
for which a proxy is given by the region spanned by the
ensemble of our approaches, amounting to about 50% at
1 TeV.

As a practical summary of our analysis, we report in
Fig. 8 an estimate for the uncertainties inherent to the
production of antiprotons from inelastic pp scatterings.
The results are expressed as the ratio of the antiproton
source term in Eq.(1) to a reference value. For the blue
and the red bands, this reference value has been fixed to
the source term obtained by setting the pp production
cross section to the best fit to all the data obtained with
Eq. (13) (parameters as in Table V). Outside the vertical
bands—delimiting the energy range in which data are
available—we extrapolate the production cross section
by means of the same formula.

The blue band corresponds to considering parametriza-

FIG. 8. Estimate of the uncertainties in the antiproton source
term from inelastic pp scattering. The blue band indicates the
3� uncertainty band due to the global fit with Eq.(13), while
the red band corresponds to the convolution of the uncertain-
ties brought by fits to the data with Eq.(13), Eq.(12) and
with the spline interpolation (see Fig.6.). The orange band
takes into account the contribution from decays of antineu-
trons produced in the same reactions. Vertical bands as in
Fig.6. See text for details.

tion (13) alone. By simple inspection we can clearly see
that the relevant uncertainty is maximally of the order of
10%. The red band is obtained by convoluting the uncer-
tainty bands resulting from fits through Eqs.(13) and (12)
and (within the vertical bands) the spline interpolation.
This more conservative approach sizes the uncertainties
from 20% at the lowest energies to the extrapolated 50%
at 1 TeV.

The most conservative estimate is shown by the or-
ange band, where the additional uncertainty on the an-
tineutron production has been taken into account. In
this case, the normalization has been fixed to a source
term in which the antineutrons produced in pp scatter-
ings contribute with an energy-independent rescaling fac-
tor  = 1.3 (w.r.t. 1). The relevant uncertainty band has
been derived by shifting the (red) previous convolution
by an additional factor to account for the antineutron
decay,  ' 1.3 ± 0.2, as discussed in Sect. IV. The or-
ange band indicates that the antiproton source term may

NOTE: Antiprotons from heavier nuclei are not included; in particular p-He,  
He-p & He-He are expected to contribute to the antiproton yield up to about 
50% at low T.  No data available on these processes!

Fix the background 
and single out eventual 
DM contributions 
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Antiproton cross sections and CR data: 

In the last year, the Torino Unit, INFN Torino, the INFN “What Next” roadmap 
have been promoting  an experimental & theoretical challenge on the p-He cross 
section estimate, see, e.g., the workshop on this topic in Torino, July 6-7, 2015.
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3� uncertainty band due to the global fit with Eq.(13), while
the red band corresponds to the convolution of the uncertain-
ties brought by fits to the data with Eq.(13), Eq.(12) and
with the spline interpolation (see Fig.6.). The orange band
takes into account the contribution from decays of antineu-
trons produced in the same reactions. Vertical bands as in
Fig.6. See text for details.

tion (13) alone. By simple inspection we can clearly see
that the relevant uncertainty is maximally of the order of
10%. The red band is obtained by convoluting the uncer-
tainty bands resulting from fits through Eqs.(13) and (12)
and (within the vertical bands) the spline interpolation.
This more conservative approach sizes the uncertainties
from 20% at the lowest energies to the extrapolated 50%
at 1 TeV.

The most conservative estimate is shown by the or-
ange band, where the additional uncertainty on the an-
tineutron production has been taken into account. In
this case, the normalization has been fixed to a source
term in which the antineutrons produced in pp scatter-
ings contribute with an energy-independent rescaling fac-
tor  = 1.3 (w.r.t. 1). The relevant uncertainty band has
been derived by shifting the (red) previous convolution
by an additional factor to account for the antineutron
decay,  ' 1.3 ± 0.2, as discussed in Sect. IV. The or-
ange band indicates that the antiproton source term may

Fix the background 
and single out eventual 
DM contributions 

The uncertainty on the antiproton source function (pp term only) is then found to 
be of order 10% if adopting the fiducial model from the fit; of order 20% up to 50% - 
outside the region where bulk of the data is available - for a more conservative error 
propagation; even larger taking into account antineutrons decays: 
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Insights on galactic CR propagation from the γ-ray sky: 

γ-ray emissivities in the Galaxy are, to some extent, a by-product of the model for 
transport of galactic CRs. The standard approach: extrapolate to the whole Galaxy 
what we can learn about the local CR transport from local CR measurements. An 
oversimplified approach, sufficient to match FERMI LAT data in most regions of the 
sky, but systematically underestimating the flux above few GeV towards the inner 
Galactic plane:  

Gamma-ray sky points to radial gradients in cosmic-ray transport

Daniele Gaggero,1, 2, ⇤ Alfredo Urbano,1, † Mauro Valli,1, 2, ‡ and Piero Ullio1, 2, §

1SISSA, via Bonomea 265, I-34136, Trieste, Italy
2INFN, sezione di Trieste, via Valerio 2, I-34127, Trieste, Italy

The standard approach to cosmic-ray (CR) propagation in the Galaxy is based on the assumption
that local transport properties can be extrapolated to the whole CR confining volume. Such models
tend to underestimate the �-ray flux above few GeV measured by the Fermi Large Area Telescope
towards the inner Galactic plane. We consider here for the first time a phenomenological scenario
allowing for both the rigidity scaling of the di↵usion coe�cient and convective e↵ects to be position-
dependent. We show that within this approach we can reproduce the observed �-ray spectra at
both low and mid Galactic latitudes – including the Galactic center – without spoiling any local CR
observable.

I. INTRODUCTION

Since 2008 the Fermi Large Area Telescope
(Fermi-LAT) has been surveying the �-ray sky be-
tween about few hundred MeV and few hundred GeV
with unprecedented sensitivity and resolution. The bulk
of the photons detected by the Fermi-LAT is believed to
be associated with di↵use emission from the Milky Way,
originated by Galactic cosmic rays (CRs) interacting
with the gas and the interstellar radiation field (ISRF)
via production and decay of ⇡0s, inverse Compton (IC),
and bremsstrahlung.

There is a striking consistency between general fea-
tures in the di↵use �-ray maps and the di↵use �-ray flux
models: the predictions mainly rely, on the side concern-
ing emitting targets, on (indirectly) measured gas column
densities and ISRF models, while, on the side of incident
particles, on propagation models tuned to reproduce lo-
cally measured fluxes. When addressing at a quantitive
level the quality of such match between predictions and
data, most analyses have mainly developed optimized
models looping over uncertainties on the emitting targets.
In particular, in ref. [1] the authors – besides allowing for
a radially-dependent rescaling of the ISRF and di↵erent
values of the spin temperature of the 21 cm transition
– adopt a tuning of the poorly known conversion factor
between the observed CO emissivities and the molecu-
lar hydrogen column densities, usually dubbed XCO. In
ref. [1] it is shown that such approach is su�cient to gen-
erate models in agreement with the data within about
15% in most regions of the sky; a remarkable exception
is the fact that this procedure tends to systematically
underestimate the measured flux above few GeV in the
Galactic plane region, most notably towards the inner
Galaxy.

Fig. 1 shows the spectrum for the �-ray flux measured
by the Fermi-LAT in the energy range between 300 MeV
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FIG. 1. Upper panel. Comparison between the �-ray flux
computed with the CR propagation model proposed in this Let-
ter (KRA� total flux: solid black line; individual components
shown) and the Fermi-LAT data (purple dots, including both
statistic and systematic errors) in the Galactic disk. For com-
parison, we also show the total flux for the FB model defined
in ref. [1] (double dot-dashed gray line). Lower panel. Resid-
uals computed for the KRA� and FB models.

and 100 GeV and a large angular window encompassing
the inner Galactic plane (5 years of data, within the event
class ULTRACLEAN according to Fermi tools v9r32p5, as
described in [2]). The yellow band corresponds to the
point sources (PS) modelled using the 2-years Fermi-LAT
Point Source Catalogue via a dedicated Monte Carlo
(MC) code. The brown line is the contribution of the
extragalactic background (EGB) obtained by a full-sky
fit of the data for |b| > 20�. The double dot-dashed
line and gray triangles are, respectively, the prediction
and residuals for the Fermi benchmark model, labelled
SSZ4R20T150C5 (FB hereafter), selected for fig. 17 in
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evidence for radial 
gradients in CR 
transport? Model 
with flattering of 
the rigidity scaling 
for the diffusion 
coefficient:

Again: Fix the 
background 
and single out 
eventual DM 
contributions 



Perspectives for the work package:

Keep walking on the path of the multi-disciplinary approach, strengthening 
collaborations within people with variegated expertise (within units and 
across units). 

 At the italian level, an effort in synergy with INFN: the TAsP (Theoretical  
Astroparticle Physics) group most of us are member of, as well as the 
opportunities being opened by participating to the “What Next” roadmap. 

At the international level, build up on the capability to collaborate with 
outstanding scientists, as already shown by papers produced in this first 
period. 

Let data guide our steps: from cosmological and astrophysical 
observations, to ground and space experiments, from underground 
searches to the LHC, the field may soon take directions requiring an 
especially open-minded attitude.     


