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Abstract
The radiation used in hadrontherapy treatments interacts with the patient
body producing secondary particles, either neutral or charged, that can be
used for dose and Bragg peak monitoring and to provide a fast feedback on
the treatment plans. Recent results obtained from the authors on simplified
setups (mono-energetic primary beams interacting with homogeneous tissue-
like target) have already indicated the correlation that exists between the flux
of these secondaries coming from the target (e.g. protons and photons) and the
position of the primary beam Bragg peak. In this paper, the measurements of
charged particle fluxes produced by the interaction of a 220 MeV/u carbon ion
beam at GSI, Darmstadt, with a polymethyl methacrylate target are reported.
The emission region of protons (p), deuterons (d) and tritons (t) has been
characterized using a drift chamber while the particle time-of-flight, used to
compute the kinetic energy spectra, was measured with a LYSO scintillator.
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The energy released in the LYSO crystal was used for particle identification
purposes. The measurements were repeated with the setup at 60◦ and 90◦ with
respect to the primary beam direction. The accuracy on the fragments emission
profile reconstruction and its relationship with the Bragg peak position have
been studied. Based on the acquired experimental evidence, a method to monitor
the dose profile and the position of the Bragg peak inside the target is proposed.

Keywords: drift chamber, LYSO, hadrontherapy, carbon ion beam, dose
monitoring

(Some figures may appear in colour only in the online journal)

1. Introduction

Proton and carbon ion beams are presently used to treat many different solid cancers (Jakel
et al 2008, Durante and Loeffler 2010) and several new centers based on hadron accelerators
are operational or under construction (Amaldi and Kraft 2005, Schardt et al 2010). The
superior capability of ion therapy to match the maximum dose release with the cancer position
requires new and improved dose monitoring techniques, possibly operating during the course
of treatment (Knopf and Lomax 2013). This aspect is particularly important for therapy with
carbon ion beams, where the dose profile is very sensitive to anatomical changes and minor
patients mispositioning.

Most of the methods proposed so far exploit the information provided by the secondary
particles produced by the primary ions fragmentation inside the patient’s body along their
path toward the tumor. Some of them, for example, exploit the correlation that exists between
the position of the Bragg peak and the emission profile of fragments created by the beam
interaction with the patient body, namely: (i) prompt photons within the 1–10 MeV energy
range (Testa et al 2008, 2009, Min et al 2006, Agodi et al 2012a, Bellini et al 2014), (ii) pairs
of back-to-back photons produced by the annihilation of positrons coming from β+ emitters
(mainly 11C and 15O) (Pawelke et al 1997, Parodi et al 2002, Enghardt et al 2004, Fiedler
et al 2008, Vecchio et al 2009, Attanasi et al 2009, Agodi et al 2012c), (iii) charged secondary
particles, mainly protons, with kinetic energy Ekin �150 MeV/u (Agodi et al 2012b, Henriquet
et al 2012, Gwosch et al 2013).

The results reported in literature for the production of charged fragments are
obtained with experimental configurations tailored to explore the small angle (�30◦, with
respect to the beam direction) emission (Henriquet et al 2012, Gwosch et al 2013).
The abundance and energy spectrum of secondary particles emitted by therapeutical
beams at large angles with respect to the primary beam direction (�90◦) are mainly
unknown, and, as a consequence, very poorly reproduced by the nuclear model
implemented in the Monte Carlo (MC) codes used to design, for example, dose monitoring
devices.

In this paper, we present the results obtained reconstructing secondary charged particles
produced during the irradiation of a polymethyl methacrylate (PMMA) target with a
220 MeV/u fully stripped carbon ion beam at GSI, Darmstadt. The flux and energy
spectra of protons, deuterons and tritons at different angles with respect to the beam
direction (60◦ and 90◦) are reported. A method to correlate the fragments emission profile
with the dose distribution delivered in the target and with the beam entrance position is
presented.
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Figure 1. Top view of the experimental setup for the 90◦ configuration.

2. Experimental setup

A scheme of the experimental setup is shown in figure 1. The data were collected in cave
A of the GSI facility using a 20 × 5 × 5 cm3 PMMA target irradiated with a 220 MeV/u
fully stripped 12C beam. The beam spot was Gaussian-shaped, with a standard deviation in
the transverse plane σbeam � 1 cm, measured with ∼1% relative uncertainty by the GSI beam
monitor chambers. The beam rate, ranging from hundreds of kHz–∼1 MHz, was monitored
by two 1.1 mm-thick plastic scintillators (StartCounter1 and StartCounter2, referred as SC1
and SC2 in the following) placed at 16 and 37 cm upstream of the PMMA target, respectively,
and read out by two Hamamatsu 10580 photomultiplier tubes (PMTs). The time and charge
information of both start counters were acquired, while only the one closest to the PMMA
(SC2) was used to build the trigger signal (taking the OR of the two PMTs).

A scintillation detector, composed of an array of four LYSO crystals, 1.5 × 1.5 × 12 cm3

each, was placed along the beam line axis at 65.8 cm from the target center. The scintillation
light of the crystals was detected with an EMI 9814B PMT.

A 21 cm long drift chamber (DC) (Abou-Haidar et al 2012) was placed ahead of the
LYSO array at 41 cm from the target center. The experiment orthogonal reference coordinate
system, as shown in figure 1, has the x-axis along the incoming beam line, the z-axis in the
horizontal plane, and the y-axis in the vertical plane, oriented according to the right-hand rule.
The reference frame origin was placed along the x-axis in a fixed position that was, at the
beginning of data taking, inside the PMMA at 6.45 cm from the beam entrance surface. The
DC center position along the y-axis was mechanically aligned with the target center with a
�1 mm precision.

The PMMA was mounted on a single-axis movement stage, connected to a micrometric
screw, allowing position scans along the x-axis to be performed with a 0.2 mm accuracy. In the
initial configuration the Bragg peak was located on the x-axis at +1.8 cm. Different datasets,
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needed to perform the DC calibration, have been collected changing the PMMA position along
the beam axis (maximum shift value below 7 mm).

The DC provides a three-dimensional reconstruction of the particle’s track using six
alternated horizontal (x–z plane V-view) and six vertical (y–z plane U-view) wire layers. The
chamber was operated applying the high voltage (HV) to the sense wires (HV = 1.8 kV)
and flushing the active volume with an Ar/CO2 (80/20) gas mixture. The output signals
were discriminated applying a 30 mV threshold. In this configuration the single cell spatial
resolution is �200 μm and the single cell efficiency is �96% (Abou-Haidar et al 2012). The
readout and performances of the DC and of the LYSO detector have been already reported
elsewhere (Agodi et al 2012b) as well as the tracking algorithm and DC calibration. Details
on the energy and time calibration of the LYSO crystals have also been reported elsewhere
(Agodi et al 2012c).

A 10 × 10 × 0.2 cm3 plastic scintillator, marked as VETO in figure 1, is placed between
the target and the DC to stop electrons with energy � 0.55 MeV. During data taking, the LYSO,
DC and VETO detectors were mounted on a support that was moved at different angles with
respect to the beam direction, allowing the secondary particle-production angular distribution
to be studied.

The front-end electronics was read out by a VME system (CAEN V2718 VME-PCI
bridge) interfaced with a DELL Precision 9600 PC Data AcQuisition (DAQ) server. The time
and charge signals were acquired using 19-bit TDC Multi-hit (CAEN V1190B) and 12-bit
QDC (CAEN V792N). The trigger signal was provided by the coincidence, within 80 ns, of
the SC2 and of the LYSO detector signals. The threshold used to discriminate the signal from
the LYSO PMT (130 mV), is equivalent to 1 MeV when expressed in terms of the energy
deposited in the LYSO crystal (ELYSO). The trigger rate, measured at the highest delivered
beam rate (�2 MHz), was below 1 kHz. The number of incoming carbon ions (NC) was
measured using the logic AND of the signals from the output of the two SC2 PMTs, with a
VME scaler (CAEN V560 N) and thus no correction for the DAQ dead time (DT) had to be
applied.

The MC simulation of the experimental setup, performed using the FLUKA software
(release 2011.2, Ferrari et al 2005, Battistoni et al 2007) included a detailed simulation of the
setup (air included) taking into account the trigger logic, the experimental energy thresholds
and the quenching effect in the scintillator (Koba et al 2011). The MC sample was hence used
to evaluate the setup efficiencies and geometrical acceptances and as a guide for developing
and tuning the particle identification (PID). A total number of primary ions N60

C = 5.26 × 109

and N90
C = 2.94 × 109 for the 60◦ and 90◦ configurations, respectively was simulated.

3. Data selection and particle identification

To select events with charged particles that reached the LYSO scintillator we exploited the
DC information. The experimental setup was arranged in order to have ions traveling from
the target to the LYSO detector and crossing most of the twelve DC tracking planes. Figure 2
shows the measured and simulated distributions of the number of hit cells (Nhits) for the 90◦

configuration, together with the breakdown of the MC distributions obtained for the different
hydrogen isotopes.

The MC data have been normalized to the experimental data using the Nhits = 12 bin. The
peak at Nhits = 12 is a clear signature of the charged particles that crossed all the DC planes,
firing one cell per plane. The main contribution to the disagreement observed in the Nhits < 8
range is the absence of a detailed MC simulation of the electronic cross-talk and of the beam
halo induced particle production.
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Figure 2. Data (circles) and MC (solid line) distributions of the number of cells hit in
the drift chamber (Nhits) for events detected by the LYSO crystals (ELYSO > 1 MeV) in
the 90◦ configuration. Individual contributions from protons (up triangles), deuterons
(squares) and tritons (down triangles), obtained from the simulation, are also shown.
The MC data have been normalized to the experimental data using the Nhits = 12 bin.

Figure 3. Scheme used for the ToF evaluation (not to scale). The finite beam spot size
is shown.

Charged particles were therefore identified with tracks reconstructed in the DC using
at least eight Nhits, and the isotope discrimination was accomplished combining the LYSO
detector time-of-flight (ToF) and scintillation light output information.

3.1. Time-of-flight measurement

The time difference between the SC2 and LYSO signals can be expressed in terms of two
different contributions (figure 3): the time required by a carbon ion to travel from the SC2
to the position in the target where a fragmentation occurs (Tch(�x )–T12C) and the time needed
from the charged fragment to reach the LYSO detector (TLY–Tch(�x )).
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Figure 4. Data (left) and MC (right) distributions of the released energy in the LYSO
detector (ELYSO) as a function of the ToF for the 90◦ setup. The lines used to separate
the protons (p), deuterons (d) and tritons (t) in the measured data are superimposed.
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Figure 5. Energy released in the LYSO detector (ELYSO) as a function of the ToF for the
60◦ configuration.

In order to evaluate the ToF associated to each charged secondary particle, the time
required by carbon ions to reach their interaction point in the PMMA target was computed
using the full FLUKA MC simulation, and properly taken into account.

3.2. Particle identification

The energy deposited in the LYSO detector as a function of the ToF is shown in figure 4, at 90◦

for data (left) and MC (right) event samples, while the distribution obtained with the 60◦ setup
is shown in figure 5. The data and MC distributions are showing a similar trend, characterized
by three well separated regions for protons, deuterons and tritons, identified in figure 4 (left)
by solid, dotted and dashed lines.

The data/MC differences that can be observed in figure 4 can be ascribed to several
different factors. First of all, the LYSO crystal calibration, as well as the assessment of the
quenching, was performed using radioactive sources and neutron beams providing photons
with energies in the range 0.5–10 MeV. Instead the measured charged particle energy
distribution spans a wider range up to several tens of MeV. We used a linear calibration
for the energy release measurements that does not account for nonlinear contributions or
quenching effects.
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Figure 6. ToF distributions measured for protons, deuterons and tritons in the setup
configuration at 90◦ (left) and 60◦ (right).

Moreover, in our simplified MC simulation, the charged-particle energy resolution was
modeled using calibration measurements performed using photons without accounting for the
particle type differences. In addition, the nuclear models driving the charged-particle relative
population in the MC simulation are still under development and tuning, with the aim to
improve the modest agreement that has already been reported in other published data.

Figure 4 shows the PID selection used in order to separate the three different bands relative
to protons, deuterons and tritons. To account for the cross feed among different populations, the
separation lines between protons, deuterons and tritons have been moved and a corresponding
systematic uncertainty has been evaluated repeating the analysis with the full data sample.
This contribution represents the dominating uncertainty on the flux measurement, reaching up
to a 23% relative value.

4. The β = v/c spectra

Fragments emerging from the patient’s body have to cross several centimeters of tissue in
order to be detected. Therefore the charged secondary particle β spectra represent an important
information for monitoring purposes. The β value distributions were obtained from the ToF
spectra shown in figure 6, for all the different charged particles under study.

There are several concurring processes contributing to the observed ToF distribution. First
of all, there are different paths, related to different depths of interaction, that the fragments
have to travel to reach the LYSO detector from their emission point (see figure 3). The beam
spot finite size and the multiple scattering (MS) undergone by the charged particles traversing
the PMMA target are additionally smearing the distribution. The different energy loss and
slowing down undergone by different isotopes passing through the target needs also to be
taken into account when comparing protons, deuterons and tritons spectra.

The simulated spread of the ToF spectrum with respect to the emission velocity (β) is
shown in figure 7 for protons, deuterons and tritons.

To take into account all the aforementioned processes, the full MC simulation has
been used and the Pp,d,t

β→ToF probability matrix was built using the known values of β and
its corresponding ToF (figure 7). Each element of the matrix gives the probability that a
particle produced with a given β reaches the LYSO detector with a given ToF, accounting for
the uncertainty on ToF evaluated by the MC simulation. Indicating with Nβ

j the number of
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Figure 7. Protons (top), deuterons (middle) and tritons (bottom) β spectra as a function
of the ToF according to FLUKA predictions, for the 90◦ experimental setup.

secondary particles emitted with a velocity β j and with NToF
i the number of secondary particles

reaching the LYSO detector in a time ToFi, the following relation holds:

NToF
i =

∑
j

[Pβ→ToF]i j Nβ

j (1)

and has to be inverted in order to extract the β distribution. The final spectra can be obtained
from the measured ToF distribution using the following relation:

Nβ

j =
∑

i

[Pβ→ToF]−1
ji NToF

i . (2)
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Figure 8. Measured emission velocity (βrec) distributions for protons (left), deuterons
(middle) and tritons (right) in the angular configuration at 90◦ (triangles) and 60◦

(circles). The error bars show the total (statistical plus systematic) uncertainty.

Equation (2) can be solved with the unfolding procedure described in (Mosegaard and
Tarantola 2002), using a probabilistic approach to find the best Nβ

i configuration minimizing
the objective function:

χ2 = 1

2

∑
j

NToF
j −

[∑
i(Pβ→ToF) ji Nβ

i

]
√

NToF
j

. (3)

In this procedure the β and ToF distributions were binned in 20 equally spaced bins,
keeping the ToF binning well above the measured time resolution (∼1 ns). The impact on the
unfolding result of the chosen binning was evaluated repeating the unfolding procedure while
changing the binning (from 10 to 20 bins, with a 1 bin step): the changes in the unfolded
spectra were used to assign a systematic uncertainty on β as the RMS of the computed β

values for a given measured value (βrec).
Thus the overall uncertainty, shown in figure 8, accounts not only for the limited statistics

used in the unfolding, but also for possible data/MC discrepancies in the (ToF, β) plane:
by changing the bin size within values always larger than the experimental resolution, the
differences in actual spectra of ToF and β in data and MC were tested and the impact on β

was measured and accounted for.
The β distributions (βrec) for protons (left), deuterons (middle) and tritons (right) obtained

after the unfolding procedure are shown in figure 8, for the setup configuration at 90◦ (triangles)
and 60◦ (circles) respectively. For each angular configuration, all spectra were normalized to
the relative number of isotope species detected by the LYSO crystal. The error bars show the
total (statistical plus systematic) uncertainty.

5. Fragments flux

The differential production rate (i.e. flux), normalized to the number of incoming carbon ions,
for each secondary particle (p, d, t) has been defined as:

dNp,d,t

NCd�
(θ ) = 1

NC

[
Np,d,t

εDTεtrackεLYSO�LYSO

]60◦,90◦

. (4)

The number of protons, deuterons and tritons Np,d,t was measured counting the number
of selected tracks after having applied the PID selection (see section 3.2).

The efficiency due to the non-zero DT of the DAQ is shown in equation (4) as εDT and
the DC tracking efficiency and the LYSO scintillator detection efficiency are included as εtrack

and εLYSO, and were computed using a high-statistics FLUKA MC simulation. The angular
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acceptance (�LYSO) was measured using the geometrical configuration of the mechanical
setup.

The LYSO scintillator detection efficiency was computed for all the different isotopes and
angular configurations and found to be within 96–97%, with a negligible statistical uncertainty.

The DC tracking efficiency εtrack was evaluated from the high-statistics MC simulation,
requiring at least eight fired cells for each charged track (see section 3). The Nhits distribution,
shown in figure 2, was used to evaluate the DC tracking efficiency. A systematic uncertainty
was assigned by testing the efficiency robustness against variations of the cut on the number
of hits. The final result is εtrack = 93 ± 3% dominated by systematic uncertainty.

The DT efficiency was computed using the instantaneous event-by-event rate spectra,
measured during data acquisition. εDT was obtained fitting the rate spectra in the 50 μs–0.1 ms
range, extrapolating the rate in the full 0–0.1 ms range and using the two values to correct for
the non-zero DT during data acquisition. Measured values, varying from few %–10%, were
found to be in good agreement with the different carbon ion mean rates, ranging from 100 kHz
to few MHz, observed during the data taking. The dominant systematic uncertainties on εDT

are the fit model and fit range.
The p, d and t measured fluxes for the 60◦ and 90◦ experimental configurations are:

dNp

NCd�
(θ = 60◦) = (8.78 ± 0.07stat ± 0.64sys) × 10−3 sr−1

dNd

NCd�
(θ = 60◦) = (3.71 ± 0.04stat ± 0.37sys) × 10−3 sr−1

dNt

NCd�
(θ = 60◦) = (0.91 ± 0.01stat ± 0.21sys) × 10−3 sr−1

dNp

NCd�
(θ = 90◦) = (1.83 ± 0.02stat ± 0.14sys) × 10−3 sr−1

dNd

NCd�
(θ = 90◦) = (0.78 ± 0.01stat ± 0.09sys) × 10−3 sr−1

dNt

NCd�
(θ = 90◦) = (0.128 ± 0.005stat ± 0.028sys) × 10−3 sr−1.

The measurements are dominated by systematic uncertainties, with main contributions
from PID selection (see section 3.2 for details) and DAQ DT evaluations.

6. Spatial distribution of charged secondary fragments

The spatial distribution of charged secondary fragments can be exploited to monitor the profile
of the primary ions deposited dose inside the target. To this aim the production region of charged
secondary particles has been studied extrapolating backwards the tracks reconstructed by the
DC to the PMMA position on the (x, y) plane (see figure 1), i.e. the plane containing the beam
line and the vertical direction. The x and y coordinates of this extrapolation (xPMMA, yPMMA)
are providing the projection of the fragments emission point along the primary beam path and
along the vertical direction, respectively.

Figure 9 shows the beam penetration into the target as represented by xPMMA and yPMMA

from a dataset collected at 90◦ in the configuration of figure 1, as detailed in section 2,
where the beam propagates downwards through the target. The dashed lines indicate the beam
entrance position (left, xBE

PMMA = −6.450 ± 0.02 cm) and the Bragg peak position (right,
xBP

PMMA = 1.80 ± 0.02 cm according to the theoretical calculation).
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Figure 10. Measured (left) and simulated (right) vertical profile of fragments at their
emission point inside the target for the 90◦ data sample.

The measured and simulated yPMMA profiles are shown in figure 10 for the 90◦ experimental
configuration. The yPMMA distribution shows the reconstructed transverse beam profile in the
vertical direction. This distribution can be used to evaluate the MS suffered by the fragments
inside the target knowing the beam spot size σbeam = 1 cm as provided, with ∼1% relative
uncertainty, by the GSI beam monitors.

Since the shape of the fragments vertical profile is a convolution of the primary beam
profile, the MS contribution (σMS) and of the tracking resolution, the latter has been studied
in detail in order to be properly subtracted, if needed.

The DC tracking resolution, evaluated at the emission point (at nearly 40 cm from the DC
center), is ∼1.1 mm and has been computed using the covariance matrix of the reconstructed
charged track parameters, together with the single track resolution (�200 μm) measured at
the DC center.
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The measured value of σMS is obtained from σMS =
√

σ 2
y − (σ 2

B ) �6 mm where
σy = 1.153 cm (from figure 10), the beam spot size is σB = 10 mm and the tracking
contribution (∼1.1 mm) is neglected. The MS contribution to the resolution can increase up to
a factor 2–3 in a patient treatment real-case scenario, scaling with the square root of the tissue
thickness traversed by the particles.

The choice of the θ angle value at which a monitoring detector should be placed with
respect to the primary beam direction appears to be crucial in any dose profile monitoring
application. Such angle, heavily depends on the spatial distribution of the charged secondary
fragments.

At small detection angles, the emission flux is enhanced and the energy spectrum of the
charged particles is harder, thus maximizing the statistics and minimizing the MS of p, d and
t inside the patient. On the other hand, the spatial resolution on the emission shape worsens as
(sin θ )−1, due to the projection along the beam line, and this effect could become dominant
for small detection angles. Several effects are present at a given angle, like the MS of the track
in the PMMA and the projection (shadow) of the beam spot on the beam line. In order to take
these effects properly into account a � σbeam×cot(θ ) term has to be included in the description
of the emission profile. And since these two terms are increasing with decreasing detection
angle (θ ), a better tracking accuracy, from a geometrical point of view, can be obtained at large
θ values.

Figure 12 (left) shows the measured longitudinal emission distribution xPMMA for all
the detected charged particles using the data sample collected at 90◦ (solid line) with the
superimposed depth-dose profile calculated with FLUKA (hatched distribution). A clear
correlation between the rising edge of the xPMMA distribution and the beam entrance position in
the target can be observed. The relationship of the charged emission profile, and in particular
of the profile falling edge, with the position of the Bragg peak can provide a method to monitor
the dose release and the Bragg peak position. As shown in figure 12 (right), the distribution
can be well described by the function:

f (x) = p0
1

1 + exp
(

x−p1

p2

) 1

1 + exp
(
− x−p3

p4

) + p5. (5)

Parameters p3 and p1 are related to the rising and falling edge of the distribution, respectively,
while p4 and p2 describe the rising and falling slopes of the function. A flat background
contribution is modeled through the parameter p5. The beam shadow has been explicitly
added as a convolution of a Gaussian function with σ � σbeam × cot(θ ). This function was
able to describe all the emission profiles measured for different isotopes and data samples
taken with different geometrical conditions (beam entrances) and angle configurations (60◦

and 90◦).
Two quantities, �40 and δ40 have been defined, as shown in figure 12 (right), to characterize

the longitudinal particle profile. �40 represents the width of the f (x) distribution at 40% of
its maximum with Xleft and Xright being respectively the corresponding x values at the rising
and falling edges. δ40 is instead the distance between Xleft and the x-intercept of the tangent to
f (x) at x = Xright.

The accuracy of this method in monitoring the Bragg peak position is influenced by several
elements: the MS suffered by the fragments inside the patient, the statistics of the collected
sample and the intrinsic fluctuation of the emission process related to the nuclear interactions.

This last contribution has been investigated for a fixed number (103) of detected fragments.
Out of the datasets acquired at each angular configuration, samples of 103 tracked charged
fragments were produced (13 samples at 90◦ and 100 samples at 60◦) and the corresponding
values of �40 and δ40 were measured. When comparing measurements of �40 and δ40
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Figure 11. Left: simulated depth-dose distribution (hatched) superimposed on the
longitudinal profile (solid line) of charged secondary particles as a function of xPMMA

at 90◦. Right: longitudinal profile of charged fragments inside the target at 90◦, from
a dataset collected with beam entrance at −6.15 cm. The PDF from equation (5) is
superimposed. The dotted and solid arrows show the graphical representation of �40

and δ40 respectively. The variables Xleft and Xright are also shown.
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Figure 12. Scheme of the beam spot size and its contribution to the reconstruction of
the fragments emission region with the experimental setup placed at the angle θ with
respect to the primary beam direction.

Table 1. Values and dispersion of the �40 and δ40 variables. The resolutions (σ ), for
each angle configuration, are evaluated as the RMS of the delta distributions measured
in the different beam entrance configurations and data samples.

Angle (deg) σ�(cm) σδ(cm) σXleft (cm) �40(cm) δ40(cm)

90 0.34 0.37 0.08 6.60 ± 0.09 9.40 ± 0.10
60 0.31 0.28 0.09 6.83 ± 0.03 9.44 ± 0.03

performed at different angles, the finite spot size of the beam σbeam (figure 11) was taken
into account.

The precision on the measurement of the �40, δ40 and Xleft together with the average
values of �40 and δ40 are shown in table 1. The measured values of �40 and δ40 should be
compared with the path �beam = 8.90 ± 0.03 cm, traveled by the primary beam from its
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entrance position in the target to the Bragg peak position that was determined from the MC
simulation (GEANT) used by the GSI beam setup and calibration team.

The application of such technique to the ‘online’ monitoring (in-treatment) of the beam
path inside a patient, would require a calibration of the measured δ40 and �40 values against
all the different �beam paths related to the different pencil beam energies and beam penetration
depths.

Beside the monitoring of the Bragg peak position, the proposed technology would provide
also some useful information related to the patient positioning. By measuring the beam
entrance position in the patient, correlated to Xleft and whose accuracy is listed in table 1, it
will be possible to provide a fast and precise feedback on possible patient mispositionings
during the treatment.

The reference sample (103 fragments) used to validate the performances of the monitoring
technique proposed in this paper, according to the measured values reported in section 5, can
be produced in a �� � 10−4 sr solid angle by a number of carbon ions impinging on the
PMMA target equal to �2.3 × 108 at 90◦ and to �4.7 × 107 at 60◦.

To make a comparison with a standard carbon ion treatment, considering a single pencil
beam reaching the distal part of the tumor for which the monitor capability along the beam line
is crucial, the ion density will be of the order of 108 carbon ions per cm3. As a full treatment
involves several different pencil beams, each one will contribute to the overall reconstructed
emission shape with its own emission pattern. It is then crucial to maximize the geometrical
acceptance of the monitor device in order to collect the desired tracks sample minimizing the
superposition of different pencil beams, targeting different voxels.

7. Discussion and conclusions

The fluxes and velocity spectra for protons, deuterons and tritons produced in a PMMA target
irradiated with a 220 MeV/u 12C beam were measured at 60◦ and 90◦ with respect to primary
beam direction. Furthermore, the spatial distribution of the fragments has been characterized
to investigate a possible correlation between its shape and the dose profile inside the target.
The final goal of this work was to develop a real-time technique based on the emission profile
of charged secondary particles for monitoring the position of the irradiated volume in a patient
during a hadrontherapy treatment.

One of the key parameters that had to be measured to validate the monitoring technique
was the absolute resolution achievable on the released dose position. The results presented
in this paper cover two different setup configurations, with the beam at 60◦ and 90◦ with
respect to the monitoring device. The two setups are sensitive to different contributions to the
resolution: while geometries closer to the primary beam direction have larger statistics and
harder track momentum spectra, which leads to reduced MS contribution, the configurations
at larger angles can exploit a better reconstruction geometry and profit from a MS effect that
is reduced by the smaller path traversed by the charged particle inside the target.

An important conclusion that can be drawn from the measurements of the emission shape
reported in this paper is that the experimental single track resolution needed for charged
secondary track based monitoring techniques can be safely of the order of few millimeters
without spoiling the high precision achievable on the longitudinal shape. The use of expensive,
high resolution solid state detector seems then unnecessary, since the MS of the charged
secondary particles in the patient exceeds few millimeters.

The precision obtained on the measured parameters that are shown to be correlated with
the spatial positioning of the dose release was benchmarked using a reference sample made
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of 103 tracks, compatible with what can be collected for few pencil beams in routine patient
treatments. The presented results should be then considered as part of a preliminary attempt
to assess the feasibility of a practical application of this technique to the clinical routine.

However, in real clinic applications we do expect a worsening of the resolution achievable
due to the MS increase and to the heavily reduced charged particle statistics that can escape
from the tissues. The impact of the low statistics could be reduced if a larger sample could be
collected by a dedicated device whose angular acceptance could be very easily increased by
almost a factor 50 with respect to our setup.

A crucial step in order to use charged secondary particles for monitoring purposes is a
careful calibration of the relationship between the measured δ40 and �40 and the actual Bragg
peak position at all beam energies of interest. These measurements will be useful both as a
direct calibration of the device and to train the corresponding MC simulation.

The measured performances suggest the possibility to use the charged secondary emission
shape as a monitoring tool in hadrontherapy. The comparison between this method and other
proposed techniques, as prompt or γ -PET monitoring, depends on the actual details of the
monitoring devices that exploit these different secondary flux, as acceptance and/or resolution.

In principle, the main advantages of the charged secondary monitoring with respect to
the γ -PET, is the prompt feedback that can be provided to correct on-line the geometrical
parameters of the treatment. The possibility to have a very high detection efficiency with
respect to prompt photons seems to largely overcome the lower charged secondary yield per
impinging beam particle with respect to the photons.

On the other hand, the most severe limitation seems to be the limited kinetic energy range
of the produced charged secondary particles: only the very high tails of the energy distribution
of these secondaries would emerge from a deep seated tumor (i.e. in the center of the head),
reducing the signal sample. Since the range effect is less important in the carbon ion beam
treatment, due to the harder energy spectra of the charged particle produced, the use of charged
particle based monitors seems anyhow very promising for carbon ion beam therapeutic centers,
while the application to proton beam needs further investigations.
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