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[tems of the day

» What happened since last meeting (Feb. 5)
» Readiness for data taking
» Manpower issues

» Planing for the next months
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Readiness for data taking

» Rucio / ProdSys2 commissioned

» Life time model in operation

» MC15 simulation started with release 19

» MC15 digitisation & reconstruction started with release 20
» AthenaMP the default...

» Derivation framework almost there
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Major S&C events

p Past events

- Computing RRB : interactions with LHCC and C-RRB scrutiny group

—. CHEP 2015 and collocated WLCG and HEP software foundation
workshops

» Next events

- S&C week (June 29-July 3)

- Site Jamboree end January 2016 (exact date TBD)
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http://indico.cern.ch/event/359409/other-view?showSession=3&view=lhcrrb&detaillevel=contribution
http://indico.cern.ch/event/304944/timetable/?ttLyt=room#20150413

ATLAS & CRS5G

12
» Report to CRSG available on the computing document page
together with CRSG report 0 .
8 =o=FullSim events (*10e9)
» Updated ATLAS MC statistics and full usage of fastsim delayed
to 2016 6 =FastSim events
(*10e9)
With no change in Disk & CPU requirements * -O'(Tfltglegalevents
2
» Need of beyond pledge resources (for 2015 & 2016) quoted for
o o 0 | | I |
the ﬂ rsttime 2014 2015 2016 2017

> I Nncrea Sed req U eSt fO I ta pe resources. +32 P B | A 201 6 (+1 01 P B Figure 7: The revised requirements for Run-2 Simulation compared with the rising annual acquisition of

. data. The sum of full and fast simulation in each run 2 year increases more slowly than the number of
N 20 1 7) events acquired. Also shown is the simulation production in 2014. The previous requirements submission
requested 2 x 10° full simulation and 5 x 10° fast simulation in 2015, 2016 and 2017

: : Additional goal
More MC simulation R 2015 2016
CPU (kHS06) 470 800

Longer Run1 analysis life cycle Disk (PB) 0 0

Tape (PB) atleast 11 TBD

4

2017 tota I b u dget sti I I Iowe rt h an 2016 an d be I ow 2012! Table 12 ATLAS beyond-pledge resources required to meet ATLAS simulation needs in 2015 and 2016 and to

achieve acceptable data lifetimes during Run 2. Additional storage is needed for simulation in 2015 and reflected
in the new concept of a ‘beyond-pledge tape’ request.
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https://twiki.cern.ch/twiki/bin/view/AtlasComputing/ComputingDocuments

INnteractions with CRSG

Resource Site 2015 ATLAS 2015 CRSG 2016 ATLAS 2016 CRSG}
CPU (kHS06) TO+CAF 205 205 257 257
T1 462 450 520 520
T2 530 520 566 566
Disk (PB) TO+CAF 14 14 17 17
» ATLAS presented 2016 requests; they TI 39 37 47 47
T2 55 52 72 72
We re by th e C RS G Tape (PB) TO+CAF 33 33 472 472
T1 65 65 116 116
) Mlght be reVIEWEd In OCtOber In |Ight Of LHC Table 13 ATLAS resources request and CRSG recommendations.
perfOrma NCES We’'d like this to be final for 2016, but we appreciate that

this Is the start of a new run.

» ATLAS should provide monitoring
informations about tape usage and
performance for next round of scrutiny

The 1mpact on tape systems will have to be monitored and future reports will need figures to show
how tape systems are being used, such as: data volumes recalled, measures of turnover and thrashing.
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CRSG general comments

Overall assessment

>
>
>
>

>

WLCG resources intensively used

Computing models evolved

Offline use of HLT farms established

Benefit from beyond-pledge resources and resources

outside WLCG

CRSG strongly supports software development to ‘
optimise resource use and take advantage of changing
architectures

Requests keep in mind nominal increases in capacity at

fixed cost

» Nevertheless, some big steps in requests ‘_
» Amount of simulation?




Some specific comments

4
St ron g >U p p O rt fo S Oftwa e 2. The CRSG strongly supports software engineering development and recommends that sufficient

d aye | 0O p men tS effort be funded to support this. Improving the efficiency of software, including making optimal
use of new hardware designs is essential to mitigate the growth in resource use. There have
been substantial improvements made for Run 2. In the longer term, with orders-of-magnitude
increases 1n the expected computing needs for Run 3, this work 1s even more essential.

» Beyond pledged CPU resources
acknowledged

. We note that there are differences 1n assumptions between the GPDs: ATLAS uses the TO for
all prompt reconstruction while CMS assumes 40-50% of the prompt reconstruction will need
to be done at the T1s; ATLAS depends on beyond-pledge resources to meet its simulation needs

B D |ffe Frence b Etwe en AT I_AS & C M S while CMS uses beyond-pledge resources only to cut off peaks in demand; the two experiments

assume different ratios of simulated to real events with ATLAS using 3:1 and CMS using 1.5:1.

in MC/Data needs may be looked
at by LHCC

7. Good networking between and within tiers has been exploited to help dissolve the tier hierar-
chy. This leads to underuse of resources at sites with poor networking and could have future
) implications on the cost of providing network capacity.
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Tape usage : lifetime model in practice

) dasho Number of Physical Bytes over Pledges (in TBs)
120 Days from Week 00 of 2015 to Week 17 of 2015
T T T T

R 103 PB |

Pledges : 81 PB

80,000 = —
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40,000

20,000

0
2015-01-04 2015-01-18 2015-02-01 2015-02-15 2015-03-01 2015-03-15 2015-03-29 2015-04-12 2015-04-26

W CERN-PROD MENL-ATLAS MRAL-LCG2 HIFZK-LCG2 W SARA-MATRIX
M TRIUMF-LCG2 MIN2P3-CC MINFN-T1 B NDGF-T1 B PIC
B TAIWAN-LCG2 MRRC-KI-T1

Maximum: 73,363 , Minnmum: 52,647 , Average: 62,391 , Current: 54,356
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i dasho e Number of Physical Bytes over Pledges (in TBs)
120 Days from Week 00 of 2015 to Week 17 of 2015
L] L) L] L)

SRM usage (hnumber of bytes in TBs)

60K 2015 pledges : 41.4 PB

Pledges : 37.3PB  41.4PB Available : 42 PB
[ ' ok —
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21 MC Production M Data (Re)Processing M Group Analysis M User Analysis

Maximum: 37,990 , Minimum: 33,259, Average: 35,790, Current: 34,413

Bl custodial [ expired [ primary [ temporary
-®- USED -= TOTAL

L ess critical 1Issue but need to be monitored
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Available disk space at T1s

B SRM[TB] B Pledges [TB]
BNL-ATLAS

FZK-LCG2

IN2P3-CC

Thank you to sites
providing more
than pledges!

INFN-T1

NDGF-T1

NL-T1

PIC

RAL-LCG2

RRC-KI-T1

TAIWAN-LCG2

TRIUMF-LCG2

0 3'000 6'000 9'000 12'000

12



T2 disks

Number of Physical Bytes over Pledges (in TBs) SRM us dage (n umber of bYteS in T BS)
120 Days from k 00 of 2015 to Week 17 of 2015

S Wee
|

75k
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2015 pledges : 54.9 PB

Available : 68.1 PB
O
PRI A 5 05 B0 R R S PSPPIV I I P P
1 MC Production M Data (Re)Processing W User Analysis

Bl custodial M expired [ primary [ temporary
-®- USED -= TOTAL

Not all available disk space usable (ASAP metric)
Disk space at 12s to be more efficiently used (unbalanced between T1 and T2 usage)
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Grid activity

Slots of Running Jobs

120 Days from Week 00 of 2015 to Week 17 of 2015
200,000 m—y Y Y Y Y Y Y —

150,000

» Back to ‘standard’ level of activity

100,000

» But not at full power

» Some difficulties to fill sites 000

e B SRR —— e T ™ e e T . ——— RS o —4 4 e SaverapasaseiBesasasetDld s ™ coapas

0 — - o - S &=
2015-01-04 2015-01-18 2015-02-01 2015-02-15 2015-03-01 2015-03-15 2015-03-29 2015-04-12 2015-04-26

W MC Simulation M Analysis W MC Reconstruction LI Data Processing MW Group Production
& Cthers B TO Processing

Maximum: 196,836 , Minimum: 32,805 , Average: 124,800, Current: 142,275
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MC15 simulation

Simulation launched beg. of March
Took some time to ramp up

Only a fraction of the jobs are
multi-core

710 M evts full-sim processed ( over
1B to do)
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Slots of Running Jobs
120 Days from Week 00 of 2015 to Week 17 of 2015
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80,000 fm

60,000 =

40,000 =

20,000 fm

0 =1

2015-01-04

B mcl5_13TeV+*8
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15

2015-01-18 2015-02-01 2015-02-15 2015-03-01 2015-03-15 2015-03-29 2015-04-12 2015-04-26

B mcl5_13TeV*l B mcl5_13TeV*e MW mcl5_13TeV*1e6 W mcl5_13TeV+4

Maximum: 127,493, Minimum: 0.00, Average: 34,124 , Current: 90,537



» Launched end of April

» 3 steps : digitisation/trigger
simulation/ reconstruction (new in
2015; to same memory)

» 510 M evts reconstructed

Eric Langcon

MC15 digi. + reco.

] '.-' 4 . . .
LI Slots of Running Jobs
120 Days from Week 00 of 2015 to Week 17 of 2015
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W nmcl5 13TeV*l Bmcl5 13TeV*6 B mcl5 13TeV*12

Maximum: 36,953 , Minimum: 0.00 , Average: 1,549, Current: 26,992

MW mcl5 13TeV+4




Derivation framework

» Organised DxXAOD production MB.GB
b § Full output of
. . ; rrrrrr tru.ction, One format
» Vital for quick turn around and e B
robustness of analyses e g : ntermediate
b; anaP/TSéSSj‘;remat ~100 formats
» Details in James Catemore presentation pg
at ATLAS weekly last week p : e aable ~1000 formats

%

» On track but final implementation and
testing still needed
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Manpower

» Desperately looking for a
release coordinator & trf
responsible for months

- No success with ‘standard’ calls

- Funding agencies not
contributing to ‘nominal’ share
to S&C will be contacted
individually

» CRC :your help is needed

Eric Langcon
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» AF Il aka Fast Simulation :
effort needed

— For developing code & tuning

» Software development

- Code porting to new
architectures

- New framework



Next months

» Short term

- Efficiently process data and MC ,
» Medium term

— Optimisation of Tier architecture and

broduction workflows — Setup computing model group for

Run3 and beyond

— Derivation framework to timely
deliver ready for analysis data
format

- New multi-threaded software
framework to be delivered end of
2016

— Preparation of release 21 for end of
year reprocessing and 2016 data
taking

* Possibly setup collaboration / share
expertise with LHCb &/or CMS
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| et's go for Run 2

ATLAS .-

Fvent:
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