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The BELLE II Collaboration 



BELLE II Computing model

The BELLE II Computing model has to accomplish, the 

following main tasks, in a geographically distributed 

environment:

• RAW data processing and reprocessing

• Monte Carlo Production

• Physics analysis 

• Data Storage, Data Movement and Data Archiving

On going activities

• Resource Estimation

• Define strategy for analysis and data distribution 

• Individuating technologies



Site Classification
The BELLE II Computing Sites are classified as follow:

• Raw Data Center: Who store the RAW Data and made 

data processing and/or data reprocessing.

• Regional Data Center: Large data center that stores 

mDST and participates at the Monte Carlo production

• MC Production site: Data Center that produces and stores 

Monte Carlo simulations, that included:

o Grid Site

o Cloud Site

o Computing Cluster Site
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BELLE II COMPUTING MODELDATA MOVEMENT UP TO 3° YEAR OF DATA TAKING



We plan to have two full copy of RAW Data

RAW data are produced at KEK, replicated and stored at 

PNNL(USA) for the first 3 years.

Starting from the 4th year of operation they will be distributed in 

others RAW Data Centers. The current hypothesis is:

• PNNL(30%)

• Italy(20%)

• Germany(20%)

• Canada(10%)

• Korea(10%)

• India(10%)  

RAW Data Distribution



Processed Data Distribution



DATA MOVEMENT STRATEGY



Network Requirements



Network Requirements



Network Requirements for MDST



GÉANT global connectivity
North America
100Gb Paris-NY (30Gb 

on ACE)
340Gb from ESNet
200Gb from ANA-200

(Not yet on the map)

Africa
2x10Gb to UbuntuNet
Alliance
2x622Mb to 

EumedCONNECT3

GÉANT connects 65 countries outside of Europe, 

reaching all continents through international 

partners

Latin America
5Gb to RedCLARA

Presented at CHEP2015 by Enzo Capone 

http://indico.cern.ch/event/304944/session/6/contribution/91 

Asia
10Gb to SINET4 (via N.A.)
2.5Gb to TEIN (Mumbai)
10Gbit to ORIENT+/TEIN
622+155Mb to CAREN
Future deployments:
10Gb to TEIN (Singapore)
2x10Gb to SINET5 (direct)



Belle II joined LHCONE Network



DATA Management - Storage System

SRM based storage systems. The most common
technologies in the Sites are:

• DPM

• dCache

• STORM

• Bestman2

In evaluation webDav and xrootd for direct
access.



DATA Management System (DMS)



DATA Transfer System(DTS)



BELLE II DIRAC



BELLE II Distribuited Computing System

Napoli (Italy)



PRODUCTION SYSTEM

Slave
ITALY



Cloud at Belle II

Utilizing cloud computing resources for BelleII Randall Sobie University of Victoria - CHEP2015



Cloud at Belle II

Utilizing cloud computing resources for BelleII Randall Sobie University of Victoria - CHEP2015



MC Campaign



MC Campaign 2015
Testing campaign done in April/May 2015 used to tune and validate the new 

components implemented in the distributed system.

In the next month a new massive MC production will start over the current 

computing infrastructure.



Conclusion

• Belle II community is very active in developing the Distributed 

Computing infrastructure.

• There are several on-going activities but also some achieved 

results.

• Belle joined the LHCONE Network 

• The current choices are based on open and flexible solutions 

avoiding technology lock-in and are mainly compliant with the 

other HEP communities in term of standard.

• We can take advantage from the CERN experiences for several 

tools, but other components must be developed ad hoc.
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Methodology

Goal: Estimate the International network traffic that will be 
generated by the Belle 2 collaboration and then individuate the 
requirements.

Estimation of the In-Band and Out-Band peaks for each site by 
decupling the different data flows and by adopting a tolerance 
factor of a 50%.

More specifically 5 data flows are considered :

• RAW Data

• mDST from Data - after data taking 

• mDST from Data - reconstruction process

• mDST-MC  from Monte Carlo production during data taking

• mDST-MC  form Monte Carlo production during Data 
reconstruction



RAW DATA
Involved sites

• RAW data are produced at KEK and replicate at PNNL 

• Starting from the 4th year of operation one hypothesis is the following distribution: 
PNNL(30%), Italy(20%), Germany(20%), Canada(10%), Korea(10%),  and India(10%)  

Event size= 300k,Month=8, Tollerance:50%

2015 2015 2015 2015 2015 2015 2015 2015 2015 2015

Event Rate 0,00 0,00 1,76E+09 2,29E+09 2,12E+10 4,73E+10 7,70E+10 9,33E+10 9,33E+10 9,33E+10

RAW Data (PB) 0,00 0,00 0,00 0,62 5,78 12,90 21,00 25,46 25,46 25,46

Network Req+toll (Gbit/s)0,00 0,00 0,00 0,38 3,49 7,80 12,70 15,39 15,39 15,39

Two possible scenarios for data distribution since the 4th year of operation 

• Scenario 1: KEK send the RAW data directly to all the involved RAW-Data 

centers

• Scenario 2: KEK send the 80% of the RAW data to PNNL that store the 30% 

and distribute 10% to Canada, 20% to Germany and 20% to Italy.
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Scenario 1

Max 15Gbps Max of 8 Gbps (PNNL)

Effect of the new RAW data distribution strategy
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Scenario 2

Max 12 Gbps (PNNL)



mDST from RAW data
mDST are produced during data taking 

– at KEK after data taking (60%) 

– at PNNL after data taking (40%) 

– at PNNL and :Italy, Germany, India, Korea and Canada after Y4 

and during data reprocessing
– at PNNL (100%) for the first 3 years of operation

– at PNNL and :Italy, Germany, India, Korea and Canada after Y4 

mDST after data-taking are distributed in that way:
– KEK -> PNNL (60%)

– KEK -> Australia, Canada (20%) 

– KEK -> Asian Regional Center (RC) (100%)

– PNNL -> European Distributed RC (100%)

– Many to May connection after y4

mDST form data reprocessing are distributed in that way:
– from PNNL to KEK, European Distributed RC, The Asian Regional Center 

– Many to may connection after y4
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mDST-Monte Carlo

Two flows of mDST from MC production
• mDST-MC produced during data taking
• mDST-MC produced during data reprocessing

All the produced mDST-MC are distributed in that way:
Every MC Production Site sent the produced mDST-MC 

data to 2 other sites.
The single end-to-end connection are not defined yet.

Is a many-to-may network connection



mDST-MC - data taking:

Event size= 40k,Months=11, Tollerance:50%

mDST-MC - data reprocessing:

Event size=40k, Months=12, Tollerance:50%

mDST-Monte Carlo



mDST-Monte Carlo Resume



Total Traffic Scenario 1

19Gbps-KEK

8Gbps PNNL 
10Gbps Europe



Total Traffic Scenario 2

19Gbps-KEK
12Gbps-PNNL

14Gbps-PNNL



Trans Oceanic Links - Scenario 1 (2024)

7 Gbps
2 Gbps8 Gbps



14 Gbps
8 Gbps2 Gbps

Trans Oceanic Links - Scenario 2 (2024)


