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Tensor Networks - Features

Description through local degrees of freedom in real space:

● Excellent for short-range interacting systems
● Great tools for studying symmetry breaking and critical 

phenomena

Direct access to entanglement

Dynamics of quantum many-
body states in-and-out of 
equilibrium.

Control (and algorithm 
speedup) of global 
symmetries...

Tensor Networks
Brief Introduction



  

A class of tailored variational ansatz states on a lattice many-body 
quantum system

the amplitudes tensor T is obtained by contraction of smaller 
tensors over auxiliary indexes.
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Tensor Networks (an overview)
A class of  tailored variational ansatz states 

on a lattice many-body quantum system
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U. Schwollöck, Rev. Mod. Phys. (2005)



“Is all that useful at all?” 



Tensor network algorithms 
Describe ground states (finite chemical potential) and real time 
dynamics of (1D, short range) many-body quantum systems. 

P. Doria, T. Calarco, SM PRL (2010), S. Lloyd, SM PRL (2014)

H =
X

i,j

Hi,jH =
X

i,j

Hi,j +H(t)

hÔiÔjihÔii Tr| ih |

H = HD + �(t)HC max

�(t)
F (�, H, . . . )

Access to local quantities, correlators (space and time), 
entanglement

Extension to open quantum systems dynamics

Optimal control of many-body quantum system
Q. trajectories, MPO, and A. Werner et.al. 1412.5746



Applications

quantum random walks (Mohseni et al., 2008). In contrast to
classical random walks, which we also know from the
Brownian motion, the position of the quantum “walker”
would not be a single random position but rather a superpo-
sition of positions.

The incorporation of interference effects in the theoreti-
cal reasoning led to further considerations concerning the
possible role of the protein environment (Rebentrost et al.,
2009; Olaya-Castro et al., 2008), since a close look at wave
physics reveals that coherence can be both beneficial and a
hindrance if the aim is to optimize the speed of transport. On
the one hand, the simultaneous wavelike sampling of many
parallel paths could possibly result in finding a faster way to
the final goal. But on the other hand the presence of an
irregular lattice of scattering centers (static disorder) may ac-
tually suppress wave transport because of destructive inter-
ference. This phenomenon, well known in solid state physics,
is called Anderson localization (Anderson, 1958). In that
case, thermal fluctuations of the protein environment might
therefore be crucial and help to avoid localization and thus
assist in the excitation transfer (Caruso et al., 2009). The
importance of protein dynamics in eliminating Anderson lo-
calization was actually already discussed in an earlier paper
by Balabin and Onuchic (2000), where multiple quantum
pathways and interference were proposed for the electron

transfer after the reduction in the special pair—instead of the
excitation transfer towards the special pair that is discussed
here.

The role of interference in transport phenomena can also
be visualized by recalling the analogy to an optical Mach–
Zehnder interferometer [as shown in Fig. 1(d)]: depending
on the setting of phases, wave interference can guide all ex-
citations to either one of the two exits. Quantum coherence
may then be the best way to channel the interfering quanta
to the desired output. But if the wave phases happened to
be initially set to destructive interference, quantum co-
herence would be a severe handicap. In this case, even ran-
dom dephasing processes would help optimize the transport
efficiency.

External perturbations may also be important for ener-
getic reasons: the electronic excitations have to be trans-
ferred between complexes of different energies. If the
molecular states were too well-defined, the lacking energy
overlap would reduce the transfer rate. External perturba-
tions may broaden the transition bands and thus increase the
coupling between neighboring molecules.

Recent experiments by Collini and Scholes (2009), how-
ever, hint also at another possible role of the protein environ-
ment. In their experiments they could show that coherent
electronic excitation transfer along conjugated polymer
chains occurs even at room temperature. These long-lasting
coherences (200 fs) could only be observed in intrachain but
not in interchain electronic excitation transfers.

All of the models described above bear in common that
they rely on quantum coherence and decoherence and that
they may be robust even under ambient environmental con-
ditions over short time scales. It is thus the fine interplay of
coherent exciton transfer, decoherence, and dephasing that
yields the best results and which seems to reign one of the
most important reactions in nature.

Conformational quantum superpositions
in biomolecules
Since atoms can exist in a superposition of position states,
this may also lead to a superposition of conformational states
in molecules. A tunneling-induced superposition of confor-
mation states is conceivable. It becomes, however, highly im-
probable when many atoms have to be shifted over large dis-
tances and across high potential wells during the state
change.

Photoisomerization is another way of inducing structural
state changes in molecules—now using photon exchange, in-
stead of tunneling. This opens the possibility to connect even
energetically separated states. The photo-induced all-trans-
13-cis transition of retinal is a famous example where a
single photon can cause a sizeable conformation change. But
much of the subsequent atom rearrangement occurs in in-
teractions with the thermal environment (Gai et al., 1998).
In spite of that, it was possible to gain coherent quantum
control in this process. Applying pulse-shaped femtosecond

Figure 4. The FMO complex is composed of three protein-
pigment structures. Each of them contains seven bacteriochlo-
rophyll-a molecules !Blankenship, 2002". Electronic excitation
transfer from the FMO complex to the reaction center is a key pro-
cess in the light-harvesting of green photosynthetic bacteria. Two-
dimensional Fourier transform spectroscopy !Engel et al., 2007" was
able to document long-lived excitonic coherences across neighbor-
ing molecules in this structure !picture credits: Tronrud et al., 2009".
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Entanglement Storage Units

Tommaso Caneva1, Tommaso Calarco1, and Simone Montangero1
1Institut für Quanteninformationsverarbeitung, Universität Ulm, D-89069 Ulm, Germany

(Dated: August 17, 2011)

We introduce a protocol to drive many body quantum systems into long-lived entangled states,
protected from decoherence by big energy gaps. With this approach it is possible to implement
scalable entanglement-storage units. We test the protocol in the Lipkin-Meshkov-Glick model, a
prototype many-body quantum system that describes different experimental setups.

PACS numbers:

Entanglement represents the manifestation of correla-
tions without a classical counterpart and it is regarded as
the necessary ingredient at the basis of the power of quan-
tum information processing. Indeed quantum informa-
tion applications as teleportation, quantum criptography
or quantum computers rely on entanglement as a crucial
resource [1]. Within the current state-of-art, promising
candidates for truly scalable quantum information pro-
cessors are considered architectures that interface hard-
ware components playing different roles like for exam-
ple solid-state systems as stationary qubits combined in
hybrid architectures with optical devices [3]. In this sce-
nario, the stationary qubits are a collection of engineered
qubits with desired properties, as decoupled as possible
from one another to prevent errors. However, this archi-
tecture is somehow unfavorable to the creation and the
conservation of entanglement. Indeed, it would be desir-
able to have a hardware where “naturally” entanglement
is present and that can be prepared in a highly entan-
gled state that persists without any external control: the
closest quantum entanglement analogue of a classical in-
formation memory support, i.e. an entanglement-storage
unit (ESU). Such hardware once prepared can be used
at later times (alone or with duplicates) – once the de-
sired kind of entanglement has been distilled – to perform
quantum information protocols [1].

The biggest challenge in the development of an ESU is
entanglement frailty: it is strongly affected by the detri-
mental presence of decoherence [1]. Furthermore the
search for a proper system to build an ESU is under-
mined by the increasing complexity of quantum systems
with a growing number of components, which makes en-
tanglement more frail, more difficult to characterize, to
create and to control [2]. Moreover, given a many body
quantum system, the search for a state with the desired
properties might be very difficult. Indeed, a direct and
comprehensive study of a many body quantum system
is an exponentially hard task in the system size. Nev-
ertheless, in many-body quantum systems entanglement
naturally arises: for example –when undergoing a quan-
tum phase transition – in proximity of a critical point the
amount of entanglement possessed by the ground state
scales with the size [2, 4]. Unfortunately, due to the clo-
sure of the energy gap at the critical point, the ground
state is an extremely frail state: even very little pertur-
bations might destroy it, inducing excitations towards

FIG. 1: (Color online) Entanglement Storage Units protocol:
a system is initially in a reference state |ψ(−T )⟩, e.g. the
ground state, and is optimally driven via a control field Γ(t)
in an entangled eigenstate |ψ(0)⟩, protected from decoherence
by an energy gap.

other states. Very recently, the entanglement properties
of the eigenstates of many-body Hamiltonians have been
investigated, and it has been shown that in some cases
they are characterized by entanglement growing with the
system size [5, 13].

In this letter we show that by means of recently devel-
oped optimal control technique [7] it is possible to iden-
tify and prepare a many body quantum system in robust,
long-lived entangled states (ESU states). More impor-
tantly, we drive the system towards ESU states without
the need of any apriori information on the system, either
about the eigenstates or about the energy spectrum. Fi-
nally, we show that properly prepared systems can be ef-
fectively used as ESU exploiting the fact that ESU states
are well protected by large energy gaps.

Recently, optimal control has been used to drive quan-
tum systems in entangled states or to improve the gen-
eration of entanglement [6]. However, here we have in
mind a different scenario: to exploit the control to steer
a system into a highly entangled state that is stable and
robust even after switching off the control (see Fig. 1). In
the following we show that ESU states are gap-protected
entangled eigenstates of the system Hamiltonian in the
absence of the control. Here we show that for an ex-
perimentally relevant model this is indeed possible, and
that it is possible to drive the system in gap-protected

Optimal experimental protocols

 

This is a very nice picture with few defects after the optimized ramp. 

Post selection 
Here describe the basics about our post selection process on an example image. For 
each repetition of our sequence we get a reconstructed occupancy matrix. In the 
picture, shown on the left, you can see the lattice sites indicated in blue and the 
reconstructed occupied latticed marked with a red dot. The cloud of atoms is fitted 
with an ellipse (blue line). The green points mark lattice sites which are inside this 
ellipse, including small rounding effects. 

We usually concentrate on the central region (grey shaded). The length of the tube is 
defined by the number of site inside the fitted ellipse, shown on  the  left.  This  doesn’t  
have to the same as the distance between the first and the last (shown on the right). 
The transvers could diameter is the maximum of the ellipse, transvers to the 
considered tubes. 

Tube A: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 17 
Holes: 0 
Tube B: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 15 
Holes: 2 
Tube C: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 15 
Holes: 2 
 

Note that the tube between B&C has length of 16 but a distance between first and last 
atom of 19. It has 4 holes inside the ellipse and one more outside.  
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FIG. 2: (left) The trajectory of the spin magnetization (blue
curve) during the application of the CRAB ⇡ pulse. The
initials state is ms = 0 (red dashed arrow) and the target
state is ms = �1 (red solid arrow). The points have been
calculated using the Schrödinger equation. (right) After the
CRAB ⇡/2 the spin magnetization lays in the xy plane of the
lab frame, parallel to the x axis. Then it rotates around the
z with an angular velocity !L (Larmor frequency), acquiring
a phase � = e

i!Lt.

surement can be performed only after some time t

evol

=
100 ns. During this time the spin rotates in the xy plane
in the lab frame and acquires a phase ' = e

�i!Lt

evol (see
figure 2, right). The density matrix after t

evol

is then:

⇢

⇡/2

theory

=

✓
0.5 0.06� 0.5i

0.06 + 0.5i 0.5

◆

From the tomography we obtain:

⇢

⇡/2

exp

=

✓
0.43 0.08� 0.43i

0.08 + 0.43i 0.58

◆

The expected fidelities of the CRAB pulses are F⇡

theory

=

99.86 % and F

⇡/2

exp

= 95.45 %, whilst from the experiment

we obtain F

⇡

exp

= 99.3± 2.2 % and F

⇡/2

exp

= 95.9± 3.7 %.
All these values are calculated using eq. 2 with respect
to the corresponding target state. We find an excellent
agreement betweeen the theoretical prediction and the
experimental result. The discrepancy between the two
can be explained by deviation from the ideal pulse shape
due to the limited bandwidth of the MW amplifier.
The pulses we have developed in this study are important
not only for quantum information processing, but also for
most of the pulsed Nuclear Magnetic Resonance (NMR)
and Electron Spin Resonance (ESR). Although they were
not specifically developed as gates, but just to transfer
the spin from |m

s

= 0i to some desired state. Neverthe-
less they are very robust and can be used for magnetic
resonance as we show below. One of the most important
NMR (and ESR) pulse sequence consists of a single ⇡/2
pulse, where the spin magnetization is rotated from the
z-axis to the xy plane in the rotating frame. The spins
then precess and can be detected by the NMR detector
resulting in the Free Induction Decay (FID). The Fourier

transform of the latter provides the spectrum of the sam-
ple ([17], [18]). Since we drive the electron spin very fast
(⌦ = !

L

), we can performed this experiment both in the
lab and in the rotating frame.

FIG. 3: Free Induction Decays - experimental data. (top) FID
measured by using two CRAB ⇡/2 pulses. The inset shows the
first 160 ns of the signal (markers) and a the calculated fidelity
with respect the |0i state. (bottom) FID measured by using
a CRAB ⇡/2 pulse and a low power pulse with fixed phase
(blue curve) and increased phase (markers) for each point
(see text for more details). The lower frequency component
(⌫ ⇠ 1 MHz) is probably due to coupling to a distant 13C
nuclear spin.

All sequences begin with a laser pulse. In the first ex-
periment (figure 3 top) we start with a CRAB ⇡/2, which
rotates the spin magnetization around the x axis of the
lab frame. After a free evolution time ⌧ we apply an-
other CRAB ⇡/2 pulse to rotate the spin back to the z

axis and we then read out optically the spin state. The
signal oscillates with the Larmor Frequency !

L

(see also
figure 2, right). The next experiments are the same, but
the second pulse has much lower amplitude and the sys-
tem is e↵ectively in the rotating frame. If the phase of
the MW is � = 0, the phase acquired during the free evo-
lution period ⌧ increases and the signal again oscillates
with !

L

(figure 3 bottom, blue curve). However, if the
phase of the second pulse is � = e

i!Lt, than the phase in-
crement is compensated and it ”follows” the spin in the
xy plane. In this case the observed FID (figure 3 bot-
tom, black markers) is identical with the one measured
in the rotating frame. Thus we can on demand ”switch”



“How is all that possibly working?” 



Area laws

Ground states of local Hamiltonians obey area laws

S = Tr{�A log �A}
S � ND�1(log N)

Quantum correlations

J.Eisert, M. Cramer, M.B. Plenio Rev. Mod. Phys. 2009

Representable entanglement in MPS states
S � log m m � O(Poly(N))



Time evolution

Highly excited 
dynamics:

+ localization effects:

Adiabatic or quasi-adiabatic 
dynamics:      

 P. Calabrese and J. Cardy,  
J. Stat. Mech. (2005)

G. De Chiara, SM, P. 
Calabrese, R. Fazio, 
J.Stat.Mech. (2006) 

S / t

S / log(t)

S ⇠ const

What can be simulated can be 
controlled

S. Lloyd, SM 
PRL (2014)

http://lanl.arxiv.org/find/cond-mat/1/au:+Chiara_G/0/1/0/all/0/1
http://lanl.arxiv.org/find/cond-mat/1/au:+Montangero_S/0/1/0/all/0/1
http://lanl.arxiv.org/find/cond-mat/1/au:+Calabrese_P/0/1/0/all/0/1
http://lanl.arxiv.org/find/cond-mat/1/au:+Fazio_R/0/1/0/all/0/1


  

Conclusions:Conclusions:

Message 1Message 1  Lattice gauge theories are a special class of

                          strongly correlated, many-body quantum models.

               

Message 2Message 2  Tensor Networks are an excellent architecture for  
                          encoding these states

● Rich exploitation of gauge symmetry in QLM formalism
● Ground state search, finite temperatures, out-of-

equilibrium dynamics, open quantum system 
dynamics...

● High quasi-local symmetry content
● Require sophisticated tools for simulation
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Lattice Gauge  
Tensor Networks



Models

• Kogut-Susskind Hamiltonian formulation of LGT 

• Condensed matter models 

• Benchmarking of quantum simulations

3

a) b) c) d)

Uab

x,y

= ca†
x,+x̂

cb
y,�x̂

Figure 1: (Color online). a) The commutation relations [H,G⌫

x

] guarantees that the gauge invariant subspace, i.e. the trivial
irreducible representation subspace for every lattice gauge subgroup, is dynamically decoupled from the rest of the Hilbert
space. b) The nontrivial support of every lattice gauge generator is a single matter field site  

x

and all the gauge field links
U

x,x+µ

x

connected to it. c) Typical coupling Hamiltonian terms involve two matter sites  
x

and  
x+µ

x

and the gauge boson
connecting them U

x,x+µ

x

. d) In the QLM formulation, the gauge boson is split into a pair of rishons, linked together by a U(1)
symmetry constraint.

field. In non-abelian models, fermions  a
x carry color degrees of freedom a. For example, in U(2) or SU(2)

models a 2 {", #}, in U(3) or SU(3) models a 2 {b, g, r}

• Gauge field Uab
x,x+µ

x

live on the links of the lattice hx, x + µxi. They are bosonic fields that describe the
gauge bosons of the model. We use the quantum link formulation to define these fields as bilinear operators:
Uab
x,x+µ

x

= ca†x+µ
x

,�µ
x

cbx,+µ
x

, as sketched in figure 1, panel d.

The bilinear representation of the bosonic gauge fields is fermionic or bosonic depending on the commutation
relations of these operators [cbx, c

a†
y ]± = �a,b�x,y. The statistics of the quantum link fields is completely arbitrary,

and does not change the physics of the gauge invariant model, since the link operators cax,µ
x

always appear in pairs
related to the same link. Usual terminology in quantum link models call these modes ‘rishons’ and their total number
Nx,x+µ

x

= nx+µ
x

,�µ
x

+ nx,+µ
x

on every link is a conserved quantity. This is due to the fact that the rishon degrees
of freedom cax,µ

x

appear both in the gauge symmetry operators G⌫
x and in the Hamiltonian H only via Uab

x,x+µ
x

, and

by construction [Nx,x+µ
x

, Uab
y,y+µ

y

] = 0: from this follows that [Nx,x+µ, G⌫
y ] = [Nx,x+µ, H] = 0. In other words, in the

QLM formulation of lattice gauge theories, an additional, artificial local symmetry arises: the conservation law of the
total rishons number on a given link, which is always U(1) symmetry generated by Nx,x+µ

x

. Depending on the number
of rishons per link N̄ one selects, di↵erent physical phenomena of the gauge invariant theory can be captured. In any
case, we restrict the Hilbert space to the ‘physical’ states |'

phys

i which satisfy Nx,x+µ
x

|'
phys

i = |'
phys

iN̄x,x+µ
x

. For
simplicity, we will refer to this symmetry selection rule as link constraint.

2. Local generators of the gauge symmetry, and gauge constraint (Gauss’ law).

The gauge symmetry is defined via the set of its generators G⌫
x: they all commute with the Hamiltonian [H,G⌫

x] = 0,
and have localized support. To properly characterize the generators G⌫

x, it is convenient to define the elementary
transformation on the gauge fields beforehand:

• The abelian U(1) part of the elementary transformation is generated by the di↵erence of the rishon occupation
numbers on the same link, i.e. Ex,x+µ

x

= 1

2

(nx+µ
x

,�µ
x

� nx,+µ
x

), which plays an equivalent role of the electric

field in quantum electrodynamics. Its action on the gauge field changes the field with a phase,

Ũab
x,x+µ

x

= ei✓Ex,x+µ

xUab
x,x+µ

x

e�i✓E
x,x+µ

x = ei✓Uab
x,x+µ

x

, (1)

or infinitesimally
⇥
Ex,x+µ

x

, Uab
x,x+µ

x

⇤
= Uab

x,x+µ
x

.

• The non-abelian version of such electric field has a left component L⌫
x,x+µ

x

=
P

ab c
a†
x,+µ

x

�⌫

ab

2

cbx,+µ
x

and a right

component R⌫
x,x+µ

x

=
P

ab c
a†
x+µ

x

,�µ
x

�⌫

ab

2

cbx+µ
x

,�µ
x

operators, depending if their action changes the bosonic

Local degrees of freedom

2

Lattice gauge symmetries di↵er from global ones, since they have quasi-local supports and are typically homoge-
neous, yielding a combined Lie algebra of generators which grows extensively with the system size. Nevertheless,
several physical contexts have been found where tensor networks are an exact description of ground states of gauge-
invariant Hamiltonians, e.g., 2D toric code that is an Ising gauge theory [8, 41, 42]. More recently, this framework has
been successfully applied to LGT related problems [20, 43–49]. In fact, Tensor Networks represent microscopically the
local Hilbert spaces and at the same time are tailored on a real-space wave-function representation, so they can be
used to describe real-space locality and local symmetries altogether. Here we show how Tensor Network can exactly
encode lattice gauge symmetries providing an architecture that is completely general and computationally e�cient:
our approach outperforms a straightforward approach that do not explicitly exploits gauge symmetries by a factor of
up to the square of the lattice link dimension. To achieve this goal, the use of alternative formulations of gauge the-
ories is highly desirable, the principal motivation being the identification of models with a finite dimensional Hilbert
space at each link or site which can be simulated by tensor networks algorithms. Thus, we develop this architecture
in the Quantum Link Model (QLM) formulation [50–52] of Hamiltonian lattice gauge theories. Wilson’s formulation
of lattice gauge theory has an infinite dimensional Hilbert space at each link due to the use of continuously varying
fields [3]. Quantum link models provide a complementary formulation of lattice gauge theories introducing generalized
quantum spins associated with the links of a lattice. In fact, under some physically motivated assumptions, Wilson’s
lattice gauge theories can be obtained from QLM [53, 54]. In addition, there are several examples of condensed
matter models, characterized by lattice gauge symmetries, where the gauge degrees of freedom are inherently finite-
dimensional. This is the case, for instance, for spin-ice or quantum dimer models [55] or in discrete gauge models
like the Ising gauge theory [41]. The formulation of lattice gauge tensor network we present here in details, allows to
represent e�ciently and exactly the gauge constraints of this classes of systems, with a performance that improves up
to quadratically with the quantum link dimension, and thus it increases its e�ciency at the Wilson limit.

The manuscript is organized as follows: In Sec. II we review the framework to describe lattice gauge theories
into quantum link formulation. In Sec. III we provide a constructive scheme to embed the QLM picture within the
Tensor Network framework, which relies on matrix product formalism in 1D (and projected entangled pair formalism
in higher dimensions). The algorithm to exploit such representation in numerical context is described in Sec. IV,
mainly focusing on time evolution (both in real and imaginary time). In Sec. V we perform some theoretical scaling
investigation of e↵ective Hilbert spaces growth, under the QLM constraints, made easily available through the tensor
network picture. Finally, in Sec. VI we draw our conclusions.

II. QUANTUM LINK MODELS

From now on, as we focus on numerical simulations, we assume that the space of the gauge degrees of freedom is
finite dimensional. Starting from this assumption, the formulation in quantum link model language of lattice gauge
theories follows without additional loss of generality [50–52]. We define the gauge invariant model of interests by
defining three elements:

• The local degrees of freedom [ a
x, U

ab
x,x+µ

x

] - We describe as quantum degrees of freedom both the lattice
sites, which we will refer to as ‘matter field’, and the ‘gauge field’ located on the links (the lattice bonds between
neighboring sites, every link being shared by a di↵erent pair of sites).

• The gauge symmetry generators [G⌫
x] - unlike global symmetries, which operate nontrivially upon the whole

lattice, gauge symmetry generators have a localized support, each one involving a single matter field site, and
all the gauge fields connected to it.

• The gauge invariant dynamics [H] - The dynamics is defined via a Hamiltonian which commutes with the
whole algebra of gauge generators, which guarantees that gauge invariance is conserved throughout the time
evolution (as in Fig. 1, panel a).

We now analyze in detail these elements, while stressing the connection to typical lattice gauge theory models.

1. Local degrees of freedom.

As we mentioned before, there are two types of degrees of freedom in lattice gauge models, which we describe as
finite-dimension quantum variables:

• Matter fields  x are located on the vertices of the lattice x. They are usually fermionic fields that describe the
“quarks” of the model, { x, †

y} = �x,y. But they can also be bosonic fields describing, for instance, the Higgs

matter field gauge field

2

Lattice gauge symmetries di↵er from global ones, since they have quasi-local supports and are typically homoge-
neous, yielding a combined Lie algebra of generators which grows extensively with the system size. Nevertheless,
several physical contexts have been found where tensor networks are an exact description of ground states of gauge-
invariant Hamiltonians, e.g., 2D toric code that is an Ising gauge theory [8, 41, 42]. More recently, this framework has
been successfully applied to LGT related problems [20, 43–49]. In fact, Tensor Networks represent microscopically the
local Hilbert spaces and at the same time are tailored on a real-space wave-function representation, so they can be
used to describe real-space locality and local symmetries altogether. Here we show how Tensor Network can exactly
encode lattice gauge symmetries providing an architecture that is completely general and computationally e�cient:
our approach outperforms a straightforward approach that do not explicitly exploits gauge symmetries by a factor of
up to the square of the lattice link dimension. To achieve this goal, the use of alternative formulations of gauge the-
ories is highly desirable, the principal motivation being the identification of models with a finite dimensional Hilbert
space at each link or site which can be simulated by tensor networks algorithms. Thus, we develop this architecture
in the Quantum Link Model (QLM) formulation [50–52] of Hamiltonian lattice gauge theories. Wilson’s formulation
of lattice gauge theory has an infinite dimensional Hilbert space at each link due to the use of continuously varying
fields [3]. Quantum link models provide a complementary formulation of lattice gauge theories introducing generalized
quantum spins associated with the links of a lattice. In fact, under some physically motivated assumptions, Wilson’s
lattice gauge theories can be obtained from QLM [53, 54]. In addition, there are several examples of condensed
matter models, characterized by lattice gauge symmetries, where the gauge degrees of freedom are inherently finite-
dimensional. This is the case, for instance, for spin-ice or quantum dimer models [55] or in discrete gauge models
like the Ising gauge theory [41]. The formulation of lattice gauge tensor network we present here in details, allows to
represent e�ciently and exactly the gauge constraints of this classes of systems, with a performance that improves up
to quadratically with the quantum link dimension, and thus it increases its e�ciency at the Wilson limit.

The manuscript is organized as follows: In Sec. II we review the framework to describe lattice gauge theories
into quantum link formulation. In Sec. III we provide a constructive scheme to embed the QLM picture within the
Tensor Network framework, which relies on matrix product formalism in 1D (and projected entangled pair formalism
in higher dimensions). The algorithm to exploit such representation in numerical context is described in Sec. IV,
mainly focusing on time evolution (both in real and imaginary time). In Sec. V we perform some theoretical scaling
investigation of e↵ective Hilbert spaces growth, under the QLM constraints, made easily available through the tensor
network picture. Finally, in Sec. VI we draw our conclusions.

II. QUANTUM LINK MODELS

From now on, as we focus on numerical simulations, we assume that the space of the gauge degrees of freedom is
finite dimensional. Starting from this assumption, the formulation in quantum link model language of lattice gauge
theories follows without additional loss of generality [50–52]. We define the gauge invariant model of interests by
defining three elements:

• The local degrees of freedom [ a
x, U

ab
x,x+µ

x

] - We describe as quantum degrees of freedom both the lattice
sites, which we will refer to as ‘matter field’, and the ‘gauge field’ located on the links (the lattice bonds between
neighboring sites, every link being shared by a di↵erent pair of sites).

• The gauge symmetry generators [G⌫
x] - unlike global symmetries, which operate nontrivially upon the whole

lattice, gauge symmetry generators have a localized support, each one involving a single matter field site, and
all the gauge fields connected to it.

• The gauge invariant dynamics [H] - The dynamics is defined via a Hamiltonian which commutes with the
whole algebra of gauge generators, which guarantees that gauge invariance is conserved throughout the time
evolution (as in Fig. 1, panel a).

We now analyze in detail these elements, while stressing the connection to typical lattice gauge theory models.

1. Local degrees of freedom.

As we mentioned before, there are two types of degrees of freedom in lattice gauge models, which we describe as
finite-dimension quantum variables:

• Matter fields  x are located on the vertices of the lattice x. They are usually fermionic fields that describe the
“quarks” of the model, { x, †

y} = �x,y. But they can also be bosonic fields describing, for instance, the Higgs

Gauge  symmetry generator

Gauge  invariant dynamics
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3. Gauge invariant dynamics

The last element that has to be to defined is a gauge invariant model, its dynamics formulated via the Hamiltonian
H. By construction, a gauge invariant Hamiltonian must commute with the local generators of the gauge symmetry
and those of the link symmetry in the QLM formulation, i.e. [H,G⌫

x] = [H,Nx,x+µ
x

] = 0. Clearly, the class of
Hamiltonians satisfying these requirements is still extremely wide. Here we will focus on short-range Hamiltonians
that encompass the physics of typical lattice gauge models.

In a pure gauge model, there are two competing terms in the Hamiltonian: for similarity to QED we refer to them
respectively as electric and magnetic terms, but they include non-abelian gauge behavior as well. The electric term
associates a positive energy density to the electric flux on every link; while the magnetic term associates a positive
energy density to every non-zero magnetic flux on every plaquette,

H
pure

=H
electric

+H
magn

=
X
x,µ

x

(
g2
abel

(Ex,x+µ
x

)2 + g2
non-ab

X
⌫

h�
L⌫
x,x+µ

x

�
2

+
�
R ⌫

x,x+µ
x

�
2

i)

� 1

g2
magn

X
x,µ

x

,µ
y

⇥
Tr

�
Ux,x+µ

x

Ux+µ
x

,x+µ
x

+µ
y

Ux+µ
x

+µ
y

,x+µ
y

Ux+µ
y

,x

�
+ h.c.

⇤ (7)

with g2
abel

, g2
non-ab

and g2
magn

are the coupling constants for the abelian part of the electric field, non-abelian part and
magnetic term, respectively.

The coupling of the gauge fields with the matter fields is done with the lattice version of the “minimal” coupling,
i.e. a hopping term of fermions mediated by the gauge field. Also, the mass term of the fermions is a gauge invariant
term, hence,

H
coup

=
X
x,µ

x

Jx,µ
x

�
 †
xUx,x+µ

x

 x+µ
x

+ h.c.
�
+

X
x

mx 
†
x x (8)

where we have defined site dependence hopping constants Jx,µ
x

and mass term mx, in case a specific distributions
of signs, depending on the sites, is needed for a particular type of fermion introduced on the lattice. This type of
minimal coupling is also sketched in Fig. 1, panel c.

4. Examples

We have presented all the ingredients that are necessary to define a quantum link version of a lattice gauge theory,
however for the sake of clarity and concreteness, we now present four particular examples: the simplest (1 + 1)
dimensional Quantum Link Model with the abelian U(1) symmetry, the simplest (1 + 1) dimensional Quantum
Link Model with non-abelian U(2) symmetry, and then, an application to two relevant models in condensed matter
physics: quantum dimer and spin ice models on the square lattice.

a. U(1) Quantum Link Model - The gauge invariant quantum Hamiltonian is given by

H = J
X
x

�
 †
xUx,x+1

 x+1

+ h.c.
�
+ g2

X
x

(Ex,x+1

)2 +m
X
x

(�1)x  †
x x (9)

where the last term is a staggered chemical potential profile for the matter field, which is a spinless fermion field
{ x, †

y} = �x,y. Here J is the strength of the matter-gauge field coupling, g2 the electric-field energy density and m

the staggered mass. The gauge fields can be written in terms of rishons Ux,x+1

= cx,+c
†
x+1,�, which are bosonic in

nature [cx,a, c
†
y,b] = �x,y�a,b.

The two independent local symmetries in this U(1) Quantum Link Model are:

1. Constant number of rishons per link: Nx,x+1

|'
phys

i = (nx+1,� + nx,+)|'phys

i = N̄ |'
phys

i

2. Gauss’ law on every vertex:
�
 †
x x + nx,� + nx,+

�
|'

phys

i = |'
phys

i
⇣
2N̄ � 1+(�1)

x

2

⌘
In what follows, we would like to understand in more detail two limits depending on the occupation N̄ . Thus, we

characterize the action of the gauge operators and electric field operators on a Hilbert space defined by the occupation
of rishons nx,+ and nx+1,� or equivalent by the total number of rishons on the link Nx,x+1

= N̄ and the electric flux
Ex,x+1

= n
x+1,��n

x,+

2

, i.e., |n
+

, n�i = |N̄ , Ei, where we have omitted the labels of the link hx, x+ 1i:
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• N̄ � 1 (Wilson limit) [17]: Wilson formulation of compact U(1) gauge theories starts with an infinite local
dimensional Hilbert space defined with two conjugate variables: the electric field E and an angle #, that fulfill
the usual commutation relation of position and momentum [E,#] = i. Then, defining the link operator U = e�i#,
it is straightforward to check that

⇥
U,U†⇤ = 0, [E,U ] = U or in an eigenstate basis of the electric field operator

U |Ei = |E + 1i.
In U(1) QLM for general occupation N̄ , the link operator and the electric field fullfil U |N̄ , Ei =r

¯N
2

⇣
¯N
2

+ 1
⌘
� E (E + 1)|N̄ , E + 1i and

⇥
U,U†⇤ = E. In the limit N̄ � E,

1r
¯N
2

⇣
¯N
2

+ 1
⌘U |N̄ , Ei ! |N̄ , E+1i; 1

¯N
2

⇣
¯N
2

+ 1
⌘ ⇥U,U†⇤! 0;

1r
¯N
2

⇣
¯N
2

+ 1
⌘ [E,U ] =

1r
¯N
2

⇣
¯N
2

+ 1
⌘U (10)

which are the usual definition of the Wilson type lattice theories if we identify 1q
N̄

2 ( N̄

2 +1)
U with a unitary

operator or parallel transporter of a U(1) gauge model.

• The other extreme limit is N̄ = 1: In this case there is only one rishon per link and the dimension of the gauge
invariant Hilbert space around every vertex is three, having one empty mode and two occupied on the odd
vertices and two empty modes and one occupied on the even ones.

b. U(2) Quantum Link Model - The generators of the SU(2) gauge transformations fulfill the usual algebra
[Gµ

x , G
⌫
y ] = i✏µ⌫!G!

x�x,y with

G⌫
x =R⌫x +

X
a,b

✓
 a†
x

�⌫ab
2
 b
x

◆
+ L⌫x

=
X
a,b

✓
ca†x,R

�⌫ab
2

cbx,R +  a†
x

�⌫ab
2
 b
x + ca†x,L

�⌫ab
2

cbx,L

◆ (11)

The gauge invariant subspace corresponds to a singlet of this operator, i.e. G⌫
x|'phys

i = 0. A U(2) gauge invariant
Hamiltonian can be written as

H =
1

2

X
x

 
g2
a

E2

x + g2
na

X
⌫

⇥
(R⌫x)

2 + (L⌫x)
2

⇤!
+m

X
x,a

(�1)x  a†
x  

a
x

+ t
X
x,a,b

⇥
 a†
x Uab

x,x+1

 b
x+1

+ h.c.
⇤ (12)

The g2
a

and g2
na

terms describe respectively the abelian and non-abelian electric field energy contributions, m represents
the staggered mass and t the interaction between matter and gauge fields. In U(2) model with a uniform distribution
of fermions 1-1-1-1, the non-abelian part of the symmetry requires to have an even number of particles per gauge
invariant block [link-site-link] so that it is possible to built a singlet state. The abelian part of the symmetry
requires: nx, + nx,R + nx,L � 1 � N̄ = 0. Because, 1 + N̄ has to be even, then the only meaningful solution
is, nx+1,R + nx,L = N̄ = 1 and nx, + nx,R + nx,L = 2. The local gauge invariant basis is four dimensional:
{| ", #, 0i, | ", 0, #i, |0, ", #i, |0,�, 0i}, where | ", #i ⌘ 1p

2

(| ", #i � | #, "i), and |�i is the doubly-occupied site, with

the two spin- 1
2

particles forming a spin singlet.

c. Quantum dimer and spin ice models - In these models the matter field is fixed, and constitutes no
quantum degree of freedom. The dynamics involves only gauge degrees on freedom, which are encoded in spins
(hereafter we use spins- 1

2

for simplicity) living on the links of a square lattice. The gauge symmetry generators are
built upon one component of the Pauli matrices vector, say the third one �z

x,x+µ. The spin-ice and dimer model share
the same gauge symmetry generator, which reads

Gx = �z
x,x+µ

x

+ �z
x,x+µ

y

+ �z
x�µ

x

,x + �z
x�µ

y

,x, (13)

however, in the two cases a di↵erent symmetry sector (irreducible subspace) is selected. The QLM prescription splits
the spin- 1

2

in a pair of rishons, which are spinless fermions in both cases: we thus rewrite �z
x,x+µ = 1

2

(nx+µ,�µ�nx,µ),
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Lattice gauge symmetry generator (Gauss' law):

Two examples of 
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configurations:

Total allowed 
configurations: 10

(not 32).
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(not 32).
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Ingredient: The dynamics preserves the Gauss' Law:

Dynamics commutes with the gauge symmetry
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Schwinger representation
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Quantum link + Tensor Networks

• Standard approach with additional symmetry 

• Gauge satisfied via local Hilbert space definition (also 
non abelian):  

• Additional Abelian symmetry (rishons per site) that can 
be exploited for computational speedup.

Reduced Hilbert space size

Speed up increase with theory complexity



Gauge invariant TN
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be exactly written in a simple tensor structure that we can exploit to develop e�cient implementations of numerical
algorithms.

Precisely, let us denote by Gµ
x the largest Lie algebra of generators of the Gauge group acting on vertex x, so that

[H,Gµ
x ] = 0. We restrict the local physical space to a single irreducible representation (irrep) subspace |'

phys

i of
the Gauge group, e.g. the one identified by Gµ

x |'phys

ix = 0 (the trivial irrep). Since gauge symmetries on di↵erent

vertices commute, i.e. [Gµ
x , G

µ0

x0 6=x] = 0, we can enforce the gauge requirement simultaneously on all vertices x. Typical
examples are the SU(2) or SO(3) gauge group cases, where the restricted states |'

phys

i are those vertex states which
behave like a spin-0 under Gµ. Let now Px be the projector upon the physical space related to vertex x, and |jxir an
orthonormal basis for its range (which coincides with its support, since Px = P 2

x = P †
x). The subscript r indicates that

we reduced the e↵ective dimension to d = rnk(P ), since the rank of Px is always smaller than the original dimension
D of the combined degrees of freedom of vertex x, so that d < D. Then we have, for a one-dimensional QLM,

|jxir =
X

s
 

,s
R

,s
L

A[x]j
s
R

,s
 

,s
L

|sR, s , sLix, (15)

the generalization to any lattice and dimensionality is given by Eq. (6). The linear operation (15) is a matrix A, with
j the row index and the combination of s , sR and sL the column index (we dropped the vertex index x for comfort
of notation). The matrix A is isometric with AA† = 1r and A†A = P , and thus AP = A. The reduced basis |jxir
defines the local computational basis for any type of simulation on QLMs, since it generates the full set of states
fulfilling the gauge constraint.

In a Quantum Link Model also the link constraint has to be satisfied: The link symmetry group is always U(1), and
thus generated by a single operator per lattice bond, which reads Nx,x+1

= nx,L + nx+1.R. Clearly, the requirement
is that this link group should commute with the Hamiltonian, i.e. [H,Nx,x+1

] = 0, as well as with the gauge group,
i.e. [Nx,x+1

, Gµ
x0 ] = 0. The link constraint requires that the number of rishons on the link hx, x+1i is fixed to an integer

number N̄x,x+1

, which means Nx,x+1

|'
phys

i = N̄x,x+1

|'
phys

i. This is also equivalent to apply a projector Qx,x+1

,
which is diagonal as every chosen rishon basis state |sµi has a well defined occupation number nx,µ|sµix,µ = n̄x,µ|sµix,µ
(with µ = L,R). In this case it reads

Qx,x+1

=
X

s
R

,s
L

,q

B[x]
s
L

,qC
[x+1]

q,s
R

|sLihsL|x ⌦ |sRihsR|x+1

, (16)

where we splitted Qx,x+1

according to its left-right Schmidt rank, resulting in

B[x]
s
L

,q = �hs
L

|n
x,L

|s
L

i,q and C [x+1]

q,s
R

= �
¯N
x,x+1�q,hs

R

|n
x+1,R|s

R

i. (17)

Of course, the fact that [Nx,x+1

, Gµ
x0 ] = 0 implies that also [Qx,x+1

, Px0 ] = 0. Now, since all the Px act on mutually
disjoint degrees of freedom for di↵erent x (and so do the Ax and the Qx,x+1

) we can define

P̄ =
LO

x=1

Px , Ā =
LO

x=1

Ax and Q̄ =
L�1O
x=1

Qx,x+1

, (18)

representing the constraints combined over the whole lattice. Now we first enforce the link constraint, and then we
contract the space onto the gauge-reduced basis. Basically, if we start from a generic, unconstrained many-body state
| i we get

ĀQ̄| i = ĀP̄ Q̄| i = ĀQ̄P̄ | i = ĀQ̄Ā†Ā| i = ĀQ̄Ā†| ir = Q̄r| ir, (19)

where | ir is now a generic many-body state in the gauge-reduced space, and Q̄r ⌘ ĀQ̄Ā† is the link constraint
projector expressed in the reduced space. Notice that Q̄r is again a projector, since Q̄2

R = ĀQ̄Ā†ĀQ̄Ā† = ĀQ̄2Ā† =
ĀQ̄Ā† = Q̄r. Moreover it is possible to write Q̄r as follows:

Q̄r =
X

j1...jL

X
j01...j

0
L

X
q1...qL�1

F [1]q1
j1,j01

F [2]q1q2
j2,j02

F [3]q2q3
j3,j03

. . . F [L]q
L�1

j
L

,j0
L

|j
1

. . . jLihj0
1

. . . j0L|r (20)

where

F [x]q
x�1,qx

j
x

,j0
x

=
X

s
L

,s
 

,s
R

A[x]j
x

s
R

,s
 

,s
L

C [x]
q
x�1,sRB

[x]
s
L

,q
x

A
⇤[x]j0

x

s
R

,s
 

,s
L

. (21)

Projection over rishons number

8

be exactly written in a simple tensor structure that we can exploit to develop e�cient implementations of numerical
algorithms.

Precisely, let us denote by Gµ
x the largest Lie algebra of generators of the Gauge group acting on vertex x, so that

[H,Gµ
x ] = 0. We restrict the local physical space to a single irreducible representation (irrep) subspace |'

phys

i of
the Gauge group, e.g. the one identified by Gµ

x |'phys

ix = 0 (the trivial irrep). Since gauge symmetries on di↵erent

vertices commute, i.e. [Gµ
x , G

µ0

x0 6=x] = 0, we can enforce the gauge requirement simultaneously on all vertices x. Typical
examples are the SU(2) or SO(3) gauge group cases, where the restricted states |'

phys

i are those vertex states which
behave like a spin-0 under Gµ. Let now Px be the projector upon the physical space related to vertex x, and |jxir an
orthonormal basis for its range (which coincides with its support, since Px = P 2

x = P †
x). The subscript r indicates that

we reduced the e↵ective dimension to d = rnk(P ), since the rank of Px is always smaller than the original dimension
D of the combined degrees of freedom of vertex x, so that d < D. Then we have, for a one-dimensional QLM,

|jxir =
X

s
 

,s
R

,s
L

A[x]j
s
R

,s
 

,s
L

|sR, s , sLix, (15)

the generalization to any lattice and dimensionality is given by Eq. (6). The linear operation (15) is a matrix A, with
j the row index and the combination of s , sR and sL the column index (we dropped the vertex index x for comfort
of notation). The matrix A is isometric with AA† = 1r and A†A = P , and thus AP = A. The reduced basis |jxir
defines the local computational basis for any type of simulation on QLMs, since it generates the full set of states
fulfilling the gauge constraint.

In a Quantum Link Model also the link constraint has to be satisfied: The link symmetry group is always U(1), and
thus generated by a single operator per lattice bond, which reads Nx,x+1

= nx,L + nx+1.R. Clearly, the requirement
is that this link group should commute with the Hamiltonian, i.e. [H,Nx,x+1

] = 0, as well as with the gauge group,
i.e. [Nx,x+1

, Gµ
x0 ] = 0. The link constraint requires that the number of rishons on the link hx, x+1i is fixed to an integer

number N̄x,x+1

, which means Nx,x+1

|'
phys

i = N̄x,x+1

|'
phys

i. This is also equivalent to apply a projector Qx,x+1

,
which is diagonal as every chosen rishon basis state |sµi has a well defined occupation number nx,µ|sµix,µ = n̄x,µ|sµix,µ
(with µ = L,R). In this case it reads

Qx,x+1

=
X

s
R

,s
L

,q

B[x]
s
L

,qC
[x+1]

q,s
R

|sLihsL|x ⌦ |sRihsR|x+1

, (16)

where we splitted Qx,x+1

according to its left-right Schmidt rank, resulting in

B[x]
s
L

,q = �hs
L

|n
x,L

|s
L

i,q and C [x+1]

q,s
R

= �
¯N
x,x+1�q,hs

R

|n
x+1,R|s

R

i. (17)

Of course, the fact that [Nx,x+1

, Gµ
x0 ] = 0 implies that also [Qx,x+1

, Px0 ] = 0. Now, since all the Px act on mutually
disjoint degrees of freedom for di↵erent x (and so do the Ax and the Qx,x+1

) we can define

P̄ =
LO

x=1

Px , Ā =
LO

x=1

Ax and Q̄ =
L�1O
x=1

Qx,x+1

, (18)

representing the constraints combined over the whole lattice. Now we first enforce the link constraint, and then we
contract the space onto the gauge-reduced basis. Basically, if we start from a generic, unconstrained many-body state
| i we get

ĀQ̄| i = ĀP̄ Q̄| i = ĀQ̄P̄ | i = ĀQ̄Ā†Ā| i = ĀQ̄Ā†| ir = Q̄r| ir, (19)

where | ir is now a generic many-body state in the gauge-reduced space, and Q̄r ⌘ ĀQ̄Ā† is the link constraint
projector expressed in the reduced space. Notice that Q̄r is again a projector, since Q̄2

R = ĀQ̄Ā†ĀQ̄Ā† = ĀQ̄2Ā† =
ĀQ̄Ā† = Q̄r. Moreover it is possible to write Q̄r as follows:

Q̄r =
X

j1...jL

X
j01...j

0
L

X
q1...qL�1

F [1]q1
j1,j01

F [2]q1q2
j2,j02

F [3]q2q3
j3,j03

. . . F [L]q
L�1

j
L

,j0
L

|j
1

. . . jLihj0
1

. . . j0L|r (20)

where

F [x]q
x�1,qx

j
x

,j0
x

=
X

s
L

,s
 

,s
R

A[x]j
x

s
R

,s
 

,s
L

C [x]
q
x�1,sRB

[x]
s
L

,q
x

A
⇤[x]j0

x

s
R

,s
 

,s
L

. (21)

9

A[x]

A[x]†

C [x] B[x]

F [x]

A[x+1]

A[x+1]†

. . .

F [x+1]

. . .

s
M

s
R

s
L

j
x

j0
x

Figure 3: (color online) Tensor network graphical diagram, representing the MPO formulation of the combined link constraint
projector in the reduced basis space Q̄

r

. This picture corresponds to Eqs. (20) and (21).

Eq. (20) is the Matrix Product Operator formulation of the projector Q̄r, its correlation bondlink m on link hx, x+1i,
which encodes its entangling capacity [56], being equal to m = N̄x,x+1

. Not surprisingly, the e↵ective Hamiltonian
expressed within the reduced space will preserve the link symmetry as it did in the original formulation. In fact, let
Hr = ĀHĀ† be the reduced Hamiltonian, then it holds

[Hr, Q̄r] = [ĀHĀ†, ĀQ̄Ā†] = Ā[H, Q̄]Ā† = 0. (22)

In conclusion, in order to simulate the dynamics of a QLM, one can work completely in the reduced space and start the
evolution in a quantum state of the form Q̄r| 0

ir, where Q̄r enforces the link constraint. Then, the gauge-symmetric
reduced Hamiltonian Hr will preserve the link constraint since

| (t)ir = Ur(t)Q̄r| 0

ir = Ur(t)Q̄
2

R| 0

ir = Q̄rUr(t)Q̄r| 0

ir = Q̄r| (t)ir, (23)

where Ur(t) ⌘ exp(itHr) = Ā exp(itH)Ā†. Moreover, it is possible to apply the projector Q̄r at any time during
state evolution, for instance to prevent the state from violating the link constraint due to uncontrolled numerical
errors. As previously mentioned, the MPO formulation for the reduced link projector Q̄r generalizes to any lattice
and dimensionality in a straightforward manner: what one obtains is a Projected Entangled Pair Operator (PEPO),
again with bondlink dimension bounded by N̄x,x+µ

x

.

5. Canonical link-gauge basis

As an additional remark, we show that introducing a particular basis |jir (the canonical basis) for the reduced
space, the previous picture further simplifies: in the new basis Q̄r reads as a diagonal operator while not increasing
the previous MPO bond link dimension. We start recalling that in the original QLM picture, the gauge generators
Gµ

x conserve the number of rishons on their related links nx,R =
P

a c
a†
R caR and nx,R =

P
a c

a†
R caR, separately, i.e.

[nx,R, G
µ
x0 ] = [nx,L, G

µ
x0 ] = 0. (24)

This means that it exists a basis | jix in the space defined by |sR, sM , sLix which diagonalizes simultaneously all the
operators appearing in Eq. (24). Within this set, we identify those that satisfy the gauge constraint, and select them
as the reduced basis | jix|

phys

! |jxir, precisely:

nx,R|jxir = |jxir · n̄R(x, j) and nx,L|jxir = |jxir · n̄L(x, j), (25)

where the n̄⇤ are scalars and not operators. For obvious reasons, we refer to this special local basis choice as the
canonical gauge-link basis. In this framework, the reduced link constraint projector reads

Qr,x,x+1

|jx j0x+1

ir = |jx j0x+1

ir �n̄
L

(x,j)+n̄
R

(x+1,j0), ¯N
x

= |jx j0x+1

ir
¯N
xX

q=1

V [x]
j
x

,q · Z
[x+1]

j0
x+1,q

(26)
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Figure 4: (color online) Tensor network graphical diagram of the Q̄
r

in the canonical link-gauge basis. Left: the diagonal
projector Q

r,x,x+1 decomposed according to Eq. (26). Right: simplified MPO representation of the combined link constraint
in the reduced space Q̄

r

.

where simply we substituted V [x]
j,q = �n̄

L

(x,j),q and Z [x+1]

q,j = �
¯N
x

�q,n̄
L

(x+1,j). Such simplified decomposition is sketched

in Fig. 4 (left panel). Notice that N̄x is exactly the Schmidt rank of the operator Qr,x,x+1

, so this decomposition
is optimal in bondlink m dimension. Combining all the Qr,x,x+1

together is straightforward now, since they are
nearest-neighbor projectors diagonal in the reduced basis: doing so leads again to a MPO form of Q̄r like Eq. (20),
but with simpler tensor blocks:

F [x]q
x�1,qx

j
x

,j0
x

= �j
x

,j0
x

· Z [x]q
x�1,jx · V [x]q

x

,j
x , (27)

as sketched in Fig. 4 (right panel). We know that this MPO representation is optimal in bondlink dimensions
because it uses the minimal bondlink to represent faithfully the Schmidt ranks of the matrices Qr,x,x+1

. Such
representation is extremely versatile: we will exploit it, for instance, to understand how QLM spaces dimensions (and
thus computational costs) grow as a function of the total system size, in section V.

IV. FAST LINK-CONSTRAINED TIME-EVOLUTION SCHEME

As mentioned before, since the Hamiltonian commutes with every gauge or link symmetry in the original model,
time-evolution of the QLM dynamics should theoretically preserve all the constraints. Unfortunately, in numerical
frameworks, systematic errors are generated, and they may have dramatic, disruptive impact in conservation of
symmetries (if not addressed properly), especially in contexts where signals have exponential scalings, such as in
imaginary time-evolution. To prevent errors from growing uncontrollably, it is mandatory to tailor a strategy which
keeps symmetry constraints intact. Moreover, the quasi-local constraints will allow us to speed up significantly the
time-evolution algorithms by performing all the linear algebraic operations in a computationally e�cient block-wise
fashion.

A. Enforcing link constraints over time

In this section we assume that we want to apply a (real or imaginary) time-evolution scheme of a nearest-neighbor,
time-independent QLM Hamiltonian H̄ onto a many-body (unnormalized) mixed state ⇢:

⇢(t
0

+ t) = ei
¯Ht⇢(t)e�i ¯Ht for real-time, or ⇢(�

0

+ �) = e�
¯H�/2⇢(�

0

)e�
¯H�/2 for imaginary-time. (28)

We also assume to have ⇢ expressed variationally in a Matrix Product Density Operator (MPDO) formulation, i.e.
if X is written as an MPO, then ⇢ = XX†. If ⇢ is pure, then X is a simple matrix product state. Here we focus
on nearest-neighbor Hamiltonians and thus it is convenient to evolve the state by Time-Evolved Block Decimation
(TEBD), a well-known procedure in DMRG contexts based on Suzuki-Trotter (ST) decomposition of H̄ into odd-even
sites blocks and even-odd sites blocks [27]. More precisely,

exp

 
�
X
x

H [r]
x,x+1

!
=

 O
x

ec1�H
[r]
2x�1,2x

! O
x

ed1�H
[r]
2x,2x+1

! O
x

ec2�H
[r]
2x�1,2x

!
. . .

 O
x

edp

�H
[r]
2x,2x+1

!
+O(�p)

(29)
where p is known as ST-order and the coe�cients ct and dt are calculated via Baker-Campbell-Hausdor↵ formula.
To enforce the link constraint, one might evolve the state via Q̄ exp(�

P
x H̄x,x+1

)Q̄ (applying the link projector
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● Primary string breaking and secundary string breaking.
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Real-time dynamics
Spin 1 representation

  

Introduction: Quantum link modelIntroduction: Quantum link model

● In the case of S=1 there are three possible values for the electric 
field: (-1, 0, 1).

● This model exhibits string breaking, and this will be the model we 
are using for our simulations.

  

String BreakingString Breaking

● String breaking is a dynamical process observable in quantum 
chromodynamics (QCD)

● The process happens when two quarks get separated until the 
energy of the color charge field between them is larger than the 
mass of two quarks, which are then created.

● The real-time dynamics can not be studied in high energy 
experiments

Exhibits string-breaking  

T. Pichler, E. Rico, M. Dalmonte, P. Zoller, SM 1505.????
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FIG. 1: Left panel: Hilbert space and Gauge invariant states of the QLM. (i) In the quantum link formulation, the gauge
fields defined on the links are described by spins (in our case, S=1). (ii) Staggered fermions represent matter and antimatter
fields on a lattice bipartition: on the even (odd) bipartition, a full (empty) site represents a particle (antiparticle). (iii) Hilbert
space and Gauge invariant states of the QLM. The Gauss law, Eq. (3), constraints the number of possible states at each lattice
site. Notice that the Gauss law depends on the lattice site due to the staggered fermions. Middle panel: cartoon states for
the di↵erent stages of the string breaking dynamics (see text). Right panel: sample simulation for the electric field dynamics
quenching an initial string state (B region) connecting two charges, and surrounded by the vacuum (A regions) for m = 0 = g.
Primary string breaking takes place in four stages (C-F), until an anti-string is created in place of the original string. The latter
decays as well during the secondary string breaking. The shaded areas represent the wave-fronts estimated from entanglement
entropies (see Sec. IV), which are directly tied up with the electric field evolution.

system: The tensor structure is chosen to best accommo-
date some general system properties, e.g., dimensional-
ity, boundary conditions or symmetry, while a controlled
approximation is introduced in such a way that one can
interpolate between a mean field and an exact representa-
tion of the system. Being a wave function based method,
one has direct access to all of the relevant information
on the system itself, including quantum correlations, i.e.,
entanglement. In one-dimensional systems, an e�cient
tensor structure is given by the Matrix Product State
(MPS) ansatz [9, 11], defined as,

| 
MPS

i =
X

~↵

A�1
↵1
A�1,�2

↵2
. . . A�

N�1
↵

N

|~↵i, (1)

where tensor A contains the variational parameters to
be accommodate to describe the system wave-function,
↵
i

= 1, . . . , d characterizes the local Hilbert space and
�
i

= 1, . . . ,m accounts for quantum correlations or en-
tanglement (Schmidt rank) between di↵erent bipartitions
of the lattice. Indeed, setting m = 1 results in a mean
field description, while any m > 1 allows to describe cor-
related many-body states. Given the tensor structure,
the tensor dimensions and coe�cients are then optimized
to e�ciently and accurately describe the system proper-
ties by means of algorithms polynomial in the system
size and m. Usually, these algorithms exploit the sys-
tem Hamiltonian tensor structure, naturally arising from
the few-body and local nature of the interactions, to ef-
ficiently describe the system ground or low-lying eigen-
states, or to follow the system real or imaginary time
evolution. Indeed, in the TN approach, real and imag-
inary time evolution have no fundamental di↵erences at
the computational level, as there is no sign problem, and
limitations arise only from the amount of quantum cor-

relations present in the system wave function.

Here, we show how TN algorithms allow to study the
real time dynamics of LGT, focusing on the string break-
ing in a paradigmatic confining theory, the Schwinger
model [49–51] in a quantum link formulation. We char-
acterize the real-time dynamics of the primary and sec-
ondary string breaking and we show that string breaking
is intimately related to entanglement production in the
system. A qualitative picture for the string breaking in
our models, together with a typical result for our time-
dependent simulations on a system of L = 100 lattice
sites, is illustrated in Fig. 1.Even more importantly, our
simulations allow us to track the entanglement evolutions
along string breaking: as we will show below, the string
breaking and the so-called Schwinger mechanism are in-
timately connected to entanglement propagation, which
we address evaluating the so called von Neumann en-
tanglement entropy. Finally, we show that TN methods
can be used to study scattering processes between bound
states of LGTs: we develop a scheme to engineer me-

son collisions, and we show how, very surprisingly, the
scattering does not only reflects into an enhanced rate
of particle-antiparticle creation, but it a↵ects drastically
the entanglement properties of the system, which stays
significantly correlated well beyond the scattering time-
window.

The paper is structured as follows: in Sec. II we present
the system Hamiltonian and recall the TN algorithm we
are using throughout this work. In Sec. III we present the
results on string breaking and mass production dynamics,
including a discussion on how this phenomenon can be
observed in quantum simulation platform. In Sec. IV we
show how entanglement follows the string breaking dy-
namics, providing a quantitative picture which underlines

Many-body 
classical states

Local states
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FIG. 1: Left panel: Hilbert space and Gauge invariant states of the QLM. (i) In the quantum link formulation, the gauge
fields defined on the links are described by spins (in our case, S=1). (ii) Staggered fermions represent matter and antimatter
fields on a lattice bipartition: on the even (odd) bipartition, a full (empty) site represents a particle (antiparticle). (iii) Hilbert
space and Gauge invariant states of the QLM. The Gauss law, Eq. (3), constraints the number of possible states at each lattice
site. Notice that the Gauss law depends on the lattice site due to the staggered fermions. Middle panel: cartoon states for
the di↵erent stages of the string breaking dynamics (see text). Right panel: sample simulation for the electric field dynamics
quenching an initial string state (B region) connecting two charges, and surrounded by the vacuum (A regions) for m = 0 = g.
Primary string breaking takes place in four stages (C-F), until an anti-string is created in place of the original string. The latter
decays as well during the secondary string breaking. The shaded areas represent the wave-fronts estimated from entanglement
entropies (see Sec. IV), which are directly tied up with the electric field evolution.

system: The tensor structure is chosen to best accommo-
date some general system properties, e.g., dimensional-
ity, boundary conditions or symmetry, while a controlled
approximation is introduced in such a way that one can
interpolate between a mean field and an exact representa-
tion of the system. Being a wave function based method,
one has direct access to all of the relevant information
on the system itself, including quantum correlations, i.e.,
entanglement. In one-dimensional systems, an e�cient
tensor structure is given by the Matrix Product State
(MPS) ansatz [9, 11], defined as,

| 
MPS

i =
X

~↵

A�1
↵1
A�1,�2

↵2
. . . A�

N�1
↵

N

|~↵i, (1)

where tensor A contains the variational parameters to
be accommodate to describe the system wave-function,
↵
i

= 1, . . . , d characterizes the local Hilbert space and
�
i

= 1, . . . ,m accounts for quantum correlations or en-
tanglement (Schmidt rank) between di↵erent bipartitions
of the lattice. Indeed, setting m = 1 results in a mean
field description, while any m > 1 allows to describe cor-
related many-body states. Given the tensor structure,
the tensor dimensions and coe�cients are then optimized
to e�ciently and accurately describe the system proper-
ties by means of algorithms polynomial in the system
size and m. Usually, these algorithms exploit the sys-
tem Hamiltonian tensor structure, naturally arising from
the few-body and local nature of the interactions, to ef-
ficiently describe the system ground or low-lying eigen-
states, or to follow the system real or imaginary time
evolution. Indeed, in the TN approach, real and imag-
inary time evolution have no fundamental di↵erences at
the computational level, as there is no sign problem, and
limitations arise only from the amount of quantum cor-

relations present in the system wave function.

Here, we show how TN algorithms allow to study the
real time dynamics of LGT, focusing on the string break-
ing in a paradigmatic confining theory, the Schwinger
model [49–51] in a quantum link formulation. We char-
acterize the real-time dynamics of the primary and sec-
ondary string breaking and we show that string breaking
is intimately related to entanglement production in the
system. A qualitative picture for the string breaking in
our models, together with a typical result for our time-
dependent simulations on a system of L = 100 lattice
sites, is illustrated in Fig. 1.Even more importantly, our
simulations allow us to track the entanglement evolutions
along string breaking: as we will show below, the string
breaking and the so-called Schwinger mechanism are in-
timately connected to entanglement propagation, which
we address evaluating the so called von Neumann en-
tanglement entropy. Finally, we show that TN methods
can be used to study scattering processes between bound
states of LGTs: we develop a scheme to engineer me-

son collisions, and we show how, very surprisingly, the
scattering does not only reflects into an enhanced rate
of particle-antiparticle creation, but it a↵ects drastically
the entanglement properties of the system, which stays
significantly correlated well beyond the scattering time-
window.

The paper is structured as follows: in Sec. II we present
the system Hamiltonian and recall the TN algorithm we
are using throughout this work. In Sec. III we present the
results on string breaking and mass production dynamics,
including a discussion on how this phenomenon can be
observed in quantum simulation platform. In Sec. IV we
show how entanglement follows the string breaking dy-
namics, providing a quantitative picture which underlines
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● More detailed calculations were performed for the case of a sudden 
quench where the string is embedded in a larger area being in the 
vacuum state.

● Three main topics were set to 
investigate with these results: 

➢ Quantitatively study primary and
 secundary string breaking as a
 function of g,

➢ Investigate the mass-dependence
 of the Schwinger-mechanism,

➢ Having a quantitative understanding
 of the spreading visible at the 
 end of the string.
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FIG. 4: Mean electric field of the central six lattice
sites as a function of time ⌧ for the electric coupling
g = 0.00, 0.25, 0.50, 0.75, 1.00, 1.05, 1.10, 1.15, 1.20, 1.25, 1.50
(orange to light blue) for m = 0 (top) and m = 0.25 (bot-
tom). Primary (secondary) string breaking occurs when the
mean electric field crosses the zero-line from positive (nega-
tive) values.
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FIG. 5: State diagram of string breaking. The red area shows
the parameters where the string breaks and evolves into a neg-
ative string (E

mean

< �0.15E
max

). The white area represents
the parameters where the mean electric field approaches zero
and stays around that value (|E

mean

| < 0.15E
max

). And fi-
nally, the green area represents the parameters without string
breaking (E

mean

> 0.15E
max

).

ics with at least partially building a negative string after
reaching the string broken state (red area). For g,m & 1
string breaking was not observed and the dynamics is
dominated by the interplay of the state of maximum pair
creation and the original string (green area). Finally, the
white area in between represents the system parameters
region where we observe the string breaking with over-
damped oscillations.

A. String wavefront spreading

During the string breaking process a wavefront of elec-
tric flux spreads outwards, as can be clearly seen in Fig.
3 (Panel A1 and A2). In this Section, we quantita-
tively characterize the wavefront spreading by analyzing
its spreading velocity and by the oscillation intensity.
In Fig. 6, we show the wavefront propagation as a func-

tion of time for di↵erent electric coupling g for the zero
mass case. The lower inset report how we calculated such
propagation: we follow the electric field excitation on one
side of string by means of tracking the di↵erence �E be-
tween the gauge field at some position x and the next
nearest neighbor site x+2 and we define as arrival of the
wave front when this di↵erence displays a maximum[76].
As can be seen from the lower inset of Fig. 6, where dif-
ferent colors represent di↵erent coordinates x, a wave-like
propagation can be clearly identified.
Following this scheme, we plot the position of the wave-

front as a function of time in the main panel of Fig. 6.
The result shows an approximatively linear spreading af-
ter an initial transient time of about ⌧ ⇡ 2, with a ve-
locity almost independent from the values of the electric
coupling for g < 1. Starting from g = 1, the velocity in-
creases, while for g > 1.5 the results are inconclusive as
increasing g leads to smaller wavefront amplitudes and
consequently the errors bars prevent an accurate analy-
sis to be carried out. However, for small g, the spreading
velocity can be extracted directly from Fig. 6, fitting the
values for ⌧ > 2/t and m = 0 and obtained a value of
v
E

= 1.96± 0.02.
Finally, in the upper inset of Fig. 6, we repeated this

analysis for di↵erent masses and g = 0. The results clear
show that, for su�ciently large m/t & 4, the wave front
spread velocity has an inverse linear dependence on the
mass [Which value of g was used here?] - g=0,

is it good where I put it?. All these results are in
agreement with a theoretical estimate obtained assuming
the ends of the string as sources of excitations: in a quasi-
free or weak coupled model, the speed is related with the
band-width of the kinetic term resulting on an excitation
spreading velocity proportional to v

th

= 2/m.

B. Schwinger mechanism

During string breaking, the Schwinger model dynamics
exhibits particle-antiparticle pair production as a con-
sequence of the energy release form the external elec-
tric field string. This phenomenon is usually referred as
Schwinger mechanism, and has been studied extensively
since its first presentation in 1951 [49]. In the following,
we provide a systematic investigation of the Schwinger
mechanism in the context of the U(1) QLM.

In our analysis, in the initial state defining the string,
the only two mass excitations present are the two dy-
namical charges which create the string itself. However,
during the dynamics, the energy of the string is trans-
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FIG. 13: Scattering of two dynamical mesons. Main panel:
Entanglement entropy S(x) using a bipartition between sites
x and x + 1 as a function to time. After the scattering, the
entropy significantly increases in the system: this is a direct
signature of enhanced quantum correlations. The right panel
illustrates cuts of the entropy along the chain taken at dif-
ferent times (see color bar), showing a clear plateau after the
collision, which enlarges as a function of time. The empty cir-
cles show the current position of the electric-field wavefront
NO! center of mass?.

via the local occupation of matter fields and discern be-
tween elastic and inelastic processes but also to study
the quantum correlations that eventually results from the
scattering processes. In Figs. 12 and 13 we present an ex-
ample of such a scattering process showing the absolute
value of the electric field and of the entanglement entropy
respectively, where the two mesons collide in the center
and part again.

One of the challenges to observe such a scattering pro-
cess is to prepare the initial state, that is the two mesons
with a non-zero momentum. To obtain such initial state,
we start from two static mesons at positions x

i

=???
which can be straightforwardly be written in a simple,
separable matrix product state with t = 0. We then
couple each meson only with the nearest neighbor lat-
tice site towards the other meson: thus each mesons can
only oscillate between its position and the neighboring
coupled site. At time ⌧

i

= 25???, when the meson is
exactly at half oscillation between the two lattice sites
and thus with maximum momentum towards the cen-
ter of the system, we switch on the tunneling homoge-
neously in all system: from that point on the mesons
evolve freely with an e↵ective momentum mostly in one
direction, one towards the other and eventually collid-
ing. As can be seen from Fig. 12, the mesons centers
of mass propagates with constant and opposite momen-
tum while slowly spreading until the scattering process
occurs. In the lower panel of Fig. 12 we monitor the
particle number time evolution, clearly indicating that
it is conserved throughout the collision: a classical-like
picture of such scattering process reads that two par-

ticles move against each other and then bounce back as
there is no enough energy to have a more complex inelas-
tic scattering. However, this picture is oversimplified as
this is a fully quantum process and indeed one can study
the quantum correlations generated during the scattering
process. In Fig. 13 we show the entanglement real time
evolution during the scattering process showing that its
evolution is determined by the mesons and the scatter-
ing process as in this parameter regime the vacuum does
not generate entanglement. Studying the bipartite en-
tanglement entropy for di↵erent bipartitions and times,
one clearly sees that there are two regimes: before than
the scattering occurs, the entanglement is present only
in the bipartition that cuts the mesons wave packets, in-
dicating two correlated electron-positron wave packets,
not sharing any quantum correlations. After the scat-
tering, the two wave packets becomes highly correlated
even when the two center of mass are clearly separated
(see Fig. 12 for times ⌧ > 100.) The values of the en-
tanglement entropy indicates that one qubit of quantum
information has been created during the scattering pro-
cess (are we sure which log bases we use? Is there

a jump at tau=100? Shall we add a few more

lines around 100 in the side panel?): indeed being
indistinguishable, the interaction on which meson propa-
gates back after the scattering is completely lost. Notice
that this is possible only due to the quantum wave-like
particle nature of the mesons as in a 1D classical elastic
scattering process only one possibility exists: the parti-
cles are bounced back towards the original position with
probability one.

VI. CONCLUSIONS

We presented the first tensor network study on the
real-time dynamics of a lattice gauge theory, in pres-
ence of dynamical charges and quantum gauge fields. We
have demonstrated that within this approach one has di-
rect access to local quantities of interests, e.g., the mass,
charge and gauge field time evolutions; and to the quan-
tum correlation between bipartition of the system by
means of the Von Neumann entropy. We investigated
the primary and secondary string breaking in QED in
(1+1)d represented by an S = 1 quantum link model
with staggered fermions. We studied the real-time evo-
lution of the Schwinger mechanism leading to mass cre-
ation and annihilation by means of the interplay with the
electric energy released by the string. We quantified key
properties of these e↵ects such as the mass production
rate of the Schwinger mechanism or the velocity of the
electric field spreading. We unveiled the relation between
string breaking dynamics and the entanglement spread-
ing in the systems and we showed that it is possible to
study scattering dynamics, characterizing not only mass
and charge real-time evolution but also the creation of
quantum correlations among scattered particles. Finally,
we showed that the presented results can be in principle
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(dashed lines), we see that the entanglement entropy for
the vacuum stays close to zero as the large mass and
electric coupling strongly suppress the particle-pair cre-
ation which triggered the strong growth of the entropy
in the previous case. Also in the middle of the string
the entanglement entropy is drastically a↵ected: the blue
dashed line initially behaves as the full one in the mass-
less case, reflecting the same mass excitation by pair cre-
ation. However, the violet dashed line always remains
close to zero as further evolution into the string broken
state is energetically forbidden: the state evolves back
into the string and the correlations between the even-odd
sites cannot be created. The system is then oscillating
between two almost degenerate states, the initial string
state and the state made out of pairs, resulting in the os-
cillating behavior of the entanglement entropy between
zero and one. Finally, the third case with m = 0.25 and
g = 1.25 (dot-dashed lines) lies between the two previous
limiting cases: here the string breaks, but does not evolve
into an anti-string. In the vacuum, the entanglement evo-
lution is very similar to the first case as the entropy grows
almost linearly after a transient, however the slope is re-
duced by the nonzero mass. The correlation in center of
the string initially evolves as for the massless case, but
after the first two hopping processes the oscillation turns
into a vacuum-like growth. This is a strong indication
for non periodic string breaking, represented by the two
hopping processes followed by the evolution of a lattice
without an electric field: the dynamics although being
unitary, resemble a dissipative process where the electric
field energy irreversibly disperses into the vacuum. This
behavior directly resembles what we observe in the elec-
tric field dynamics, where no string-breaking is observed
in this parameter regime, and the electric field does not
display any clear periodic signature.When we have an

evolution without an electric field, then we defi-

nitely have string breaking or do I misunderstand

the last sentence?

B. Entanglement propagation and wavefront

Even more remarkably, the real-space particle cre-
ations and the entanglement dynamics are quantitatively
tied. We concentrate on the signatures of the wavefront
of the string imprinted on the evolution of the entangle-
ment entropy. We consider the case m = g = 0 as it is
characterized by the most pronounced wavefront, where
the string with its slow entanglement growth is embed-
ded in the fast growing vacuum (see Fig. 3, panel C1).
To characterize the entanglement spreading due to the
wavefront, we exploit the fact that the entanglement en-
tropy in the vacuum is constant in space even though it
evolves in time. Therefore, far enough from both sides
of the string there is a plateau of constant entropy much
higher than the entropy in the middle of the string. Thus,
to define the wavefront of entanglement spreading due
to the string, one can look for the lattice site at which
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FIG. 12: Scattering of two dynamical mesons using the system
parameters m = 0, g = 8. The plot illustrates the time
evolution of the electric field E(x) as a function of the position
x. Lower panel: I do not understand this caption: is
beta the index position, is the sum running on beta?
number of charges N

�

=
P

x

n
x

in the system during the
evolution (blue: � = 1 . . . 32), number of particles present in
the center (purple: � = 16), number of charges on either side
of the center (coinciding lines red: � = 1 . . . 15 and orange:
� = 17 . . . 32).

the entropy plateau starts to decrease. We identify this
point computing the di↵erence of entropy between near-
est neighbor bipartitions: tracking when this quantity
become bigger than a given threshold allows to charac-
terize the entanglement wavefront spreading.
In Fig. 11 we show the estimated spreading velocity for

di↵erent values of the threshold: the limit for the thresh-
old value going to zero gives an estimate of the spreading
velocity. A power law fit results in a spreading velocity of
v
S

= 2.0± 0.2 in very good agreement with the analytic
estimate of v

T

' 2 and the result from the electric field of
v
E

= 1.96± 0.02 demonstrating the intimate connection
between entanglement and electric field spreading.

V. SCATTERING

Finally, in this last Section we explore a completely
di↵erent process that can be studied quantitatively via
our numerical approach, that is real-time scattering pro-
cesses. We prepare two particles, each of them composed
by a pair of charge and anti-charge divided only by one
link, namely a meson, with opposite momentum such
that they collide. As we will show, with our approach
it is possible not only to monitor the scattering process

real-time simulation
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against gauge-invariant errors in quantum simulation platforms
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FIG. 9: Time evolution of the electric field including imperfec-
tions of the type H

I

= ⇠
P

x

n
x

(Sz

x�1,x

+Sz

x,x+1

) with ⇠ = 0.1t
at the system parameters m = 0, g = 0 (left), m = 0.25,
g = 1.25 (center) and m = 3, g = 3.5 (right). The bot-
tom row shows the di↵erence to the result obtained without
imperfection.

a↵ect the fidelity of the loading process [25]. Here, we fo-
cus instead on the e↵ect of gauge-invariant imperfections
on the string-breaking dynamics. Di↵erently from gauge-
variant terms, the role of gauge-invariant imperfections
cannot be systematically addressed in an experiment us-
ing, e.g., post-selection over the experimental data.

Following the implementation schemes in Ref. [36, 38,
39], one of the most common form of gauge-invariant
imperfections are nearest-neighbor interactions between
matter and gauge fields:

H
I

= ⇠
X

x

n
x

�
Sz

x�1,x

+ Sz

x,x+1

�
. (10)

with n
x

=  †
x

 
x

. This form of the imperfection is usu-
ally generated as a resonant term in perturbation theory
to next-leading order with respect to t; indeed while this
implies t � ⇠, for realistic implementations the di↵er-
ence in magnitudes between these two terms cannot be
made arbitrary large as this will require small absolute
energy scales, thus making other sources of more detri-
mental imperfections such as temperature (for the cold
atom implementation) and disorder (in the circuit QED
implementation) dominant. At a qualitative level, this
interaction term can freeze the system into a configura-
tion where the matter fields remain pinned due to the
e↵ective attraction generated by the nearby electric field
configuration.

To estimate the e↵ects of these imperfection on a quan-
tum simulation of the dynamics considered in this work,
we repeat the numerical simulations including a realistic

amount of imperfections compatible with the forecasted
first generation of experiments. In the top row of Fig. 9
we show the string breaking evolution of the electric field
with the same system parameters as used for Fig. 3, in
the presence of H

I

, with imperfections of the order of
ten percent, ⇠ = 0.1. The results including the imper-
fections still clearly exhibit the physics observed in the
imperfection-free results. In general, even the quantita-
tive dynamics is very well captured up to long-timescales,
as illustrated in the bottom row of Fig. 9. The only ex-
ception are intermediate g and m values, where signifi-
cant discrepancies (up to 50%) are observed for interme-
diate timescales (middle panel of the last row). Away
from this regime, we could observe deviations caused by
typical imperfections by maximally 15% using an imper-
fection parameter of ⇠ = 0.1.

IV. ENTANGLEMENT DYNAMICS

One of the key aspects of MPS-based methods is that
they give full access to the wave-function along the
real-time dynamics. This enables to tackle the string-
breaking problem from a fully complementary viewpoint
with respect to the electric field and mass generation
study undertaken in the previous Sections, by consider-
ing the dynamics of quantum correlations embodied by
entanglement. The main question we want to address in
this Section is, whether and how entanglement plays a
role in the string-breaking dynamics.
In the last decade, it has been shown that entangle-

ment play a fundamental role in many-body quantum
processes, from quantum critical phenomena, quantum
information theory and in other fundamental aspects of
quantum physics. Moreover, several aspects of quantum
field theories, such as the static properties of conformal
field theories, have also been extensively studied using
entanglement measures [64, 65]. Additionally, entangle-
ment was shown to play a crucial role in the limits of
classical simulations of quantum systems calling for the
need of the development of quantum simulators to over-
come such limitations [9].
A common way to quantify entanglement for pure

quantum state is by using the so-called Renyi entangle-
ment entropies, and, in particular, the von Neumann en-
tropy. Given a pure state with the density matrix ⇢ =
| ih |, the entanglement entropy is the von Neumann
entropy of the reduced density matrix ⇢(x) = Tr

L�x

⇢,
that is [65]:

S(x) = �Tr {⇢(x) log
2

⇢(x)} . (11)

S(x) is a measure of the entanglement of a bipartition at
the lattice site x. The entanglement entropy takes values
between S(x) = 0 for a separable state (product state)
and S(x) = log

2

d, with d being the size of the Hilbert
space, for a maximally entangled state.
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that is [65]:

S(x) = �Tr {⇢(x) log
2

⇢(x)} . (11)

S(x) is a measure of the entanglement of a bipartition at
the lattice site x. The entanglement entropy takes values
between S(x) = 0 for a separable state (product state)
and S(x) = log

2

d, with d being the size of the Hilbert
space, for a maximally entangled state.



Conclusions & Outlook

• Versatile tools that enables real-time lattice gauge 
investigations (1+1d) 

• Non abelian LGT: SU(2) in progress 

• Tensor network extensions in 2+1d 

• Condensed matter models 

• Real-time scattering dynamics
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Horizon 2020

A guide to ICT-related activities in WP2014-15
ICT in H2020 – an Overview
As a generic technology, ICT is present in many of the H2020 areas. This guide is designed to help 
potential proposers find ICT-related topics across the different parts of H2020.

In work programme 2014-15, ICT-related topics are covered as follows:

Advanced research to uncover radically new technological possibilities and ICT contributions to 
research and innovation are addressed in the part of the work programme, 
respectively under ,

;
Research and innovation activities on generic technologies either driven by industrial roadmaps 
or through a bottom up approach are addressed in the 

(LEIT) part of the work programme, under 
;

Multi-disciplinary application-driven research and innovation leveraging ICT to tackle societal 
challenges are addressed in the different .

The figures above and below provide synthetic overviews of the presence of ICT in Horizon 2020.


