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Graphene

• Single-layer 2D carbon-based 
material 

• Honeycomb lattice 

• Nobel 2010



Carbon allotropes
 

„Mother“ of 

all-carbon

materials

(fullerenes,

nanotubes, 

graphite): made

of benzene rings 

stripped of 

H atoms Review: Geim & Novoselov, Nature Mat.  6, 183 (2007)

• Carbon allows many different 
shapes to be engineered 

• Bucky-balls, carbon tubes, 
stripes, etc… 

• Very important for future 
electronic devices



Graphene dispersion

chemical synthesis has so far yielded only tiny platelets some
10 benzene rings across, containing up to 222 carbon atoms.
Conventional crystal growth techniques are also of little help,
since thermal fluctuations at growth temperatures tend to
twist otherwise flat nanometer-scale graphene crystallites into
the third dimension. The nascent 2D crystallites try to mini-
mize their surface energy and inevitably morph into one of
the rich variety of stable 3D structures that occur in soot.

But there is a way around the problem. Interactions with
3D structures stabilize 2D crystals during growth. So one can
make 2D crystals sandwiched between or placed on top of
the atomic planes of a bulk crystal. In that respect, graphene
already exists within graphite, which can be viewed as a stack
of graphene layers stuck together by van der Waals–like at-
traction. One can then hope to fool Nature and extract single-
atom-thick crystallites at a low enough temperature that they
remain in the quenched state prescribed by the original
higher-temperature 3D growth. Unfortunately, no one has in-
vented tweezers small enough to pull individual atomic
planes from bulk crystals.

It turns out that graphene sheets, like fullerenes and car-
bon nanotubes, have always been around. Right before our
eyes, in fact. In the simple trace of a pencil is debris com-
posed mostly of readily visible, thick graphite flakes rubbed
from the bulk crystal. But thinner, very nearly transparent
crystallites—some a single layer thick—are also present. The
hard part is not making graphene but finding it in the
haystack of thicker flakes.

Typically, a few micron-sized graphene crystallites exist
in a graphite debris field covering an area of 1 cm2. Scanning
electron microscopy is of little help in the search because it
cannot distinguish monolayers from nanometer-thick flakes.
Atomic-force and scanning-tunneling microscopes provide
the required atomic resolution but can usually detect the step
between a substrate and a monolayer only when the substrate
is atomically smooth. Even more forbidding is the need to
scan the entire area of a pencil trace with atomic resolution. 

The serendipitous choice in the Manchester lab for find-
ing graphene was to use not paper, or any other writing sur-
face, but an oxidized Si wafer—the same material widely
used by the semiconductor industry. The oxide surface re-
flects a rainbow of colors, and the interference pattern pro-
duced by layers of graphene on the oxide provides a faint but
visible contrast, much like the fringes in an oily puddle (see
figure 1). Fortunately, the human eye and brain are a team
powerful enough to distinguish even that weak contrast in
rapid optical microscope inspections of graphite debris. With
a little experience, finding those few graphene crystallites
takes only a couple of hours. 

No one really uses pencils to make graphene. Instead, to
make graphene crystals suitable for experiments, bulk
graphite is gently pushed along a Si wafer, a “drawing” tech-
nique that several laboratories have now refined to the level
of art. Graphene crystallites as large as 100 µm across can be
formed this way and also obtained commercially (see http://
www.grapheneindustries.com).

36 August 2007    Physics Today www.physicstoday.org

The honeycomb lattice of graphene, pictured below, consists of
two interpenetrating triangular sublattices: The sites of one
sublattice (green) are at the centers of triangles defined by the
other (orange). The lattice thus has two carbon atoms, desig-
nated A and B, per unit cell, and is invariant under 120° rota-
tions around any lattice site. Each atom has one s and three p
orbitals. The s orbital and two in-plane p orbitals are tied up
in graphene’s strong covalent bonding and do not contribute
to its conductivity. The remaining p orbital, oriented perpen-
dicular to the molecular plane, is odd under inversion in the
plane and hybridizes to form π (valence) and π* (conduction)
bands, as shown at right. 

In the Bloch band description of graphene’s electronic struc-
ture, orbital energies depend on the momentum of charge car-
riers in the crystal Brillouin zone (inset, right). The π and π*

bands (blue in the electronic structure plot) are decoupled from
the σ and σ* bands (red) because of inversion symmetry and
are closer to the Fermi energy because they participate less in
bonding. The Fermi energy separates occupied and empty
states. In a neutral graphene sheet, this is the energy where
valence and conduction bands meet (zero energy above, often
referred to as the neutrality point). The bands form conical val-
leys that touch at two of the high-symmetry points, convention-
ally labeled K and K’, in the Brillouin zone. Near these points
the energy varies linearly with the magnitude of momentum
measured from the Brillouin-zone corners. The four other
Brillouin-zone corners are related to K and K’ by reciprocal
lattice vectors and do not represent distinct electronic states.
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(a) (b) (c)

(d )

Figure 1. Graphene crystallites on the Si/SiO2 substrate with the oxide thickness of 300 nm imaged in white light (a), green light (b) and
another graphene sample on the Si substrate with a 200 nm thick SiO2 layer imaged in white light (c). The smaller figures in the upper and
lower lines represent the images taken at various wavelengths for the thickness of the oxide layer 300 and 200 nm, respectively. The
theoretically calculated contrast (for the graphene monolayer) as a function of wavelength and thickness of the oxide layer is shown in (d).
In relatively good agreement with these calculations, graphene crystallites are best visible in images taken at wavelengths slightly below
600 nm and around 400 nm, for the thickness of the dioxide layer 300 and 200 nm, respectively. Reprinted with permission from [37].
Copyright 2007, American Institute of Physics.
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Figure 2. Segment of the graphene crystal: carbon atoms are
arranged into a 2D lattice with a characteristic honeycomb
symmetry and lattice constant a0 = 0.246 nm [42], which is by a
factor of

√
3 larger than the inter-atomic distance.

In pristine graphene, the Fermi level lies just at the
touching (crossing) point of π and π∗ bands and graphene has
the character of zero-band-gap semiconductor (semimetal).
Close to a given crossing (touching) point, known also as
the Dirac or charge neutrality point, the electronic bands are
nearly linear and practically rotationally symmetric. In other
words, the carrier dispersion relations take a simple form:
Eπ∗ = −Eπ ≈ vFh̄|k|, where the momentum k is measured
with respect to the K (K ′) point. The parameter vF , having
dimension of a velocity, is directly related to the coupling
strength (hopping integral) between the nearest carbon atoms:
vF =

√
3a0γ0/(2h̄) [2].

The linearity of bands in graphene (in the vicinity of
the K and K ′ points) implies that charge carriers in this
material behave as relativistic particles with zero rest mass
and constant velocity vF ≈ 106 m s−1. They are often referred
to as massless Dirac fermions, and with good precision, their
behaviour is described by the effective Hamiltonian [2, 44]:

Ĥ = vF

(
0 px − ipy

px + ipy 0

)
= vF

(
0 π †

π 0

)
= vF σ · p,

(2)

which is equivalent to the Hamiltonian in the Weyl equation
for real relativistic particles with zero rest mass (originally for
neutrinos) derived from the Dirac equation. Due to this formal
similarity, a direct link between quantum electrodynamics and
the physics of graphene is established.
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Figure 3. Schematic view of the graphene band structure with the
characteristic Dirac cones in the vicinity of the K and K ′ points.

The characteristic linear dispersion relations of electronic
states makes graphene very distinct among other 2D systems
(such as quantum wells or heterojunctions) which have been
widely investigated in condensed-matter physics for the last
thirty years. For instance, the density of states in graphene
is not constant as for conventional massive particles, D =
gvgsm/(2πh̄2), but rises linearly with the energy distance
ε from the Dirac point D(ε) = gsgv|ε|

/(
2πv2

F h̄2). Here,
gs = gv = 2 stand for the spin and valley degeneracies,
respectively.

Nevertheless, it should be noted that the relativistic-like
image of electronic states in graphene given by Hamiltonian (2)
remains an approximate model. This simple approximation is
well, and perhaps even surprisingly well, fulfilled in the case of
electronic states in the vicinity of the Dirac point. Those states
indeed show an almost perfect character of massless Dirac
fermions when probed with different experiments. However,
as can be seen from figure 3, the deviations from this relativistic
model become obviously important for states far away from the
Dirac point, even if we consider only the nearest neighbours in
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face, but an oxidized Si wafer—the same material widely
used by the semiconductor industry. The oxide surface re-
flects a rainbow of colors, and the interference pattern pro-
duced by layers of graphene on the oxide provides a faint but
visible contrast, much like the fringes in an oily puddle (see
figure 1). Fortunately, the human eye and brain are a team
powerful enough to distinguish even that weak contrast in
rapid optical microscope inspections of graphite debris. With
a little experience, finding those few graphene crystallites
takes only a couple of hours. 

No one really uses pencils to make graphene. Instead, to
make graphene crystals suitable for experiments, bulk
graphite is gently pushed along a Si wafer, a “drawing” tech-
nique that several laboratories have now refined to the level
of art. Graphene crystallites as large as 100 µm across can be
formed this way and also obtained commercially (see http://
www.grapheneindustries.com).
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The honeycomb lattice of graphene, pictured below, consists of
two interpenetrating triangular sublattices: The sites of one
sublattice (green) are at the centers of triangles defined by the
other (orange). The lattice thus has two carbon atoms, desig-
nated A and B, per unit cell, and is invariant under 120° rota-
tions around any lattice site. Each atom has one s and three p
orbitals. The s orbital and two in-plane p orbitals are tied up
in graphene’s strong covalent bonding and do not contribute
to its conductivity. The remaining p orbital, oriented perpen-
dicular to the molecular plane, is odd under inversion in the
plane and hybridizes to form π (valence) and π* (conduction)
bands, as shown at right. 

In the Bloch band description of graphene’s electronic struc-
ture, orbital energies depend on the momentum of charge car-
riers in the crystal Brillouin zone (inset, right). The π and π*

bands (blue in the electronic structure plot) are decoupled from
the σ and σ* bands (red) because of inversion symmetry and
are closer to the Fermi energy because they participate less in
bonding. The Fermi energy separates occupied and empty
states. In a neutral graphene sheet, this is the energy where
valence and conduction bands meet (zero energy above, often
referred to as the neutrality point). The bands form conical val-
leys that touch at two of the high-symmetry points, convention-
ally labeled K and K’, in the Brillouin zone. Near these points
the energy varies linearly with the magnitude of momentum
measured from the Brillouin-zone corners. The four other
Brillouin-zone corners are related to K and K’ by reciprocal
lattice vectors and do not represent distinct electronic states.
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Box 1. Crystal and electronic structures of graphene

chemical synthesis has so far yielded only tiny platelets some
10 benzene rings across, containing up to 222 carbon atoms.
Conventional crystal growth techniques are also of little help,
since thermal fluctuations at growth temperatures tend to
twist otherwise flat nanometer-scale graphene crystallites into
the third dimension. The nascent 2D crystallites try to mini-
mize their surface energy and inevitably morph into one of
the rich variety of stable 3D structures that occur in soot.

But there is a way around the problem. Interactions with
3D structures stabilize 2D crystals during growth. So one can
make 2D crystals sandwiched between or placed on top of
the atomic planes of a bulk crystal. In that respect, graphene
already exists within graphite, which can be viewed as a stack
of graphene layers stuck together by van der Waals–like at-
traction. One can then hope to fool Nature and extract single-
atom-thick crystallites at a low enough temperature that they
remain in the quenched state prescribed by the original
higher-temperature 3D growth. Unfortunately, no one has in-
vented tweezers small enough to pull individual atomic
planes from bulk crystals.

It turns out that graphene sheets, like fullerenes and car-
bon nanotubes, have always been around. Right before our
eyes, in fact. In the simple trace of a pencil is debris com-
posed mostly of readily visible, thick graphite flakes rubbed
from the bulk crystal. But thinner, very nearly transparent
crystallites—some a single layer thick—are also present. The
hard part is not making graphene but finding it in the
haystack of thicker flakes.

Typically, a few micron-sized graphene crystallites exist
in a graphite debris field covering an area of 1 cm2. Scanning
electron microscopy is of little help in the search because it
cannot distinguish monolayers from nanometer-thick flakes.
Atomic-force and scanning-tunneling microscopes provide
the required atomic resolution but can usually detect the step
between a substrate and a monolayer only when the substrate
is atomically smooth. Even more forbidding is the need to
scan the entire area of a pencil trace with atomic resolution. 

The serendipitous choice in the Manchester lab for find-
ing graphene was to use not paper, or any other writing sur-
face, but an oxidized Si wafer—the same material widely
used by the semiconductor industry. The oxide surface re-
flects a rainbow of colors, and the interference pattern pro-
duced by layers of graphene on the oxide provides a faint but
visible contrast, much like the fringes in an oily puddle (see
figure 1). Fortunately, the human eye and brain are a team
powerful enough to distinguish even that weak contrast in
rapid optical microscope inspections of graphite debris. With
a little experience, finding those few graphene crystallites
takes only a couple of hours. 

No one really uses pencils to make graphene. Instead, to
make graphene crystals suitable for experiments, bulk
graphite is gently pushed along a Si wafer, a “drawing” tech-
nique that several laboratories have now refined to the level
of art. Graphene crystallites as large as 100 µm across can be
formed this way and also obtained commercially (see http://
www.grapheneindustries.com).
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The honeycomb lattice of graphene, pictured below, consists of
two interpenetrating triangular sublattices: The sites of one
sublattice (green) are at the centers of triangles defined by the
other (orange). The lattice thus has two carbon atoms, desig-
nated A and B, per unit cell, and is invariant under 120° rota-
tions around any lattice site. Each atom has one s and three p
orbitals. The s orbital and two in-plane p orbitals are tied up
in graphene’s strong covalent bonding and do not contribute
to its conductivity. The remaining p orbital, oriented perpen-
dicular to the molecular plane, is odd under inversion in the
plane and hybridizes to form π (valence) and π* (conduction)
bands, as shown at right. 

In the Bloch band description of graphene’s electronic struc-
ture, orbital energies depend on the momentum of charge car-
riers in the crystal Brillouin zone (inset, right). The π and π*

bands (blue in the electronic structure plot) are decoupled from
the σ and σ* bands (red) because of inversion symmetry and
are closer to the Fermi energy because they participate less in
bonding. The Fermi energy separates occupied and empty
states. In a neutral graphene sheet, this is the energy where
valence and conduction bands meet (zero energy above, often
referred to as the neutrality point). The bands form conical val-
leys that touch at two of the high-symmetry points, convention-
ally labeled K and K’, in the Brillouin zone. Near these points
the energy varies linearly with the magnitude of momentum
measured from the Brillouin-zone corners. The four other
Brillouin-zone corners are related to K and K’ by reciprocal
lattice vectors and do not represent distinct electronic states.

A

A A

B

B B

1.42 Å

30

0

–20

EN
ER

G
Y

(e
V

)

K’ Γ M K

MOMENTUM

K’ K

M

Brillouin
zone

Valence band

Γ

Fermi energy

Box 1. Crystal and electronic structures of graphene

Frequency multiplication and mixing Nonlinear broadening of “linear” resonances Plasmon enhanced harmonics generation Graphene

Graphene as a nonlinear material

Important graphene properties

Linear energy dispersion

E±(p) = ±vF |p|

Two bands (electrons and
holes)
Large Fermi velocity

vF ≃ 108 cm/s

Semicond. Sci. Technol. 25 (2010) 063001 Topical Review
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Figure 1. Graphene crystallites on the Si/SiO2 substrate with the oxide thickness of 300 nm imaged in white light (a), green light (b) and
another graphene sample on the Si substrate with a 200 nm thick SiO2 layer imaged in white light (c). The smaller figures in the upper and
lower lines represent the images taken at various wavelengths for the thickness of the oxide layer 300 and 200 nm, respectively. The
theoretically calculated contrast (for the graphene monolayer) as a function of wavelength and thickness of the oxide layer is shown in (d).
In relatively good agreement with these calculations, graphene crystallites are best visible in images taken at wavelengths slightly below
600 nm and around 400 nm, for the thickness of the dioxide layer 300 and 200 nm, respectively. Reprinted with permission from [37].
Copyright 2007, American Institute of Physics.
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Figure 2. Segment of the graphene crystal: carbon atoms are
arranged into a 2D lattice with a characteristic honeycomb
symmetry and lattice constant a0 = 0.246 nm [42], which is by a
factor of

√
3 larger than the inter-atomic distance.

In pristine graphene, the Fermi level lies just at the
touching (crossing) point of π and π∗ bands and graphene has
the character of zero-band-gap semiconductor (semimetal).
Close to a given crossing (touching) point, known also as
the Dirac or charge neutrality point, the electronic bands are
nearly linear and practically rotationally symmetric. In other
words, the carrier dispersion relations take a simple form:
Eπ∗ = −Eπ ≈ vFh̄|k|, where the momentum k is measured
with respect to the K (K ′) point. The parameter vF , having
dimension of a velocity, is directly related to the coupling
strength (hopping integral) between the nearest carbon atoms:
vF =

√
3a0γ0/(2h̄) [2].

The linearity of bands in graphene (in the vicinity of
the K and K ′ points) implies that charge carriers in this
material behave as relativistic particles with zero rest mass
and constant velocity vF ≈ 106 m s−1. They are often referred
to as massless Dirac fermions, and with good precision, their
behaviour is described by the effective Hamiltonian [2, 44]:

Ĥ = vF

(
0 px − ipy

px + ipy 0

)
= vF

(
0 π †

π 0

)
= vF σ · p,

(2)

which is equivalent to the Hamiltonian in the Weyl equation
for real relativistic particles with zero rest mass (originally for
neutrinos) derived from the Dirac equation. Due to this formal
similarity, a direct link between quantum electrodynamics and
the physics of graphene is established.
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Figure 3. Schematic view of the graphene band structure with the
characteristic Dirac cones in the vicinity of the K and K ′ points.

The characteristic linear dispersion relations of electronic
states makes graphene very distinct among other 2D systems
(such as quantum wells or heterojunctions) which have been
widely investigated in condensed-matter physics for the last
thirty years. For instance, the density of states in graphene
is not constant as for conventional massive particles, D =
gvgsm/(2πh̄2), but rises linearly with the energy distance
ε from the Dirac point D(ε) = gsgv|ε|

/(
2πv2

F h̄2). Here,
gs = gv = 2 stand for the spin and valley degeneracies,
respectively.

Nevertheless, it should be noted that the relativistic-like
image of electronic states in graphene given by Hamiltonian (2)
remains an approximate model. This simple approximation is
well, and perhaps even surprisingly well, fulfilled in the case of
electronic states in the vicinity of the Dirac point. Those states
indeed show an almost perfect character of massless Dirac
fermions when probed with different experiments. However,
as can be seen from figure 3, the deviations from this relativistic
model become obviously important for states far away from the
Dirac point, even if we consider only the nearest neighbours in
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Graphene dispersion

chemical synthesis has so far yielded only tiny platelets some
10 benzene rings across, containing up to 222 carbon atoms.
Conventional crystal growth techniques are also of little help,
since thermal fluctuations at growth temperatures tend to
twist otherwise flat nanometer-scale graphene crystallites into
the third dimension. The nascent 2D crystallites try to mini-
mize their surface energy and inevitably morph into one of
the rich variety of stable 3D structures that occur in soot.

But there is a way around the problem. Interactions with
3D structures stabilize 2D crystals during growth. So one can
make 2D crystals sandwiched between or placed on top of
the atomic planes of a bulk crystal. In that respect, graphene
already exists within graphite, which can be viewed as a stack
of graphene layers stuck together by van der Waals–like at-
traction. One can then hope to fool Nature and extract single-
atom-thick crystallites at a low enough temperature that they
remain in the quenched state prescribed by the original
higher-temperature 3D growth. Unfortunately, no one has in-
vented tweezers small enough to pull individual atomic
planes from bulk crystals.

It turns out that graphene sheets, like fullerenes and car-
bon nanotubes, have always been around. Right before our
eyes, in fact. In the simple trace of a pencil is debris com-
posed mostly of readily visible, thick graphite flakes rubbed
from the bulk crystal. But thinner, very nearly transparent
crystallites—some a single layer thick—are also present. The
hard part is not making graphene but finding it in the
haystack of thicker flakes.

Typically, a few micron-sized graphene crystallites exist
in a graphite debris field covering an area of 1 cm2. Scanning
electron microscopy is of little help in the search because it
cannot distinguish monolayers from nanometer-thick flakes.
Atomic-force and scanning-tunneling microscopes provide
the required atomic resolution but can usually detect the step
between a substrate and a monolayer only when the substrate
is atomically smooth. Even more forbidding is the need to
scan the entire area of a pencil trace with atomic resolution. 

The serendipitous choice in the Manchester lab for find-
ing graphene was to use not paper, or any other writing sur-
face, but an oxidized Si wafer—the same material widely
used by the semiconductor industry. The oxide surface re-
flects a rainbow of colors, and the interference pattern pro-
duced by layers of graphene on the oxide provides a faint but
visible contrast, much like the fringes in an oily puddle (see
figure 1). Fortunately, the human eye and brain are a team
powerful enough to distinguish even that weak contrast in
rapid optical microscope inspections of graphite debris. With
a little experience, finding those few graphene crystallites
takes only a couple of hours. 

No one really uses pencils to make graphene. Instead, to
make graphene crystals suitable for experiments, bulk
graphite is gently pushed along a Si wafer, a “drawing” tech-
nique that several laboratories have now refined to the level
of art. Graphene crystallites as large as 100 µm across can be
formed this way and also obtained commercially (see http://
www.grapheneindustries.com).
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The honeycomb lattice of graphene, pictured below, consists of
two interpenetrating triangular sublattices: The sites of one
sublattice (green) are at the centers of triangles defined by the
other (orange). The lattice thus has two carbon atoms, desig-
nated A and B, per unit cell, and is invariant under 120° rota-
tions around any lattice site. Each atom has one s and three p
orbitals. The s orbital and two in-plane p orbitals are tied up
in graphene’s strong covalent bonding and do not contribute
to its conductivity. The remaining p orbital, oriented perpen-
dicular to the molecular plane, is odd under inversion in the
plane and hybridizes to form π (valence) and π* (conduction)
bands, as shown at right. 

In the Bloch band description of graphene’s electronic struc-
ture, orbital energies depend on the momentum of charge car-
riers in the crystal Brillouin zone (inset, right). The π and π*

bands (blue in the electronic structure plot) are decoupled from
the σ and σ* bands (red) because of inversion symmetry and
are closer to the Fermi energy because they participate less in
bonding. The Fermi energy separates occupied and empty
states. In a neutral graphene sheet, this is the energy where
valence and conduction bands meet (zero energy above, often
referred to as the neutrality point). The bands form conical val-
leys that touch at two of the high-symmetry points, convention-
ally labeled K and K’, in the Brillouin zone. Near these points
the energy varies linearly with the magnitude of momentum
measured from the Brillouin-zone corners. The four other
Brillouin-zone corners are related to K and K’ by reciprocal
lattice vectors and do not represent distinct electronic states.
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Box 1. Crystal and electronic structures of graphene

chemical synthesis has so far yielded only tiny platelets some
10 benzene rings across, containing up to 222 carbon atoms.
Conventional crystal growth techniques are also of little help,
since thermal fluctuations at growth temperatures tend to
twist otherwise flat nanometer-scale graphene crystallites into
the third dimension. The nascent 2D crystallites try to mini-
mize their surface energy and inevitably morph into one of
the rich variety of stable 3D structures that occur in soot.

But there is a way around the problem. Interactions with
3D structures stabilize 2D crystals during growth. So one can
make 2D crystals sandwiched between or placed on top of
the atomic planes of a bulk crystal. In that respect, graphene
already exists within graphite, which can be viewed as a stack
of graphene layers stuck together by van der Waals–like at-
traction. One can then hope to fool Nature and extract single-
atom-thick crystallites at a low enough temperature that they
remain in the quenched state prescribed by the original
higher-temperature 3D growth. Unfortunately, no one has in-
vented tweezers small enough to pull individual atomic
planes from bulk crystals.

It turns out that graphene sheets, like fullerenes and car-
bon nanotubes, have always been around. Right before our
eyes, in fact. In the simple trace of a pencil is debris com-
posed mostly of readily visible, thick graphite flakes rubbed
from the bulk crystal. But thinner, very nearly transparent
crystallites—some a single layer thick—are also present. The
hard part is not making graphene but finding it in the
haystack of thicker flakes.

Typically, a few micron-sized graphene crystallites exist
in a graphite debris field covering an area of 1 cm2. Scanning
electron microscopy is of little help in the search because it
cannot distinguish monolayers from nanometer-thick flakes.
Atomic-force and scanning-tunneling microscopes provide
the required atomic resolution but can usually detect the step
between a substrate and a monolayer only when the substrate
is atomically smooth. Even more forbidding is the need to
scan the entire area of a pencil trace with atomic resolution. 

The serendipitous choice in the Manchester lab for find-
ing graphene was to use not paper, or any other writing sur-
face, but an oxidized Si wafer—the same material widely
used by the semiconductor industry. The oxide surface re-
flects a rainbow of colors, and the interference pattern pro-
duced by layers of graphene on the oxide provides a faint but
visible contrast, much like the fringes in an oily puddle (see
figure 1). Fortunately, the human eye and brain are a team
powerful enough to distinguish even that weak contrast in
rapid optical microscope inspections of graphite debris. With
a little experience, finding those few graphene crystallites
takes only a couple of hours. 

No one really uses pencils to make graphene. Instead, to
make graphene crystals suitable for experiments, bulk
graphite is gently pushed along a Si wafer, a “drawing” tech-
nique that several laboratories have now refined to the level
of art. Graphene crystallites as large as 100 µm across can be
formed this way and also obtained commercially (see http://
www.grapheneindustries.com).
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The honeycomb lattice of graphene, pictured below, consists of
two interpenetrating triangular sublattices: The sites of one
sublattice (green) are at the centers of triangles defined by the
other (orange). The lattice thus has two carbon atoms, desig-
nated A and B, per unit cell, and is invariant under 120° rota-
tions around any lattice site. Each atom has one s and three p
orbitals. The s orbital and two in-plane p orbitals are tied up
in graphene’s strong covalent bonding and do not contribute
to its conductivity. The remaining p orbital, oriented perpen-
dicular to the molecular plane, is odd under inversion in the
plane and hybridizes to form π (valence) and π* (conduction)
bands, as shown at right. 

In the Bloch band description of graphene’s electronic struc-
ture, orbital energies depend on the momentum of charge car-
riers in the crystal Brillouin zone (inset, right). The π and π*

bands (blue in the electronic structure plot) are decoupled from
the σ and σ* bands (red) because of inversion symmetry and
are closer to the Fermi energy because they participate less in
bonding. The Fermi energy separates occupied and empty
states. In a neutral graphene sheet, this is the energy where
valence and conduction bands meet (zero energy above, often
referred to as the neutrality point). The bands form conical val-
leys that touch at two of the high-symmetry points, convention-
ally labeled K and K’, in the Brillouin zone. Near these points
the energy varies linearly with the magnitude of momentum
measured from the Brillouin-zone corners. The four other
Brillouin-zone corners are related to K and K’ by reciprocal
lattice vectors and do not represent distinct electronic states.

A

A A

B

B B

1.42 Å

30

0

–20

EN
ER

G
Y

(e
V

)

K’ Γ M K

MOMENTUM

K’ K

M

Brillouin
zone

Valence band

Γ

Fermi energy

Box 1. Crystal and electronic structures of graphene

Frequency multiplication and mixing Nonlinear broadening of “linear” resonances Plasmon enhanced harmonics generation Graphene

Graphene as a nonlinear material

Important graphene properties

Linear energy dispersion

E±(p) = ±vF |p|

Two bands (electrons and
holes)
Large Fermi velocity

vF ≃ 108 cm/s
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Figure 1. Graphene crystallites on the Si/SiO2 substrate with the oxide thickness of 300 nm imaged in white light (a), green light (b) and
another graphene sample on the Si substrate with a 200 nm thick SiO2 layer imaged in white light (c). The smaller figures in the upper and
lower lines represent the images taken at various wavelengths for the thickness of the oxide layer 300 and 200 nm, respectively. The
theoretically calculated contrast (for the graphene monolayer) as a function of wavelength and thickness of the oxide layer is shown in (d).
In relatively good agreement with these calculations, graphene crystallites are best visible in images taken at wavelengths slightly below
600 nm and around 400 nm, for the thickness of the dioxide layer 300 and 200 nm, respectively. Reprinted with permission from [37].
Copyright 2007, American Institute of Physics.
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Figure 2. Segment of the graphene crystal: carbon atoms are
arranged into a 2D lattice with a characteristic honeycomb
symmetry and lattice constant a0 = 0.246 nm [42], which is by a
factor of

√
3 larger than the inter-atomic distance.

In pristine graphene, the Fermi level lies just at the
touching (crossing) point of π and π∗ bands and graphene has
the character of zero-band-gap semiconductor (semimetal).
Close to a given crossing (touching) point, known also as
the Dirac or charge neutrality point, the electronic bands are
nearly linear and practically rotationally symmetric. In other
words, the carrier dispersion relations take a simple form:
Eπ∗ = −Eπ ≈ vFh̄|k|, where the momentum k is measured
with respect to the K (K ′) point. The parameter vF , having
dimension of a velocity, is directly related to the coupling
strength (hopping integral) between the nearest carbon atoms:
vF =

√
3a0γ0/(2h̄) [2].

The linearity of bands in graphene (in the vicinity of
the K and K ′ points) implies that charge carriers in this
material behave as relativistic particles with zero rest mass
and constant velocity vF ≈ 106 m s−1. They are often referred
to as massless Dirac fermions, and with good precision, their
behaviour is described by the effective Hamiltonian [2, 44]:

Ĥ = vF

(
0 px − ipy

px + ipy 0

)
= vF

(
0 π †

π 0

)
= vF σ · p,

(2)

which is equivalent to the Hamiltonian in the Weyl equation
for real relativistic particles with zero rest mass (originally for
neutrinos) derived from the Dirac equation. Due to this formal
similarity, a direct link between quantum electrodynamics and
the physics of graphene is established.
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Figure 3. Schematic view of the graphene band structure with the
characteristic Dirac cones in the vicinity of the K and K ′ points.

The characteristic linear dispersion relations of electronic
states makes graphene very distinct among other 2D systems
(such as quantum wells or heterojunctions) which have been
widely investigated in condensed-matter physics for the last
thirty years. For instance, the density of states in graphene
is not constant as for conventional massive particles, D =
gvgsm/(2πh̄2), but rises linearly with the energy distance
ε from the Dirac point D(ε) = gsgv|ε|

/(
2πv2

F h̄2). Here,
gs = gv = 2 stand for the spin and valley degeneracies,
respectively.

Nevertheless, it should be noted that the relativistic-like
image of electronic states in graphene given by Hamiltonian (2)
remains an approximate model. This simple approximation is
well, and perhaps even surprisingly well, fulfilled in the case of
electronic states in the vicinity of the Dirac point. Those states
indeed show an almost perfect character of massless Dirac
fermions when probed with different experiments. However,
as can be seen from figure 3, the deviations from this relativistic
model become obviously important for states far away from the
Dirac point, even if we consider only the nearest neighbours in
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where the index i=1 !i=2" refers to the K !K!" point.
These new fields, ai,n and bi,n, are assumed to vary
slowly over the unit cell. The procedure for deriving
a theory that is valid close to the Dirac point con-
sists in using this representation in the tight-

binding Hamiltonian and expanding the opera-
tors up to a linear order in !. In the derivation, one
uses the fact that #!e±iK·!=#!e±iK!·!=0. After some
straightforward algebra, we arrive at !Semenoff,
1984"

H $ − t% dxdy"̂1
†!r"&' 0 3a!1 − i(3"/4

− 3a!1 + i(3"/4 0
)!x + ' 0 3a!− i − (3"/4

− 3a!i − (3"/4 0
)!y*"̂1!r"

+ "̂2
†!r"&' 0 3a!1 + i(3"/4

− 3a!1 − i(3"/4 0
)!x + ' 0 3a!i − (3"/4

− 3a!− i − (3"/4 0
)!y*"̂2!r"

= − ivF% dxdy+"̂1
†!r"# · ""̂1!r" + "̂2

†!r""* · ""̂2!r", , !18"

with Pauli matrices "= !#x ,#y", "*= !#x ,−#y", and "̂i
†

= !ai
† ,bi

†" !i=1,2". It is clear that the effective Hamil-
tonian !18" is made of two copies of the massless Dirac-
like Hamiltonian, one holding for p around K and the
other for p around K!. Note that, in first quantized lan-
guage, the two-component electron wave function $!r",
close to the K point, obeys the 2D Dirac equation,

− ivF" · "$!r" = E$!r" . !19"

The wave function, in momentum space, for the mo-
mentum around K has the form

$±,K!k" =
1
(2

' e−i%k/2

±ei%k/2 ) !20"

for HK=vF" ·k, where the & signs correspond to the
eigenenergies E= ±vFk, that is, for the '* and ' bands,
respectively, and %k is given by Eq. !9". The wave func-
tion for the momentum around K! has the form

$±,K!!k" =
1
(2

' ei%k/2

±e−i%k/2 ) !21"

for HK!=vF"* ·k. Note that the wave functions at K and
K! are related by time-reversal symmetry: if we set the
origin of coordinates in momentum space in the M point
of the BZ !see Fig. 2", time reversal becomes equivalent
to a reflection along the kx axis, that is, !kx ,ky"
→ !kx ,−ky". Also note that if the phase % is rotated by
2', the wave function changes sign indicating a phase of
' !in the literature this is commonly called a Berry’s
phase". This change of phase by ' under rotation is char-
acteristic of spinors. In fact, the wave function is a two-
component spinor.

A relevant quantity used to characterize the eigen-
functions is their helicity defined as the projection of the
momentum operator along the !pseudo"spin direction.
The quantum-mechanical operator for the helicity has
the form

ĥ =
1
2

" ·
p
-p-

. !22"

It is clear from the definition of ĥ that the states $K!r"
and $K!!r" are also eigenstates of ĥ,

ĥ$K!r" = ± 1
2$K!r" , !23"

and an equivalent equation for $K!!r" with inverted sign.
Therefore, electrons !holes" have a positive !negative"
helicity. Equation !23" implies that " has its two eigen-
values either in the direction of !⇑" or against !⇓" the
momentum p. This property says that the states of the
system close to the Dirac point have well defined chiral-
ity or helicity. Note that chirality is not defined in regard
to the real spin of the electron !that has not yet ap-
peared in the problem" but to a pseudospin variable as-
sociated with the two components of the wave function.
The helicity values are good quantum numbers as long
as the Hamiltonian !18" is valid. Therefore, the existence
of helicity quantum numbers holds only as an
asymptotic property, which is well defined close to the
Dirac points K and K!. Either at larger energies or due
to the presence of a finite t!, the helicity stops being a
good quantum number.

1. Chiral tunneling and Klein paradox

In this section, we address the scattering of chiral elec-
trons in two dimensions by a square barrier !Katsnelson
et al., 2006; Katsnelson, 2007b". The one-dimensional
scattering of chiral electrons was discussed earlier in the
context on nanotubes !Ando et al., 1998; McEuen et al.,
1999".

We start by noting that by a gauge transformation the
wave function !20" can be written as
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where the index i=1 !i=2" refers to the K !K!" point.
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a theory that is valid close to the Dirac point con-
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binding Hamiltonian and expanding the opera-
tors up to a linear order in !. In the derivation, one
uses the fact that #!e±iK·!=#!e±iK!·!=0. After some
straightforward algebra, we arrive at !Semenoff,
1984"

H $ − t% dxdy"̂1
†!r"&' 0 3a!1 − i(3"/4

− 3a!1 + i(3"/4 0
)!x + ' 0 3a!− i − (3"/4
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)!y*"̂1!r"
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)!y*"̂2!r"

= − ivF% dxdy+"̂1
†!r"# · ""̂1!r" + "̂2

†!r""* · ""̂2!r", , !18"

with Pauli matrices "= !#x ,#y", "*= !#x ,−#y", and "̂i
†

= !ai
† ,bi

†" !i=1,2". It is clear that the effective Hamil-
tonian !18" is made of two copies of the massless Dirac-
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− ivF" · "$!r" = E$!r" . !19"

The wave function, in momentum space, for the mo-
mentum around K has the form
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1
(2

' e−i%k/2

±ei%k/2 ) !20"
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1
(2

' ei%k/2

±e−i%k/2 ) !21"
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ĥ =
1
2

" ·
p
-p-

. !22"
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values either in the direction of !⇑" or against !⇓" the
momentum p. This property says that the states of the
system close to the Dirac point have well defined chiral-
ity or helicity. Note that chirality is not defined in regard
to the real spin of the electron !that has not yet ap-
peared in the problem" but to a pseudospin variable as-
sociated with the two components of the wave function.
The helicity values are good quantum numbers as long
as the Hamiltonian !18" is valid. Therefore, the existence
of helicity quantum numbers holds only as an
asymptotic property, which is well defined close to the
Dirac points K and K!. Either at larger energies or due
to the presence of a finite t!, the helicity stops being a
good quantum number.

1. Chiral tunneling and Klein paradox

In this section, we address the scattering of chiral elec-
trons in two dimensions by a square barrier !Katsnelson
et al., 2006; Katsnelson, 2007b". The one-dimensional
scattering of chiral electrons was discussed earlier in the
context on nanotubes !Ando et al., 1998; McEuen et al.,
1999".

We start by noting that by a gauge transformation the
wave function !20" can be written as
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Cyclotron mass

f!k" = 2 cos!#3kya" + 4 cos$#3
2

kya%cos$3
2

kxa% , !6"

where the plus sign applies to the upper !!*" and the
minus sign the lower !!" band. It is clear from Eq. !6"
that the spectrum is symmetric around zero energy if t!
=0. For finite values of t!, the electron-hole symmetry is
broken and the ! and !* bands become asymmetric. In
Fig. 3, we show the full band structure of graphene with
both t and t!. In the same figure, we also show a zoom in
of the band structure close to one of the Dirac points !at
the K or K! point in the BZ". This dispersion can be
obtained by expanding the full band structure, Eq. !6",
close to the K !or K!" vector, Eq. !3", as k=K+q, with
&q & " &K& !Wallace, 1947",

E±!q" ' ± vF&q& + O(!q/K"2) , !7"

where q is the momentum measured relatively to the
Dirac points and vF is the Fermi velocity, given by vF
=3ta /2, with a value vF*1#106 m/s. This result was
first obtained by Wallace !1947".

The most striking difference between this result and
the usual case, $!q"=q2 / !2m", where m is the electron
mass, is that the Fermi velocity in Eq. !7" does not de-
pend on the energy or momentum: in the usual case we
have v=k /m=#2E /m and hence the velocity changes
substantially with energy. The expansion of the spectrum
around the Dirac point including t! up to second order
in q /K is given by

E±!q" * 3t! ± vF&q& − $9t!a2

4
±

3ta2

8
sin!3%q"%&q&2, !8"

where

%q = arctan$qx

qy
% !9"

is the angle in momentum space. Hence, the presence of
t! shifts in energy the position of the Dirac point and
breaks electron-hole symmetry. Note that up to order
!q /K"2 the dispersion depends on the direction in mo-
mentum space and has a threefold symmetry. This is the
so-called trigonal warping of the electronic spectrum
!Ando et al., 1998, Dresselhaus and Dresselhaus, 2002".

1. Cyclotron mass

The energy dispersion !7" resembles the energy of ul-
trarelativistic particles; these particles are quantum me-
chanically described by the massless Dirac equation !see
Sec. II.B for more on this analogy". An immediate con-
sequence of this massless Dirac-like dispersion is a cy-
clotron mass that depends on the electronic density as its
square root !Novoselov, Geim, Morozov, et al., 2005;
Zhang et al., 2005". The cyclotron mass is defined, within
the semiclassical approximation !Ashcroft and Mermin,
1976", as

m* =
1

2!
+ !A!E"

!E
,

E=EF

, !10"

with A!E" the area in k space enclosed by the orbit and
given by

A!E" = !q!E"2 = !
E2

vF
2 . !11"

Using Eq. !11" in Eq. !10", one obtains

m* =
EF

vF
2 =

kF

vF
. !12"

The electronic density n is related to the Fermi momen-
tum kF as kF

2 /!=n !with contributions from the two
Dirac points K and K! and spin included", which leads to

m* =
#!

vF

#n . !13"

Fitting Eq. !13" to the experimental data !see Fig. 4"
provides an estimation for the Fermi velocity and the

FIG. 3. !Color online" Electronic dispersion in the honeycomb
lattice. Left: energy spectrum !in units of t" for finite values of
t and t!, with t=2.7 eV and t!=−0.2t. Right: zoom in of the
energy bands close to one of the Dirac points.

FIG. 4. !Color online" Cyclotron mass of charge carriers in
graphene as a function of their concentration n. Positive and
negative n correspond to electrons and holes, respectively.
Symbols are the experimental data extracted from the tem-
perature dependence of the SdH oscillations; solid curves are
the best fit by Eq. !13". m0 is the free-electron mass. Adapted
from Novoselov, Geim, Morozov, et al., 2005.
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E±!q" ' ± vF&q& + O(!q/K"2) , !7"

where q is the momentum measured relatively to the
Dirac points and vF is the Fermi velocity, given by vF
=3ta /2, with a value vF*1#106 m/s. This result was
first obtained by Wallace !1947".

The most striking difference between this result and
the usual case, $!q"=q2 / !2m", where m is the electron
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breaks electron-hole symmetry. Note that up to order
!q /K"2 the dispersion depends on the direction in mo-
mentum space and has a threefold symmetry. This is the
so-called trigonal warping of the electronic spectrum
!Ando et al., 1998, Dresselhaus and Dresselhaus, 2002".
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The energy dispersion !7" resembles the energy of ul-
trarelativistic particles; these particles are quantum me-
chanically described by the massless Dirac equation !see
Sec. II.B for more on this analogy". An immediate con-
sequence of this massless Dirac-like dispersion is a cy-
clotron mass that depends on the electronic density as its
square root !Novoselov, Geim, Morozov, et al., 2005;
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2 /!=n !with contributions from the two
Dirac points K and K! and spin included", which leads to
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• Angle resolved photoemission 
spectroscopy (ARPES)
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Figure 1 The band structure of graphene. a, The experimental energy distribution of states as a function of momentum along principal directions, together with a
single-orbital model (solid lines) given by equation (1). b, Constant-energy map of the states at binding energy corresponding to ED together with the Brillouin zone boundary
(dashed line). The orthogonal double arrows indicate the two directions over which the data in Fig. 2 were acquired.c,d, Constant-energy maps at EF (=ED +0.45) (c) and
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Figure 2 The band structure of graphene near the Fermi level. a–d, Experimental energy bands along a line through the K point parallel to the !M direction (along the
vertical double arrow in Fig. 1b) as a function of progressively increased doping by potassium adsorption. The dashed lines are an extrapolation of the lower bands (below
ED), which are observed not to pass through the upper bands (above ED), suggesting the kinked shape of the bands around ED. The electron density (per cm2) is indicated in
each panel. e–h, Band maps for similar dopings acquired in an orthogonal direction through the K point (horizontal double arrow in Fig. 1b), for which one of the bands is
suppressed. The nonlinear, or ‘kinked’, dispersion of the bands together with linewidth variations (corresponding to real and imaginary parts of the self-energy Σ ) are clearly
visible in the fitted peak positions (dotted lines). The kinks, marked by arrows, occur at a fixed energy of 200 meV and near ED, the latter varying with doping. i, The
simulated spectral function, calculated using only the bare band (yellow dotted line) and ImΣ derived from the data in panel h.

overlap. Even there, we see no indication of interactions between
the graphene and substrate band structures in Fig. 1.

Such interactions are not expected considering the proposed
van der Waals bonding between graphene and SiC (ref. 9). Recent
experiments have shown that the SiC layer immediately below the
graphene is itself a carbon-rich layer, with an in-plane, graphene-
like network of sp2-derived σ-bands, but without graphene-like π-
bands23. The absence of states at the Fermi level suggests that the
pz orbitals are saturated, presumably owing to bonding with the
substrate as well as bonding within the C-rich interface layer. This
C-rich layer is a perfect template for van der Waals bonding to
the overlying graphene because it offers no pz orbitals for bonding
to the graphene. The photon-energy dependence of the π-band
intensities, absent for m = 1 films, but clearly observed for m ≥ 2,
confirms this lack of hybridization (T.O., A.B., J.L.McC., T.S., K.H.,
E.R., manuscript in preparation).

The only effect of the interface on the measurements is through
the nearly incommensurate (6

√
3 × 6

√
3)R30◦ symmetry of the

interface C-rich layer with respect to SiC. This interface induces
diffraction of the primary bands, resulting in the observed weak
satellite bands, similar to the satellite spots seen in low-energy
electron diffraction9.

Despite the overall good agreement between equation (1) and
the data in Fig. 1, profound deviations are observed when we
examine the region around EF and ED in more detail. Figure 2a
shows a magnified view of the bands measured along a line
(the vertical double arrow in Fig. 1b) through the K point. The
predicted, or ‘bare’ bands in this direction are nearly perfectly
linear and mirror symmetric with respect to the K point according
to equation (1), similar to the H point of bulk graphite21,22. The
actual bands deviate from this prediction in two significant ways.
First, at a binding energy h̄ωph ∼ 200 meV below EF, we observe
a sharpening of the bands accompanied by a slight kink in the
bands’ dispersions. We attribute this feature to renormalization
of the electron bands near EF by coupling to phonons24, as
discussed later.

nature physics VOL 3 JANUARY 2007 www.nature.com/naturephysics 37

Untitled-1   2 15/12/06, 12:44:02 pm

chemical synthesis has so far yielded only tiny platelets some
10 benzene rings across, containing up to 222 carbon atoms.
Conventional crystal growth techniques are also of little help,
since thermal fluctuations at growth temperatures tend to
twist otherwise flat nanometer-scale graphene crystallites into
the third dimension. The nascent 2D crystallites try to mini-
mize their surface energy and inevitably morph into one of
the rich variety of stable 3D structures that occur in soot.

But there is a way around the problem. Interactions with
3D structures stabilize 2D crystals during growth. So one can
make 2D crystals sandwiched between or placed on top of
the atomic planes of a bulk crystal. In that respect, graphene
already exists within graphite, which can be viewed as a stack
of graphene layers stuck together by van der Waals–like at-
traction. One can then hope to fool Nature and extract single-
atom-thick crystallites at a low enough temperature that they
remain in the quenched state prescribed by the original
higher-temperature 3D growth. Unfortunately, no one has in-
vented tweezers small enough to pull individual atomic
planes from bulk crystals.

It turns out that graphene sheets, like fullerenes and car-
bon nanotubes, have always been around. Right before our
eyes, in fact. In the simple trace of a pencil is debris com-
posed mostly of readily visible, thick graphite flakes rubbed
from the bulk crystal. But thinner, very nearly transparent
crystallites—some a single layer thick—are also present. The
hard part is not making graphene but finding it in the
haystack of thicker flakes.

Typically, a few micron-sized graphene crystallites exist
in a graphite debris field covering an area of 1 cm2. Scanning
electron microscopy is of little help in the search because it
cannot distinguish monolayers from nanometer-thick flakes.
Atomic-force and scanning-tunneling microscopes provide
the required atomic resolution but can usually detect the step
between a substrate and a monolayer only when the substrate
is atomically smooth. Even more forbidding is the need to
scan the entire area of a pencil trace with atomic resolution. 

The serendipitous choice in the Manchester lab for find-
ing graphene was to use not paper, or any other writing sur-
face, but an oxidized Si wafer—the same material widely
used by the semiconductor industry. The oxide surface re-
flects a rainbow of colors, and the interference pattern pro-
duced by layers of graphene on the oxide provides a faint but
visible contrast, much like the fringes in an oily puddle (see
figure 1). Fortunately, the human eye and brain are a team
powerful enough to distinguish even that weak contrast in
rapid optical microscope inspections of graphite debris. With
a little experience, finding those few graphene crystallites
takes only a couple of hours. 

No one really uses pencils to make graphene. Instead, to
make graphene crystals suitable for experiments, bulk
graphite is gently pushed along a Si wafer, a “drawing” tech-
nique that several laboratories have now refined to the level
of art. Graphene crystallites as large as 100 µm across can be
formed this way and also obtained commercially (see http://
www.grapheneindustries.com).
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The honeycomb lattice of graphene, pictured below, consists of
two interpenetrating triangular sublattices: The sites of one
sublattice (green) are at the centers of triangles defined by the
other (orange). The lattice thus has two carbon atoms, desig-
nated A and B, per unit cell, and is invariant under 120° rota-
tions around any lattice site. Each atom has one s and three p
orbitals. The s orbital and two in-plane p orbitals are tied up
in graphene’s strong covalent bonding and do not contribute
to its conductivity. The remaining p orbital, oriented perpen-
dicular to the molecular plane, is odd under inversion in the
plane and hybridizes to form π (valence) and π* (conduction)
bands, as shown at right. 

In the Bloch band description of graphene’s electronic struc-
ture, orbital energies depend on the momentum of charge car-
riers in the crystal Brillouin zone (inset, right). The π and π*

bands (blue in the electronic structure plot) are decoupled from
the σ and σ* bands (red) because of inversion symmetry and
are closer to the Fermi energy because they participate less in
bonding. The Fermi energy separates occupied and empty
states. In a neutral graphene sheet, this is the energy where
valence and conduction bands meet (zero energy above, often
referred to as the neutrality point). The bands form conical val-
leys that touch at two of the high-symmetry points, convention-
ally labeled K and K’, in the Brillouin zone. Near these points
the energy varies linearly with the magnitude of momentum
measured from the Brillouin-zone corners. The four other
Brillouin-zone corners are related to K and K’ by reciprocal
lattice vectors and do not represent distinct electronic states.
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Graphene D.O.S.

• DOS is zero at the Dirac point 
and grows linearly 

• Van-Hove singularities in the 
deep UV 

• Linear dispersion works up to 
around 400 nm wavelength 

• Matrix element (dipole 
moment) is the exact inverse 
of the DOS

hopping parameter as vF!106 ms−1 and t!3 eV, respec-
tively. Experimental observation of the "n dependence
on the cyclotron mass provides evidence for the exis-
tence of massless Dirac quasiparticles in graphene #No-
voselov, Geim, Morozov, et al., 2005; Zhang et al., 2005;
Deacon et al., 2007; Jiang, Henriksen, Tung, et al.,
2007$—the usual parabolic #Schrödinger$ dispersion im-
plies a constant cyclotron mass.

2. Density of states

The density of states per unit cell, derived from Eq.
#5$, is given in Fig. 5 for both t!=0 and t!!0, showing in
both cases semimetallic behavior #Wallace, 1947; Bena
and Kivelson, 2005$. For t!=0, it is possible to derive an
analytical expression for the density of states per unit
cell, which has the form #Hobson and Nierenberg, 1953$

!#E$ =
4

"2

%E%
t2

1
"Z0

F&"

2
,"Z1

Z0
' ,

Z0 = (&1 + )E
t
)'2

−
*#E/t$2 − 1+2

4
, − t # E # t

4)E
t
) , − 3t # E # − t ∨ t # E # 3t ,,

Z1 = (4)E
t
) , − t # E # t

&1 + )E
t
)'2

−
*#E/t$2 − 1+2

4
, − 3t # E # − t ∨ t # E # 3t ,, #14$

where F#" /2 ,x$ is the complete elliptic integral of the
first kind. Close to the Dirac point, the dispersion is ap-
proximated by Eq. #7$ and the density of states per unit
cell is given by #with a degeneracy of 4 included$

!#E$ =
2Ac

"

%E%
vF

2 , #15$

where Ac is the unit cell area given by Ac=3"3a2 /2. It is
worth noting that the density of states for graphene is
different from the density of states of carbon nanotubes
#Saito et al., 1992a, 1992b$. The latter shows 1/"E singu-
larities due to the 1D nature of their electronic spec-
trum, which occurs due to the quantization of the mo-
mentum in the direction perpendicular to the tube axis.
From this perspective, graphene nanoribbons, which
also have momentum quantization perpendicular to the
ribbon length, have properties similar to carbon nano-
tubes.

B. Dirac fermions

We consider the Hamiltonian #5$ with t!=0 and the
Fourier transform of the electron operators,

an =
1

"Nc
-
k

e−ik·Rna#k$ , #16$

where Nc is the number of unit cells. Using this transfor-
mation, we write the field an as a sum of two terms,
coming from expanding the Fourier sum around K! and
K. This produces an approximation for the representa-
tion of the field an as a sum of two new fields, written as

an . e−iK·Rna1,n + e−iK!·Rna2,n,

bn . e−iK·Rnb1,n + e−iK!·Rnb2,n, #17$
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Several types of fermions in CMP

now seem obvious, but it was realized only last
year (9, 10).

With progress continuing apace, the produc-
tion of graphene wafers looks like a done deal.
Imagine the following technology: Let us start
with a tungsten (011) wafer of many inches in
diameter and epitaxially grow a thin Ni (111) film
on top (11). This is to be followed by chemical
vapor deposition of a carbon monolayer (the
growth of graphene on Ni can be self-terminating
with little lattice mismatch) (7, 11). In this manner,
wafer-scale single crystals of graphene (chemically
bound to Ni) have been grown (11). A polymer or
another film can then be deposited on top, and Ni
is etched away as a sacrificial layer, leaving a
graphene monolayer on an insulating substrate
and the expensive W wafer ready for another
round. The full cycle has not yet been demon-
strated and will probably differ from the gedanken
one outlined above (e.g., Cu can be used instead
of Ni). Nonetheless, wafers of continuous few-
layer graphene have already been grown on poly-
crystalline Ni films and transferred onto plastic
and Si wafers (9, 10) (Fig. 1C). These films ex-
hibit carrier mobility m of up to 4000 cm2 V−1 s−1

(10)—close to that of cleaved graphene—even
before the substrate material, growth, and transfer
procedures have been optimized.

Where does this leave graphitic layers grown
on SiC (4, 12) (Fig. 1D)? These have been con-
sidered as a champion route to graphene wafers
for electronics applications, mostly because SiC
automatically provides an insulating substrate.
First of all, one must distinguish between two
principally different types of “graphene on SiC.”
One consists of single and double layers grown
on the Si-terminated face, and the other is “mul-
tilayer epitaxial graphene” that rapidly grows on
the carbon face (4, 12). In the former case, car-
bon layers are bound to the substrate sufficiently
weakly to retain graphene’s linear spectrum away
(>0.2 eV) from the charge neutrality point (NP)
(13). However, interaction with the substrate in-
duces strong doping (~1013 cm−2) and spectral
disorder at low energies [(13); see (14) for a pos-
sible model for the complex graphene-SiC inter-
face]. The crystal quality and coverage homogeneity
for the Si-face films have recently improved (12),
and m values start approaching those for graphene
transferred from Ni. As for the carbon face, its
epitaxial multilayers should probably be referred
to as turbostratic graphene because they are rota-
tionally disordered (no Bernal stacking) and sep-
arated by a distance slightly larger than that in
graphite (4, 15). Turbostratic graphene exhibits the
Dirac-like spectrum of free-standing graphene, lit-
tle doping, and exceptionally high electronic quality
(m ≈ 250,000 cm2 V–1 s–1 at room temperature)
(15). These features can be attributed to weak elec-
tronic coupling between inner layers; their protec-
tion from the environment by a few outer layers;
and the absence of microscopic corrugations (2, 8).
Because an external electric field is screened within
just a couple of near-surface layers, turbostratic
graphene probably offers limited potential for elec-

tronics but is interesting from other perspectives,
especially for fundamental studies close to NP.

Whichever way one now looks at the pros-
pects for graphene production in bulk and wafer-
scale quantities, those challenges that looked so
daunting just 2 years ago have suddenly shrunk,
if not evaporated, thanks to the recent advances
in growth, transfer, and cleavage techniques.

Quantum Update
The most explored aspect of graphene physics
is its electronic properties. Despite being recently
reviewed (2–4), this subarea is so important that
it necessitates a short update. From the most gen-
eral perspective, several features make graphene’s
electronic properties unique and different from
those of any other known condensed matter sys-
tem. The first and most discussed is, of course,
graphene’s electronic spectrum. Electrons propa-
gating through the honeycomb lattice completely
lose their effective mass, which results in quasi-
particles that are described by a Dirac-like equa-
tion rather than the Schrödinger equation (2–4).
The latter—so successful for the understanding of
quantum properties of other materials—does not
work for graphene’s charge carriers with zero rest
mass. Figure 2 provides a visual summary of how
much our quantum playgrounds have expanded
since the experimental discovery of graphene.
Second, electron waves in graphene propagate
within a layer that is only one atom thick, which
makes them accessible and amenable to various
scanning probes, as well as sensitive to the proxim-
ity of other materials such as high-k dielectrics,

superconductors, ferromagnetics, etc. This feature
offersmany enticing possibilities in comparisonwith
the conventional 2D electronic systems (2DES).
Third, graphene exhibits an astonishing electronic
quality. Its electrons can cover submicrometer dis-
tances without scattering, even in samples placed
on an atomically rough substrate, covered with ad-
sorbates and at room temperature. Fourth, as a
result of the massless carriers and little scattering,
quantum effects in graphene are robust and can
survive even at room temperature.

The initial studies of graphene’s electronic
properties were focused on the analysis of what
new physics could be gained by using the Dirac
equation within the standard condensed matter
formalism (2–4). This “recycling” of quantum elec-
trodynamics for the case of graphene has quickly
led to the understanding of the half-integer quantum
Hall effect and the predictions of such phenomena
as Klein tunneling, zitterbewegung, the Schwinger
production (16), supercritical atomic collapse (3, 17),
and Casimir-like interactions between adsorbates
on graphene (18). As for experiment, only theKlein
tunneling has been verified in sufficient detail
(19, 20). Furthermore, transport properties of real
graphene devices have turned out to be much more
complicated than theoretical quantum electrody-
namics, and some basic questions about graphene’s
electronic properties still remain to be answered.
For example, there is no consensus about the
scatteringmechanism that currently limits m, little
understanding of transport properties near NP
[especially on zero Landau level (21)], and no
evidence for many predicted interaction effects.

H = p 2 / 2m*ˆˆ H = c σ • p̂ˆ H = vF σ • p̂ˆ H = σ • p̂2 / 2m*ˆ

“Schrödinger
fermions”

ultra-relativistic 
Dirac particles

massive
chiral fermions

massless
Dirac fermions

E

ky

kx

A B C D

Fig. 2. Quasi-particle zoo. (A) Charge carriers in condensed matter physics are normally described by
the Schrödinger equation with an effective mass m* different from the free electron mass ( p̂ is the
momentum operator). (B) Relativistic particles in the limit of zero rest mass follow the Dirac equa-
tion, where c is the speed of light and →s is the Pauli matrix. (C) Charge carriers in graphene are
called massless Dirac fermions and are described by a 2D analog of the Dirac equation, with the
Fermi velocity vF ≈ 1 × 106 m/s playing the role of the speed of light and a 2D pseudospin matrix →s
describing two sublattices of the honeycomb lattice (3). Similar to the real spin that can change its
direction between, say, left and right, the pseudospin is an index that indicates on which of the two
sublattices a quasi-particle is located. The pseudospin can be indicated by color (e.g., red and green).
(D) Bilayer graphene provides us with yet another type of quasi-particles that have no analogies.
They are massive Dirac fermions described by a rather bizarre Hamiltonian that combines features of
both Dirac and Schrödinger equations. The pseudospin changes its color index four times as it moves
among four carbon sublattices (2–4).
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Incredible property: universal absorption

• Linear property (low fields) 

• 2.3 % of light is absorbed by 
only 1 layer 

• layers can be seen by naked 
eye 

• The absorption of a single 
layer is largely frequency-
independent, and proportional 
to the fine structure constant
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There are few phenomena in condensed
matter physics that are defined only by
the fundamental constants and do not

depend on material parameters. Examples are
the resistivity quantum, h/e2, that
appears in a variety of transport ex-
periments, including the quantum
Hall effect and universal conduct-
ance fluctuations, and the mag-
netic flux quantum, h/2e, playing
an important role in the physics of
superconductivity (h is Planck’s
constant and e the electron charge).
By and large, it requires sophis-
ticated facilities and special mea-
surement conditions to observe any
of these phenomena. In contrast, we
show that the opacity of suspended
graphene (1) is defined solely by the
fine structure constant, a = e2/ℏc ≈
1/137 (where c is the speed of light),
the parameter that describes coupl-
ing between light and relativistic
electrons and that is traditionally as-
sociated with quantum electrody-
namics rather than materials science.
Despite being only one atom thick,
graphene is found to absorb a sig-
nificant (pa = 2.3%) fraction of
incident white light, a consequence
of graphene’s unique electronic
structure.

It was recently argued (2, 3) that the high-
frequency (dynamic) conductivity G for Dirac
fermions (1) in graphene should be a universal
constant equal to e2/4ℏ and different from its
universal dc conductivity, 4e2/ph [however, the
experiments do not comply with the prediction
for dc conductivity (1)]. The universal G implies
(4) that observable quantities such as graphene’s
optical transmittance T and reflectance R are also
universal and given by T ≡ (1 + 2pG/c)–2 = (1 +
½pa)–2 and R ≡ ¼p2a2T for the normal light in-
cidence. In particular, this yields graphene’s opac-
ity (1 – T) ≈ pa [this expression can also be
derived by calculating the absorption of light by
two-dimensional Dirac fermions with Fermi's
golden rule (5)]. The origin of the optical prop-
erties being defined by the fundamental con-
stants lies in the two-dimensional nature and
gapless electronic spectrum of graphene and does
not directly involve the chirality of its charge
carriers (5).

We have studied specially prepared graphene
crystals (5) such that they covered submillimeter
apertures in a metal scaffold (Fig. 1A inset). Such
large one-atom-thick membranes suitable for

optical studies were previously inaccessible (6).
Figure 1A shows an image of one of our samples
in transmitted white light. In this case, we have
chosen to show an aperture that is only partially
covered by suspended graphene so that opacities
of different areas can be compared. The line scan
across the image qualitatively illustrates changes
in the observed light intensity. Further measure-
ments (5) yield graphene’s opacity of 2.3 ± 0.1%
and negligible reflectance (<0.1%), whereas op-
tical spectroscopy shows that the opacity is prac-
tically independent of wavelength, l (Fig. 1B) (5).
The opacity is found to increase with membranes’
thickness so that each graphene layer adds another
2.3% (Fig. 1B inset). Ourmeasurements also yield
a universal dynamic conductivityG = (1.01 ± 0.04)
e2/4ℏ over the visible frequencies range (5), that is,
the behavior expected for ideal Dirac fermions.

The agreement between the experiment and
theory is striking because it was believed that the
universality could hold only for low energies

(E < 1 eV), beyond which the electronic spec-
trum of graphene becomes strongly warped and
nonlinear and the approximation of Dirac fer-
mions breaks down. However, our calculations
(5) show that finite-E corrections are surprisingly
small (a few%) even for visible light. Because of
these corrections, a metrological accuracy for a
would be difficult to achieve, but it is remarkable
that the fine structure constant can so directly be
assessed practically by the naked eye.
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BREVIA

Fig. 1. Looking through one-atom-thick crystals. (A) Photograph of a 50-mm aperture partially covered by graphene and its
bilayer. The line scan profile shows the intensity of transmitted white light along the yellow line. (Inset) Our sample design: A
20-mm-thick metal support structure has several apertures of 20, 30, and 50 mm in diameter with graphene crystallites placed
over them. (B) Transmittance spectrum of single-layer graphene (open circles). Slightly lower transmittance for l < 500 nm is
probably due to hydrocarbon contamination (5). The red line is the transmittance T= (1+0.5pa)–2 expected for two-dimensional
Dirac fermions,whereas thegreencurve takes intoaccountanonlinearityandtriangularwarpingofgraphene’selectronicspectrum.
Thegray area indicates the standarderror for ourmeasurements (5). (Inset) Transmittanceofwhite light as a functionof the
number of graphene layers (squares). The dashed lines correspond to an intensity reduction by pa with each added layer.
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There are few phenomena in condensed
matter physics that are defined only by
the fundamental constants and do not

depend on material parameters. Examples are
the resistivity quantum, h/e2, that
appears in a variety of transport ex-
periments, including the quantum
Hall effect and universal conduct-
ance fluctuations, and the mag-
netic flux quantum, h/2e, playing
an important role in the physics of
superconductivity (h is Planck’s
constant and e the electron charge).
By and large, it requires sophis-
ticated facilities and special mea-
surement conditions to observe any
of these phenomena. In contrast, we
show that the opacity of suspended
graphene (1) is defined solely by the
fine structure constant, a = e2/ℏc ≈
1/137 (where c is the speed of light),
the parameter that describes coupl-
ing between light and relativistic
electrons and that is traditionally as-
sociated with quantum electrody-
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Despite being only one atom thick,
graphene is found to absorb a sig-
nificant (pa = 2.3%) fraction of
incident white light, a consequence
of graphene’s unique electronic
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frequency (dynamic) conductivity G for Dirac
fermions (1) in graphene should be a universal
constant equal to e2/4ℏ and different from its
universal dc conductivity, 4e2/ph [however, the
experiments do not comply with the prediction
for dc conductivity (1)]. The universal G implies
(4) that observable quantities such as graphene’s
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two-dimensional Dirac fermions with Fermi's
golden rule (5)]. The origin of the optical prop-
erties being defined by the fundamental con-
stants lies in the two-dimensional nature and
gapless electronic spectrum of graphene and does
not directly involve the chirality of its charge
carriers (5).

We have studied specially prepared graphene
crystals (5) such that they covered submillimeter
apertures in a metal scaffold (Fig. 1A inset). Such
large one-atom-thick membranes suitable for

optical studies were previously inaccessible (6).
Figure 1A shows an image of one of our samples
in transmitted white light. In this case, we have
chosen to show an aperture that is only partially
covered by suspended graphene so that opacities
of different areas can be compared. The line scan
across the image qualitatively illustrates changes
in the observed light intensity. Further measure-
ments (5) yield graphene’s opacity of 2.3 ± 0.1%
and negligible reflectance (<0.1%), whereas op-
tical spectroscopy shows that the opacity is prac-
tically independent of wavelength, l (Fig. 1B) (5).
The opacity is found to increase with membranes’
thickness so that each graphene layer adds another
2.3% (Fig. 1B inset). Ourmeasurements also yield
a universal dynamic conductivityG = (1.01 ± 0.04)
e2/4ℏ over the visible frequencies range (5), that is,
the behavior expected for ideal Dirac fermions.

The agreement between the experiment and
theory is striking because it was believed that the
universality could hold only for low energies

(E < 1 eV), beyond which the electronic spec-
trum of graphene becomes strongly warped and
nonlinear and the approximation of Dirac fer-
mions breaks down. However, our calculations
(5) show that finite-E corrections are surprisingly
small (a few%) even for visible light. Because of
these corrections, a metrological accuracy for a
would be difficult to achieve, but it is remarkable
that the fine structure constant can so directly be
assessed practically by the naked eye.
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Fig. 1. Looking through one-atom-thick crystals. (A) Photograph of a 50-mm aperture partially covered by graphene and its
bilayer. The line scan profile shows the intensity of transmitted white light along the yellow line. (Inset) Our sample design: A
20-mm-thick metal support structure has several apertures of 20, 30, and 50 mm in diameter with graphene crystallites placed
over them. (B) Transmittance spectrum of single-layer graphene (open circles). Slightly lower transmittance for l < 500 nm is
probably due to hydrocarbon contamination (5). The red line is the transmittance T= (1+0.5pa)–2 expected for two-dimensional
Dirac fermions,whereas thegreencurve takes intoaccountanonlinearityandtriangularwarpingofgraphene’selectronicspectrum.
Thegray area indicates the standarderror for ourmeasurements (5). (Inset) Transmittanceofwhite light as a functionof the
number of graphene layers (squares). The dashed lines correspond to an intensity reduction by pa with each added layer.
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Hall effect and universal conduct-
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superconductivity (h is Planck’s
constant and e the electron charge).
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nificant (pa = 2.3%) fraction of
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fermions (1) in graphene should be a universal
constant equal to e2/4ℏ and different from its
universal dc conductivity, 4e2/ph [however, the
experiments do not comply with the prediction
for dc conductivity (1)]. The universal G implies
(4) that observable quantities such as graphene’s
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ity (1 – T) ≈ pa [this expression can also be
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erties being defined by the fundamental con-
stants lies in the two-dimensional nature and
gapless electronic spectrum of graphene and does
not directly involve the chirality of its charge
carriers (5).

We have studied specially prepared graphene
crystals (5) such that they covered submillimeter
apertures in a metal scaffold (Fig. 1A inset). Such
large one-atom-thick membranes suitable for

optical studies were previously inaccessible (6).
Figure 1A shows an image of one of our samples
in transmitted white light. In this case, we have
chosen to show an aperture that is only partially
covered by suspended graphene so that opacities
of different areas can be compared. The line scan
across the image qualitatively illustrates changes
in the observed light intensity. Further measure-
ments (5) yield graphene’s opacity of 2.3 ± 0.1%
and negligible reflectance (<0.1%), whereas op-
tical spectroscopy shows that the opacity is prac-
tically independent of wavelength, l (Fig. 1B) (5).
The opacity is found to increase with membranes’
thickness so that each graphene layer adds another
2.3% (Fig. 1B inset). Ourmeasurements also yield
a universal dynamic conductivityG = (1.01 ± 0.04)
e2/4ℏ over the visible frequencies range (5), that is,
the behavior expected for ideal Dirac fermions.

The agreement between the experiment and
theory is striking because it was believed that the
universality could hold only for low energies

(E < 1 eV), beyond which the electronic spec-
trum of graphene becomes strongly warped and
nonlinear and the approximation of Dirac fer-
mions breaks down. However, our calculations
(5) show that finite-E corrections are surprisingly
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Fig. 1. Looking through one-atom-thick crystals. (A) Photograph of a 50-mm aperture partially covered by graphene and its
bilayer. The line scan profile shows the intensity of transmitted white light along the yellow line. (Inset) Our sample design: A
20-mm-thick metal support structure has several apertures of 20, 30, and 50 mm in diameter with graphene crystallites placed
over them. (B) Transmittance spectrum of single-layer graphene (open circles). Slightly lower transmittance for l < 500 nm is
probably due to hydrocarbon contamination (5). The red line is the transmittance T= (1+0.5pa)–2 expected for two-dimensional
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Monolayer and Bilayer graphene

• Universal Quantum conductivity 

• Law of universal absorption 
(linear)
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Figure S3. Transmittance spectra of single and bilayer regions of the sample shown in Fig. S1. The 
transmittance was measured by analyzing images taken in an optical microscope when the membrane 
was back-illuminated through narrow-band filters.   
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Figure S4. Dynamic conductivity as a function of photon energy E for graphene, taking into account its 
triangular warping and nonlinearity at finite energies H. The curves are given for 3 values of t which cover 
the possible range expected for this hopping parameter. The corresponding curves for light transmittance are 
also shown. The red dashed line indicates the value for the idealized case of 2D Dirac fermions. 
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Figure S5. Excitation processes responsible for absorption of 
light in graphene. Electrons from the valence band (blue) are 
excited into empty states in the conduction band (red) with 
conserving their momentum and gaining the energy E= =Z.
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Doping graphene

• Graphene can be p-doped or 
n-doped 

• The doping shifts the Fermi 
level (chemical potential)



Magnetic fields
• Magnetic fields introduce a 

magnetic length scale and a 
cyclotron frequency scale 

• Dirac equation with minimal 
substitution

If we apply the same procedure to the Dirac equation
around the Dirac point K!, we obtain a different eigen-
value equation given by

e−2zL =
kx + z
kx − z

. !78"

This equation supports real solutions for z if kx is nega-
tive. Therefore, we have edge states for negative values
kx, with momentum around K!. As in the case of K, the
system also supports confined modes, given by

kx = −
kn

tan!knL"
. !79"

One should note that the eigenvalue equations for K!
are obtained from those for K by inversion, kx→−kx.

We finally note that the edge states for zigzag nano-
ribbons are dispersionless !localized in real space" when
t!=0. When electron-hole symmetry is broken !t!!0",
these states become dispersive with a Fermi velocity ve
# t!a !Castro Neto et al., 2006b".

2. Armchair nanoribbons

We now consider an armchair nanoribbon with arm-
chair edges along the y direction. The boundary condi-
tions at the edges of the ribbon !located at x=0 and x
=L, where L is the width of the ribbon",

!A!x = 0" = !B!x = 0" = !A!x = L" = !B!x = L" = 0.

!80"

Translational symmetry guarantees that the spinor wave
function of Hamiltonian !61" can be written as

"!r" = eikyy$#A!x"
#B!x" % , !81"

and a similar equation for the spinor of the Hamiltonian
!62". The boundary conditions have the form

0 = eikyy#A!0" + eikyy#A! !0" , !82"

0 = eikyy#B!0" + eikyy#B! !0" , !83"

0 = eiKLeikyy#A!L" + e−iKLeikyy#A! !L" , !84"

0 = eiKLeikyy#B!L" + e−iKLeikyy#B! !L" , !85"

and are satisfied for any y if

#$!0" + #$! !0" = 0 !86"

and

eiKL#$!L" + e−iKL#$! !L" = 0, !87"

with $=A ,B. It is clear that these boundary conditions
mix states from the two Dirac points. Now we must find
the form of the envelope functions obeying the bound-
ary conditions !86" and !87". As before, the functions #B
and #B! obey the second-order differential equation !72"
!with y replaced by x", and the functions #A and #A! are

determined from Eq. !73". The solutions of Eq. !72" have
the form

#B = Aeiknx + Be−iknx, !88"

#B! = Ceiknx + De−iknx. !89"

Applying the boundary conditions !86" and !87", one ob-
tains

0 = A + B + C + D , !90"

0 = Aei!kn+K"L + De−i!kn+K"L + Be−i!kn−K"L + Cei!kn−K"L.

!91"

The boundary conditions are satisfied with the choice

A = − D, B = C = 0, !92"

which leads to sin&!kn+K"L'=0. Therefore, the allowed
values of kn are given by

kn =
n%

L
−

4%

3a0
, !93"

and the eigenenergies are given by

&̃2 = ky
2 + kn

2 . !94"

No surface states exist in this case.

I. Dirac fermions in a magnetic field

We now consider the problem of a uniform magnetic
field B applied perpendicular to the graphene plane.2

We use the Landau gauge: A=B!−y ,0". Note that the
magnetic field introduces a new length scale in the prob-
lem,

!B =( c
eB

, !95"

which is the magnetic length. The only other scale in the
problem is the Fermi-Dirac velocity. Dimensional analy-
sis shows that the only quantity with dimensions of en-
ergy we can make is vF /!B. In fact, this determines the
cyclotron frequency of the Dirac fermions,

'c = (2
vF

!B
!96"

!the (2 factor comes from the quantization of the prob-
lem, see below". Equations !95" and !96" show that the
cyclotron energy scales like (B, in contrast with the non-
relativistic problem where the cyclotron energy is linear
in B. This implies that the energy scale associated with
the Dirac fermions is rather different from the one
found in the ordinary 2D electron gas. For instance, for
fields of the order of B#10 T, the cyclotron energy in
the 2D electron gas is of the order of 10 K. In contrast,

2The problem of transverse magnetic and electric fields can
also be solved exactly. See Lukose et al. !2007" and Peres and
Castro !2007".
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If we apply the same procedure to the Dirac equation
around the Dirac point K!, we obtain a different eigen-
value equation given by

e−2zL =
kx + z
kx − z

. !78"

This equation supports real solutions for z if kx is nega-
tive. Therefore, we have edge states for negative values
kx, with momentum around K!. As in the case of K, the
system also supports confined modes, given by

kx = −
kn

tan!knL"
. !79"

One should note that the eigenvalue equations for K!
are obtained from those for K by inversion, kx→−kx.

We finally note that the edge states for zigzag nano-
ribbons are dispersionless !localized in real space" when
t!=0. When electron-hole symmetry is broken !t!!0",
these states become dispersive with a Fermi velocity ve
# t!a !Castro Neto et al., 2006b".
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function of Hamiltonian !61" can be written as

"!r" = eikyy$#A!x"
#B!x" % , !81"

and a similar equation for the spinor of the Hamiltonian
!62". The boundary conditions have the form

0 = eikyy#A!0" + eikyy#A! !0" , !82"

0 = eikyy#B!0" + eikyy#B! !0" , !83"

0 = eiKLeikyy#A!L" + e−iKLeikyy#A! !L" , !84"
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and are satisfied for any y if

#$!0" + #$! !0" = 0 !86"

and

eiKL#$!L" + e−iKL#$! !L" = 0, !87"

with $=A ,B. It is clear that these boundary conditions
mix states from the two Dirac points. Now we must find
the form of the envelope functions obeying the bound-
ary conditions !86" and !87". As before, the functions #B
and #B! obey the second-order differential equation !72"
!with y replaced by x", and the functions #A and #A! are

determined from Eq. !73". The solutions of Eq. !72" have
the form

#B = Aeiknx + Be−iknx, !88"

#B! = Ceiknx + De−iknx. !89"

Applying the boundary conditions !86" and !87", one ob-
tains

0 = A + B + C + D , !90"

0 = Aei!kn+K"L + De−i!kn+K"L + Be−i!kn−K"L + Cei!kn−K"L.

!91"

The boundary conditions are satisfied with the choice

A = − D, B = C = 0, !92"

which leads to sin&!kn+K"L'=0. Therefore, the allowed
values of kn are given by

kn =
n%

L
−

4%

3a0
, !93"

and the eigenenergies are given by

&̃2 = ky
2 + kn

2 . !94"

No surface states exist in this case.

I. Dirac fermions in a magnetic field

We now consider the problem of a uniform magnetic
field B applied perpendicular to the graphene plane.2

We use the Landau gauge: A=B!−y ,0". Note that the
magnetic field introduces a new length scale in the prob-
lem,

!B =( c
eB

, !95"

which is the magnetic length. The only other scale in the
problem is the Fermi-Dirac velocity. Dimensional analy-
sis shows that the only quantity with dimensions of en-
ergy we can make is vF /!B. In fact, this determines the
cyclotron frequency of the Dirac fermions,

'c = (2
vF

!B
!96"

!the (2 factor comes from the quantization of the prob-
lem, see below". Equations !95" and !96" show that the
cyclotron energy scales like (B, in contrast with the non-
relativistic problem where the cyclotron energy is linear
in B. This implies that the energy scale associated with
the Dirac fermions is rather different from the one
found in the ordinary 2D electron gas. For instance, for
fields of the order of B#10 T, the cyclotron energy in
the 2D electron gas is of the order of 10 K. In contrast,

2The problem of transverse magnetic and electric fields can
also be solved exactly. See Lukose et al. !2007" and Peres and
Castro !2007".
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for the Dirac fermion problem and the same fields, the
cyclotron energy is of the order of 1000 K, that is, two
orders of magnitude larger. This has strong implications
for the observation of the quantum Hall effect at room
temperature !Novoselov et al., 2007". Furthermore, for
B=10 T the Zeeman energy is relatively small, g!BB
#5 K, and can be disregarded.

We now consider the Dirac equation in more detail.
Using the minimal coupling in Eq. !19" !i.e., replacing
−i! by −i! +eA /c", we find

vF$"! · !− i ! + eA/c"%#!r" = E#!r" , !97"

in the Landau gauge the generic solution for the wave
function has the form #!x ,y"=eikx$!y", and the Dirac
equation reads

vF& 0 "y − k + Bey/c
− "y − k + Bey/c 0 '$!y" = E$!y" ,

!98"

which can be rewritten as

%c& 0 O

O† 0 '$!&" = E$!&" , !99"

or equivalently

!O"+ + O†"−"$ = !2E/%c"$ , !100"

where "±="x± i"y, and we have defined the dimension-
less length scale

& =
y

!B
− !Bk !101"

and 1D harmonic-oscillator operators

O =
1
(2

!"& + &" ,

O† =
1
(2

!− "& + &" , !102"

which obey canonical commutation relations $O ,O†%=1.
The number operator is simply N=O†O.

First, we note that Eq. !100" allows for a solution with
zero energy,

!O"+ + O†"−"$0 = 0, !103"

and since the Hilbert space generated by "! is of dimen-
sion 2, and the spectrum generated by O† is bounded
from below, we just need to ensure that

O$0 = 0,

"−$0 = 0, !104"

in order for Eq. !103" to be fulfilled. The obvious zero-
mode solution is

$0!&" = #0!&" ! ) ⇓ * , !105"

where )⇓* indicates the state localized on sublattice A,
and )⇑* indicates the state localized on sublattice B. Fur-
thermore,

O#0!&" = 0 !106"

is the ground states of the 1D harmonic oscillator. All
the solutions can now be constructed from the zero
mode,

$N,±!&" = #N−1!&" ! ) ⇑ * ± #N!&" ! ) ⇓ * = +#N−1!&"
±#N!&" , ,

!107"

and their energy is given by !McClure, 1956"

E±!N" = ± %c
(N , !108"

where N=0,1 ,2 , . . . is a positive integer and #N!&" is the
solution of the 1D harmonic oscillator $explicitly, #N!&"
=2−N/2!N!"−1/2 exp-−&2 /2.HN!&", where HN!&" is a Her-
mite polynomial%. The Landau levels at the opposite
Dirac point K! have exactly the same spectrum and
hence each Landau level is doubly degenerate. Of par-
ticular importance for the Dirac problem discussed here
is the existence of a zero-energy state N=0, which is
responsible for the anomalies observed in the quantum
Hall effect. This particular Landau level structure has
been observed by many different experimental probes,
from Shubnikov–de Haas oscillations in single layer
graphene !see Fig. 18" !Novoselov, Geim, Morozov, et
al., 2005; Zhang et al., 2005", to infrared spectroscopy

FIG. 18. !Color online" SdH oscillations observed in longitu-
dinal resistivity 'xx of graphene as a function of the charge
carrier concentration n. Each peak corresponds to the popula-
tion of one Landau level. Note that the sequence is not inter-
rupted when passing through the Dirac point, between elec-
trons and holes. The period of oscillations is (n=4B /)0,
where B is the applied field and )0 is the flux quantum !No-
voselov, Geim, Morozov, et al., 2005".
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Magnetic fields
• Magnetic fields introduce a 

magnetic length scale and a 
cyclotron frequency scale 

• Dirac equation with minimal 
substitution

If we apply the same procedure to the Dirac equation
around the Dirac point K!, we obtain a different eigen-
value equation given by

e−2zL =
kx + z
kx − z

. !78"

This equation supports real solutions for z if kx is nega-
tive. Therefore, we have edge states for negative values
kx, with momentum around K!. As in the case of K, the
system also supports confined modes, given by

kx = −
kn

tan!knL"
. !79"

One should note that the eigenvalue equations for K!
are obtained from those for K by inversion, kx→−kx.

We finally note that the edge states for zigzag nano-
ribbons are dispersionless !localized in real space" when
t!=0. When electron-hole symmetry is broken !t!!0",
these states become dispersive with a Fermi velocity ve
# t!a !Castro Neto et al., 2006b".

2. Armchair nanoribbons

We now consider an armchair nanoribbon with arm-
chair edges along the y direction. The boundary condi-
tions at the edges of the ribbon !located at x=0 and x
=L, where L is the width of the ribbon",

!A!x = 0" = !B!x = 0" = !A!x = L" = !B!x = L" = 0.

!80"

Translational symmetry guarantees that the spinor wave
function of Hamiltonian !61" can be written as

"!r" = eikyy$#A!x"
#B!x" % , !81"

and a similar equation for the spinor of the Hamiltonian
!62". The boundary conditions have the form

0 = eikyy#A!0" + eikyy#A! !0" , !82"

0 = eikyy#B!0" + eikyy#B! !0" , !83"

0 = eiKLeikyy#A!L" + e−iKLeikyy#A! !L" , !84"

0 = eiKLeikyy#B!L" + e−iKLeikyy#B! !L" , !85"

and are satisfied for any y if

#$!0" + #$! !0" = 0 !86"

and

eiKL#$!L" + e−iKL#$! !L" = 0, !87"

with $=A ,B. It is clear that these boundary conditions
mix states from the two Dirac points. Now we must find
the form of the envelope functions obeying the bound-
ary conditions !86" and !87". As before, the functions #B
and #B! obey the second-order differential equation !72"
!with y replaced by x", and the functions #A and #A! are

determined from Eq. !73". The solutions of Eq. !72" have
the form

#B = Aeiknx + Be−iknx, !88"

#B! = Ceiknx + De−iknx. !89"

Applying the boundary conditions !86" and !87", one ob-
tains

0 = A + B + C + D , !90"

0 = Aei!kn+K"L + De−i!kn+K"L + Be−i!kn−K"L + Cei!kn−K"L.

!91"

The boundary conditions are satisfied with the choice

A = − D, B = C = 0, !92"

which leads to sin&!kn+K"L'=0. Therefore, the allowed
values of kn are given by

kn =
n%

L
−

4%

3a0
, !93"

and the eigenenergies are given by

&̃2 = ky
2 + kn

2 . !94"

No surface states exist in this case.

I. Dirac fermions in a magnetic field

We now consider the problem of a uniform magnetic
field B applied perpendicular to the graphene plane.2

We use the Landau gauge: A=B!−y ,0". Note that the
magnetic field introduces a new length scale in the prob-
lem,

!B =( c
eB

, !95"

which is the magnetic length. The only other scale in the
problem is the Fermi-Dirac velocity. Dimensional analy-
sis shows that the only quantity with dimensions of en-
ergy we can make is vF /!B. In fact, this determines the
cyclotron frequency of the Dirac fermions,

'c = (2
vF

!B
!96"

!the (2 factor comes from the quantization of the prob-
lem, see below". Equations !95" and !96" show that the
cyclotron energy scales like (B, in contrast with the non-
relativistic problem where the cyclotron energy is linear
in B. This implies that the energy scale associated with
the Dirac fermions is rather different from the one
found in the ordinary 2D electron gas. For instance, for
fields of the order of B#10 T, the cyclotron energy in
the 2D electron gas is of the order of 10 K. In contrast,

2The problem of transverse magnetic and electric fields can
also be solved exactly. See Lukose et al. !2007" and Peres and
Castro !2007".
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If we apply the same procedure to the Dirac equation
around the Dirac point K!, we obtain a different eigen-
value equation given by

e−2zL =
kx + z
kx − z

. !78"

This equation supports real solutions for z if kx is nega-
tive. Therefore, we have edge states for negative values
kx, with momentum around K!. As in the case of K, the
system also supports confined modes, given by

kx = −
kn

tan!knL"
. !79"

One should note that the eigenvalue equations for K!
are obtained from those for K by inversion, kx→−kx.

We finally note that the edge states for zigzag nano-
ribbons are dispersionless !localized in real space" when
t!=0. When electron-hole symmetry is broken !t!!0",
these states become dispersive with a Fermi velocity ve
# t!a !Castro Neto et al., 2006b".
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We now consider an armchair nanoribbon with arm-
chair edges along the y direction. The boundary condi-
tions at the edges of the ribbon !located at x=0 and x
=L, where L is the width of the ribbon",

!A!x = 0" = !B!x = 0" = !A!x = L" = !B!x = L" = 0.
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Translational symmetry guarantees that the spinor wave
function of Hamiltonian !61" can be written as
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!62". The boundary conditions have the form
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0 = eikyy#B!0" + eikyy#B! !0" , !83"
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and are satisfied for any y if

#$!0" + #$! !0" = 0 !86"

and

eiKL#$!L" + e−iKL#$! !L" = 0, !87"

with $=A ,B. It is clear that these boundary conditions
mix states from the two Dirac points. Now we must find
the form of the envelope functions obeying the bound-
ary conditions !86" and !87". As before, the functions #B
and #B! obey the second-order differential equation !72"
!with y replaced by x", and the functions #A and #A! are

determined from Eq. !73". The solutions of Eq. !72" have
the form
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#B! = Ceiknx + De−iknx. !89"

Applying the boundary conditions !86" and !87", one ob-
tains

0 = A + B + C + D , !90"
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The boundary conditions are satisfied with the choice

A = − D, B = C = 0, !92"

which leads to sin&!kn+K"L'=0. Therefore, the allowed
values of kn are given by
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−
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, !93"

and the eigenenergies are given by

&̃2 = ky
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No surface states exist in this case.

I. Dirac fermions in a magnetic field

We now consider the problem of a uniform magnetic
field B applied perpendicular to the graphene plane.2

We use the Landau gauge: A=B!−y ,0". Note that the
magnetic field introduces a new length scale in the prob-
lem,

!B =( c
eB

, !95"

which is the magnetic length. The only other scale in the
problem is the Fermi-Dirac velocity. Dimensional analy-
sis shows that the only quantity with dimensions of en-
ergy we can make is vF /!B. In fact, this determines the
cyclotron frequency of the Dirac fermions,

'c = (2
vF
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!96"

!the (2 factor comes from the quantization of the prob-
lem, see below". Equations !95" and !96" show that the
cyclotron energy scales like (B, in contrast with the non-
relativistic problem where the cyclotron energy is linear
in B. This implies that the energy scale associated with
the Dirac fermions is rather different from the one
found in the ordinary 2D electron gas. For instance, for
fields of the order of B#10 T, the cyclotron energy in
the 2D electron gas is of the order of 10 K. In contrast,

2The problem of transverse magnetic and electric fields can
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for the Dirac fermion problem and the same fields, the
cyclotron energy is of the order of 1000 K, that is, two
orders of magnitude larger. This has strong implications
for the observation of the quantum Hall effect at room
temperature !Novoselov et al., 2007". Furthermore, for
B=10 T the Zeeman energy is relatively small, g!BB
#5 K, and can be disregarded.

We now consider the Dirac equation in more detail.
Using the minimal coupling in Eq. !19" !i.e., replacing
−i! by −i! +eA /c", we find

vF$"! · !− i ! + eA/c"%#!r" = E#!r" , !97"

in the Landau gauge the generic solution for the wave
function has the form #!x ,y"=eikx$!y", and the Dirac
equation reads

vF& 0 "y − k + Bey/c
− "y − k + Bey/c 0 '$!y" = E$!y" ,

!98"

which can be rewritten as

%c& 0 O

O† 0 '$!&" = E$!&" , !99"

or equivalently

!O"+ + O†"−"$ = !2E/%c"$ , !100"

where "±="x± i"y, and we have defined the dimension-
less length scale

& =
y

!B
− !Bk !101"

and 1D harmonic-oscillator operators

O =
1
(2

!"& + &" ,

O† =
1
(2

!− "& + &" , !102"

which obey canonical commutation relations $O ,O†%=1.
The number operator is simply N=O†O.

First, we note that Eq. !100" allows for a solution with
zero energy,

!O"+ + O†"−"$0 = 0, !103"

and since the Hilbert space generated by "! is of dimen-
sion 2, and the spectrum generated by O† is bounded
from below, we just need to ensure that

O$0 = 0,

"−$0 = 0, !104"

in order for Eq. !103" to be fulfilled. The obvious zero-
mode solution is

$0!&" = #0!&" ! ) ⇓ * , !105"

where )⇓* indicates the state localized on sublattice A,
and )⇑* indicates the state localized on sublattice B. Fur-
thermore,

O#0!&" = 0 !106"

is the ground states of the 1D harmonic oscillator. All
the solutions can now be constructed from the zero
mode,

$N,±!&" = #N−1!&" ! ) ⇑ * ± #N!&" ! ) ⇓ * = +#N−1!&"
±#N!&" , ,

!107"

and their energy is given by !McClure, 1956"

E±!N" = ± %c
(N , !108"

where N=0,1 ,2 , . . . is a positive integer and #N!&" is the
solution of the 1D harmonic oscillator $explicitly, #N!&"
=2−N/2!N!"−1/2 exp-−&2 /2.HN!&", where HN!&" is a Her-
mite polynomial%. The Landau levels at the opposite
Dirac point K! have exactly the same spectrum and
hence each Landau level is doubly degenerate. Of par-
ticular importance for the Dirac problem discussed here
is the existence of a zero-energy state N=0, which is
responsible for the anomalies observed in the quantum
Hall effect. This particular Landau level structure has
been observed by many different experimental probes,
from Shubnikov–de Haas oscillations in single layer
graphene !see Fig. 18" !Novoselov, Geim, Morozov, et
al., 2005; Zhang et al., 2005", to infrared spectroscopy

FIG. 18. !Color online" SdH oscillations observed in longitu-
dinal resistivity 'xx of graphene as a function of the charge
carrier concentration n. Each peak corresponds to the popula-
tion of one Landau level. Note that the sequence is not inter-
rupted when passing through the Dirac point, between elec-
trons and holes. The period of oscillations is (n=4B /)0,
where B is the applied field and )0 is the flux quantum !No-
voselov, Geim, Morozov, et al., 2005".
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Landau Levels: Quantization of Cyclotron Orbits  
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If we apply the same procedure to the Dirac equation
around the Dirac point K!, we obtain a different eigen-
value equation given by

e−2zL =
kx + z
kx − z

. !78"

This equation supports real solutions for z if kx is nega-
tive. Therefore, we have edge states for negative values
kx, with momentum around K!. As in the case of K, the
system also supports confined modes, given by

kx = −
kn

tan!knL"
. !79"

One should note that the eigenvalue equations for K!
are obtained from those for K by inversion, kx→−kx.

We finally note that the edge states for zigzag nano-
ribbons are dispersionless !localized in real space" when
t!=0. When electron-hole symmetry is broken !t!!0",
these states become dispersive with a Fermi velocity ve
# t!a !Castro Neto et al., 2006b".

2. Armchair nanoribbons

We now consider an armchair nanoribbon with arm-
chair edges along the y direction. The boundary condi-
tions at the edges of the ribbon !located at x=0 and x
=L, where L is the width of the ribbon",

!A!x = 0" = !B!x = 0" = !A!x = L" = !B!x = L" = 0.

!80"

Translational symmetry guarantees that the spinor wave
function of Hamiltonian !61" can be written as

"!r" = eikyy$#A!x"
#B!x" % , !81"

and a similar equation for the spinor of the Hamiltonian
!62". The boundary conditions have the form

0 = eikyy#A!0" + eikyy#A! !0" , !82"

0 = eikyy#B!0" + eikyy#B! !0" , !83"

0 = eiKLeikyy#A!L" + e−iKLeikyy#A! !L" , !84"

0 = eiKLeikyy#B!L" + e−iKLeikyy#B! !L" , !85"

and are satisfied for any y if

#$!0" + #$! !0" = 0 !86"

and

eiKL#$!L" + e−iKL#$! !L" = 0, !87"

with $=A ,B. It is clear that these boundary conditions
mix states from the two Dirac points. Now we must find
the form of the envelope functions obeying the bound-
ary conditions !86" and !87". As before, the functions #B
and #B! obey the second-order differential equation !72"
!with y replaced by x", and the functions #A and #A! are

determined from Eq. !73". The solutions of Eq. !72" have
the form

#B = Aeiknx + Be−iknx, !88"

#B! = Ceiknx + De−iknx. !89"

Applying the boundary conditions !86" and !87", one ob-
tains

0 = A + B + C + D , !90"

0 = Aei!kn+K"L + De−i!kn+K"L + Be−i!kn−K"L + Cei!kn−K"L.

!91"

The boundary conditions are satisfied with the choice

A = − D, B = C = 0, !92"

which leads to sin&!kn+K"L'=0. Therefore, the allowed
values of kn are given by

kn =
n%

L
−

4%

3a0
, !93"

and the eigenenergies are given by

&̃2 = ky
2 + kn

2 . !94"

No surface states exist in this case.

I. Dirac fermions in a magnetic field

We now consider the problem of a uniform magnetic
field B applied perpendicular to the graphene plane.2

We use the Landau gauge: A=B!−y ,0". Note that the
magnetic field introduces a new length scale in the prob-
lem,

!B =( c
eB

, !95"

which is the magnetic length. The only other scale in the
problem is the Fermi-Dirac velocity. Dimensional analy-
sis shows that the only quantity with dimensions of en-
ergy we can make is vF /!B. In fact, this determines the
cyclotron frequency of the Dirac fermions,

'c = (2
vF

!B
!96"

!the (2 factor comes from the quantization of the prob-
lem, see below". Equations !95" and !96" show that the
cyclotron energy scales like (B, in contrast with the non-
relativistic problem where the cyclotron energy is linear
in B. This implies that the energy scale associated with
the Dirac fermions is rather different from the one
found in the ordinary 2D electron gas. For instance, for
fields of the order of B#10 T, the cyclotron energy in
the 2D electron gas is of the order of 10 K. In contrast,

2The problem of transverse magnetic and electric fields can
also be solved exactly. See Lukose et al. !2007" and Peres and
Castro !2007".
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We now consider the problem of a uniform magnetic
field B applied perpendicular to the graphene plane.2

We use the Landau gauge: A=B!−y ,0". Note that the
magnetic field introduces a new length scale in the prob-
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which is the magnetic length. The only other scale in the
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sis shows that the only quantity with dimensions of en-
ergy we can make is vF /!B. In fact, this determines the
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cyclotron energy scales like (B, in contrast with the non-
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in B. This implies that the energy scale associated with
the Dirac fermions is rather different from the one
found in the ordinary 2D electron gas. For instance, for
fields of the order of B#10 T, the cyclotron energy in
the 2D electron gas is of the order of 10 K. In contrast,
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for the Dirac fermion problem and the same fields, the
cyclotron energy is of the order of 1000 K, that is, two
orders of magnitude larger. This has strong implications
for the observation of the quantum Hall effect at room
temperature !Novoselov et al., 2007". Furthermore, for
B=10 T the Zeeman energy is relatively small, g!BB
#5 K, and can be disregarded.

We now consider the Dirac equation in more detail.
Using the minimal coupling in Eq. !19" !i.e., replacing
−i! by −i! +eA /c", we find

vF$"! · !− i ! + eA/c"%#!r" = E#!r" , !97"

in the Landau gauge the generic solution for the wave
function has the form #!x ,y"=eikx$!y", and the Dirac
equation reads

vF& 0 "y − k + Bey/c
− "y − k + Bey/c 0 '$!y" = E$!y" ,

!98"

which can be rewritten as

%c& 0 O

O† 0 '$!&" = E$!&" , !99"

or equivalently

!O"+ + O†"−"$ = !2E/%c"$ , !100"

where "±="x± i"y, and we have defined the dimension-
less length scale

& =
y

!B
− !Bk !101"

and 1D harmonic-oscillator operators

O =
1
(2

!"& + &" ,

O† =
1
(2

!− "& + &" , !102"

which obey canonical commutation relations $O ,O†%=1.
The number operator is simply N=O†O.

First, we note that Eq. !100" allows for a solution with
zero energy,

!O"+ + O†"−"$0 = 0, !103"

and since the Hilbert space generated by "! is of dimen-
sion 2, and the spectrum generated by O† is bounded
from below, we just need to ensure that

O$0 = 0,

"−$0 = 0, !104"

in order for Eq. !103" to be fulfilled. The obvious zero-
mode solution is

$0!&" = #0!&" ! ) ⇓ * , !105"

where )⇓* indicates the state localized on sublattice A,
and )⇑* indicates the state localized on sublattice B. Fur-
thermore,

O#0!&" = 0 !106"

is the ground states of the 1D harmonic oscillator. All
the solutions can now be constructed from the zero
mode,

$N,±!&" = #N−1!&" ! ) ⇑ * ± #N!&" ! ) ⇓ * = +#N−1!&"
±#N!&" , ,

!107"

and their energy is given by !McClure, 1956"

E±!N" = ± %c
(N , !108"

where N=0,1 ,2 , . . . is a positive integer and #N!&" is the
solution of the 1D harmonic oscillator $explicitly, #N!&"
=2−N/2!N!"−1/2 exp-−&2 /2.HN!&", where HN!&" is a Her-
mite polynomial%. The Landau levels at the opposite
Dirac point K! have exactly the same spectrum and
hence each Landau level is doubly degenerate. Of par-
ticular importance for the Dirac problem discussed here
is the existence of a zero-energy state N=0, which is
responsible for the anomalies observed in the quantum
Hall effect. This particular Landau level structure has
been observed by many different experimental probes,
from Shubnikov–de Haas oscillations in single layer
graphene !see Fig. 18" !Novoselov, Geim, Morozov, et
al., 2005; Zhang et al., 2005", to infrared spectroscopy

FIG. 18. !Color online" SdH oscillations observed in longitu-
dinal resistivity 'xx of graphene as a function of the charge
carrier concentration n. Each peak corresponds to the popula-
tion of one Landau level. Note that the sequence is not inter-
rupted when passing through the Dirac point, between elec-
trons and holes. The period of oscillations is (n=4B /)0,
where B is the applied field and )0 is the flux quantum !No-
voselov, Geim, Morozov, et al., 2005".
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of the zero Landau level is responsible for the anomalous se-
quence of σxy plateaus in graphene. The sequence of Landau
levels is shifted by 1/2, compared with the standard quantum
Hall effect, so that σxy = ±4e2/h(N + 1/2), where N is the Lan-
dau level index and the factor 4 accounts for graphene’s spin
and band degeneracy.

The quantum Hall effect in bilayer graphene is even
more interesting. The magnetic field draws two Landau lev-
els to E = 0, one from the conduction band and one from the
valence band. The quantized plateaus now appear at integer
values of 4e2/h (as they do for nonrelativistic electrons with
the same degeneracy) but jump by two units when crossing
the Landau level tied to the neutrality point (see figure 3b).
This unusual quantization in bilayer graphene leads to new
elementary excitations called massive Dirac fermions. These
fermions have quadratic dispersion, like massive nonrela-
tivisic particles, but are chiral and described by an off-
diagonal, Dirac-like Hamiltonian.3

One of the triumphs of Dirac’s relativistic wave equation
was that it provided an explanation for the electron g-factor,
which is equal to 2 if small QED corrections are ignored. Be-
cause the spin angular momentum of an electron in a vacuum
is equal to ½, whereas orbital states with different energies
differ in angular momentum by integer values, a g-factor of
2 implies that the spin-splitting energy is equal to the orbital-
splitting energy. When the spin degree of freedom is ac-
counted for, each orbital state splits into a pair, one shifted
up in energy and one shifted down. Nevertheless, because
the orbital and spin splittings are identical, all allowed states
coincidentally remain doubly degenerate, except for the low-
est electron level and the highest positron level, which are
split by 2mc2, twice the rest energy. 

When the Dirac equation is applied to graphene, the
honeycomb-lattice pseudospin degree of freedom (see box 2)
plays the role of spin. Electrons become conduction-band
states, positrons become valence-band holes, and the mass m

vanishes. For zero mass,
the two adjacent Landau
levels in the conduction
and valence bands merge,
contributing equally to the
joint level at E = 0, result-
ing in the half-odd-integer
quantum Hall effect de-
scribed earlier.

Another important
difference between Dirac
fermions in graphene and
nonrelativistic electrons is
the spacing between Lan-
dau levels. The level spac-
ing δ in a quantum system
is roughly equal to h/T,
where T is the period of
the relevant classical
orbit. Because the Lorentz
force is proportional to
velocity v and magnetic
field B, the period of a cy-
clotron orbit is approxi-
mately p/vB, where p is
the momentum. In a non-
relativistic system, both v
and p are proportional to
E1/2, and the cyclotron pe-
riod is therefore inde-
pendent of energy—the

operational principle of a cyclotron. The relationship be-
tween velocity and momentum changes when relativistic ef-
fects become important, a fact that is inconvenient for cy-
clotrons but convenient for graphene’s quantum Hall effect.
In the relativistic, massless limit, p is proportional to E and
v is a constant so that δ is proportional to B/E and the level
spacing becomes very large at low energies. Because Landau
quantization requires δ much larger than the thermal energy,
the large level spacing in graphene makes it the only known
material whose quantum Hall effect can be observed at am-
bient temperature.3

Finally, another intriguing aspect of graphene’s quantum
Hall physics is the observation that in sufficiently strong
magnetic fields additional gaps open up in graphene’s spec-
trum at partial Landau-level occupancies.10,11 These gaps are
a consequence of broken symmetries. The most interesting
example is the additional plateau that appears in an electri-
cally neutral graphene layer due to spontaneous spin polar-
ization of the half-filled N = 0 Landau level. The polarization
forces the majority spins into the lowest-energy conduction-
band gap and the minority spins into the highest-energy va-
lence-band gap. True fractional quantum Hall effects have
not yet been observed in graphene, but they are expected as
sample quality improves. With that improvement, additional
many-body physics surprises are sure to come.

A soft solid
Graphene is the first example of truly atomic 2D crystalline
matter. Because graphene can be prepared as a suspended
sheet,12,13 the lush physics of soft membranes may now be ex-
plored in new ways.14 It wouldn’t be a surprise to discover
that the structural properties of this flatland are as enchant-
ing as its electronic ones.

The mechanical resonance frequencies of any suspended
membrane are, like those of a drum head, proportional to the
square root of applied tension. When very loosely suspended,
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Figure 3. Quantum Hall effect in graphene as a function of charge-carrier density n. 
(a) In single-layer graphene the peak in the longitudinal resistivity ρxx at n = 0 demon-
strates that a Landau level occurs at zero energy. The values of the transverse conductivity
σxy at the surrounding plateaus imply that this level is drawn half from the conduction
band and half from the valence band. The quantum Hall effect proves that charge carriers
in single-layer graphene are massless Dirac fermions. (b) In bilayer graphene the double-
jump in σxy at n = 0 demonstrates that two Landau levels are pinned at zero energy. This
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Hofstadter butterfly

• Predicted by the cognitive scientist 
Douglas Hofstadter 

• Chemical potential vs magnetic field 

• Different colours are different integers 
in the quantum Hall conductance 

• Warm colours are positive integers, 
cold colours are negative integers 

• Fractal structure



Klein paradox
• Predicted by O. Klein by using the 

Dirac equation 

• When a potential barrier is very large, 
the transmitted wave function is 
nearly one ?!? 

• The electron is transmitted as a hole 
in the barrier

where the index i=1 !i=2" refers to the K !K!" point.
These new fields, ai,n and bi,n, are assumed to vary
slowly over the unit cell. The procedure for deriving
a theory that is valid close to the Dirac point con-
sists in using this representation in the tight-

binding Hamiltonian and expanding the opera-
tors up to a linear order in !. In the derivation, one
uses the fact that #!e±iK·!=#!e±iK!·!=0. After some
straightforward algebra, we arrive at !Semenoff,
1984"

H $ − t% dxdy"̂1
†!r"&' 0 3a!1 − i(3"/4

− 3a!1 + i(3"/4 0
)!x + ' 0 3a!− i − (3"/4

− 3a!i − (3"/4 0
)!y*"̂1!r"

+ "̂2
†!r"&' 0 3a!1 + i(3"/4

− 3a!1 − i(3"/4 0
)!x + ' 0 3a!i − (3"/4

− 3a!− i − (3"/4 0
)!y*"̂2!r"

= − ivF% dxdy+"̂1
†!r"# · ""̂1!r" + "̂2

†!r""* · ""̂2!r", , !18"

with Pauli matrices "= !#x ,#y", "*= !#x ,−#y", and "̂i
†

= !ai
† ,bi

†" !i=1,2". It is clear that the effective Hamil-
tonian !18" is made of two copies of the massless Dirac-
like Hamiltonian, one holding for p around K and the
other for p around K!. Note that, in first quantized lan-
guage, the two-component electron wave function $!r",
close to the K point, obeys the 2D Dirac equation,

− ivF" · "$!r" = E$!r" . !19"

The wave function, in momentum space, for the mo-
mentum around K has the form

$±,K!k" =
1
(2

' e−i%k/2

±ei%k/2 ) !20"

for HK=vF" ·k, where the & signs correspond to the
eigenenergies E= ±vFk, that is, for the '* and ' bands,
respectively, and %k is given by Eq. !9". The wave func-
tion for the momentum around K! has the form

$±,K!!k" =
1
(2

' ei%k/2

±e−i%k/2 ) !21"

for HK!=vF"* ·k. Note that the wave functions at K and
K! are related by time-reversal symmetry: if we set the
origin of coordinates in momentum space in the M point
of the BZ !see Fig. 2", time reversal becomes equivalent
to a reflection along the kx axis, that is, !kx ,ky"
→ !kx ,−ky". Also note that if the phase % is rotated by
2', the wave function changes sign indicating a phase of
' !in the literature this is commonly called a Berry’s
phase". This change of phase by ' under rotation is char-
acteristic of spinors. In fact, the wave function is a two-
component spinor.

A relevant quantity used to characterize the eigen-
functions is their helicity defined as the projection of the
momentum operator along the !pseudo"spin direction.
The quantum-mechanical operator for the helicity has
the form

ĥ =
1
2

" ·
p
-p-

. !22"

It is clear from the definition of ĥ that the states $K!r"
and $K!!r" are also eigenstates of ĥ,

ĥ$K!r" = ± 1
2$K!r" , !23"

and an equivalent equation for $K!!r" with inverted sign.
Therefore, electrons !holes" have a positive !negative"
helicity. Equation !23" implies that " has its two eigen-
values either in the direction of !⇑" or against !⇓" the
momentum p. This property says that the states of the
system close to the Dirac point have well defined chiral-
ity or helicity. Note that chirality is not defined in regard
to the real spin of the electron !that has not yet ap-
peared in the problem" but to a pseudospin variable as-
sociated with the two components of the wave function.
The helicity values are good quantum numbers as long
as the Hamiltonian !18" is valid. Therefore, the existence
of helicity quantum numbers holds only as an
asymptotic property, which is well defined close to the
Dirac points K and K!. Either at larger energies or due
to the presence of a finite t!, the helicity stops being a
good quantum number.

1. Chiral tunneling and Klein paradox

In this section, we address the scattering of chiral elec-
trons in two dimensions by a square barrier !Katsnelson
et al., 2006; Katsnelson, 2007b". The one-dimensional
scattering of chiral electrons was discussed earlier in the
context on nanotubes !Ando et al., 1998; McEuen et al.,
1999".

We start by noting that by a gauge transformation the
wave function !20" can be written as
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respectively, and %k is given by Eq. !9". The wave func-
tion for the momentum around K! has the form
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1
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for HK!=vF"* ·k. Note that the wave functions at K and
K! are related by time-reversal symmetry: if we set the
origin of coordinates in momentum space in the M point
of the BZ !see Fig. 2", time reversal becomes equivalent
to a reflection along the kx axis, that is, !kx ,ky"
→ !kx ,−ky". Also note that if the phase % is rotated by
2', the wave function changes sign indicating a phase of
' !in the literature this is commonly called a Berry’s
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acteristic of spinors. In fact, the wave function is a two-
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functions is their helicity defined as the projection of the
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the form
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and an equivalent equation for $K!!r" with inverted sign.
Therefore, electrons !holes" have a positive !negative"
helicity. Equation !23" implies that " has its two eigen-
values either in the direction of !⇑" or against !⇓" the
momentum p. This property says that the states of the
system close to the Dirac point have well defined chiral-
ity or helicity. Note that chirality is not defined in regard
to the real spin of the electron !that has not yet ap-
peared in the problem" but to a pseudospin variable as-
sociated with the two components of the wave function.
The helicity values are good quantum numbers as long
as the Hamiltonian !18" is valid. Therefore, the existence
of helicity quantum numbers holds only as an
asymptotic property, which is well defined close to the
Dirac points K and K!. Either at larger energies or due
to the presence of a finite t!, the helicity stops being a
good quantum number.

1. Chiral tunneling and Klein paradox

In this section, we address the scattering of chiral elec-
trons in two dimensions by a square barrier !Katsnelson
et al., 2006; Katsnelson, 2007b". The one-dimensional
scattering of chiral electrons was discussed earlier in the
context on nanotubes !Ando et al., 1998; McEuen et al.,
1999".

We start by noting that by a gauge transformation the
wave function !20" can be written as
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Non-resistive electronics

• PN junctions in ordinary 
diodes and transistors are 
non-transparent for incident 
electrons, therefore they are 
highly resistive 

• Klein paradox makes the 
junction very transparent !



Graphene surface states
• Surface states exist when edges appear and 

translational symmetry is broken 

• Important for the field of topological 
insulators

G. Surface states in graphene stacks

Single-layer graphene can be considered a zero gap
semiconductor, which leads to the possibility of midgap
states, at !=0, as discussed in the previous section. The
most studied such states are those localized near a
graphene zigzag edge !Fujita et al., 1996; Wakayabashi
and Sigrist, 2000". It can be shown analytically !Castro,
Peres, Lopes dos Santos, et al., 2008" that a bilayer zig-
zag edge, like that shown in Fig. 15, analyzed within the
nearest-neighbor tight-binding approximation described
before, has two bands of localized states, one completely
localized in the top layer and indistinguishable from
similar states in single-layer graphene, and another band
that alternates between the two layers. These states, at
!=0, have finite amplitudes on one-half of the sites only.

These bands, as in single-layer graphene, occupy one-
third of the BZ of a stripe bounded by zigzag edges.
They become dispersive in a biased bilayer. As graphite
can be described in terms of effective bilayer systems,
one for each value of the perpendicular momentum kz,
bulk graphite with a zigzag termination should show one
surface band per layer.

H. The spectrum of graphene nanoribbons

The spectrum of graphene nanoribbons depends on
the nature of their edges: zigzag or armchair !Brey and
Fertig, 2006a, 2006b; Nakada et al., 1996". In Fig. 16, we
show a honeycomb lattice having zigzag edges along the
x direction and armchair edges along the y direction. If
we choose the ribbon to be infinite in the x direction, we
produce a graphene nanoribbon with zigzag edges; con-
versely, choosing the ribbon to be macroscopically large
along the y but finite in the x direction, we produce a
graphene nanoribbon with armchair edges.

In Fig. 17, we show 14 energy levels, calculated in the
tight-binding approximation, closest to zero energy for a
nanoribbon with zigzag and armchair edges and of width
N=200 unit cells. We show that both are metallic, and
that the zigzag ribbon presents a band of zero-energy
modes that is absent in the armchair case. This band at

zero energy is the surface states living near the edge of
the graphene ribbon. More detailed ab initio calcula-
tions of graphene nanoribbon spectra show that interac-
tion effects can lead to electronic gaps !Son et al., 2006b"
and magnetic states close to the graphene edges, inde-
pendent of their nature !Son et al., 2006a; Yang, Cohen,
and Louie, 2007; Yang, Park, Son, et al., 2007".

From the experimental point of view, however,
graphene nanoribbons currently have a high degree of
roughness at the edges. Such edge disorder can change
significantly the properties of edge states !Areshkin and
White, 2007; Gunlycke et al., 2007", leading to Anderson
localization and anomalies in the quantum Hall effect
!Castro Neto et al., 2006b; Martin and Blanter, 2007" as
well as Coulomb blockade effects !Sols et al., 2007". Such
effects have already been observed in lithographically
engineered graphene nanoribbons !Han et al., 2007;
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FIG. 15. Sketch of a zigzag termination of a graphene bilayer.
As discussed by Castro, Peres, Lopes dos Santos, et al. !2008",
there is a band of surface states completely localized in the
bottom layer, and another surface band which alternates be-
tween the two.
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FIG. 16. !Color online" A piece of a honeycomb lattice dis-
playing both zigzag and armchair edges.
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FIG. 17. Electronic dispersion for graphene nanoribbons. Left:
energy spectrum, as calculated from the tight-binding equa-
tions, for a nanoribbon with armchair !top" and zigzag !bot-
tom" edges. The width of the nanoribbon is N=200 unit cells.
Only 14 eigenstates are depicted. Right: zoom of the low-
energy states shown on the right.
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Stronger than steel

• 10 times stronger than steel 

• Microbullets fired at a layer 

• strength tested with 
mechanical tips



Graphene solar cells

• graphene is a “transparent 
conductor” 

• ideal for solar cells 

• silicon cells efficiency is 
around 30% 

• graphene-silicon cells could 
reach a 60% efficiency



Graphene light bulbs

• Last 10% longer 
than LEDs 

• On sale this year 
(expect a Christmas 
present)



Graphene aerogel

• The lightest solid 
material in existence 

• Made of graphene and 
carbon nanotubes 

• Seven times lighter 
than air



Flexible graphene displays

• Samsung is developing some 
secret projects



Vantablack

• Darkest material, absorbs 
99.965 % of light in the 
visible 

• Made of grown carbon 
nanotubes 

• Light is continuously 
deflected and converted 
into heat, and is never 
reflected 

• Will be used in telescopes 
to increase their sensitivity 
to faint stars



Electronic DNA sequencing

• Electrical detection of single 
DNA molecules 

• Electric fields push DNA down 
a hole 

• Ultimately (they say in 2030), 
it will be possible to 
sequencing DNA 
electronically



Graphene spiders

• Spiders sprayed with 
graphene produce 
super-strong silk 

• A web made like this 
can catch a falling plane 

• Candidate for the Ig-
Nobel prize ?



Graphene 2D ice

• Square ice in a graphene 
sandwich 

• Graphene ice cream?



Casimir effect in graphene
• In presence of a magnetic field, graphene layers can attract or repel each other, 

depending on the doping 

• The force is quantised due to the quantised Hall effect 

• Casimir force can be canceled by balancing doping and magnetic field. 
Important for quantum gravity! 



Graphene optical modulators

• Adjusting the Fermi energy to 
modulate light electrically

Semicond. Sci. Technol. 25 (2010) 063001 Topical Review

(a)

(b)

Figure 5. (a) Real part of the optical conductivity (per one valley) as a function of the Fermi level (in units of an arbitrary energy ε0)
calculated using the self-consistent Born approximation for short-range scattering centres [50], reprinted with permission of the J. Phys.
Soc. Japan. (b) Schematic diagram of intra- and inter-band transitions in doped graphene. The non-vanishing Fermi level gives rise to the
characteristic onset of optical conductivity at 2EF . Intra-band transitions result in the appearance of the Drude peak centred at zero
frequency.

analytical expression for the optical conductivity was found by
Gusynin et al [52] followed by Falkovsky and Varlamov [55].
These works account for both inter-band transitions, which are
blocked at energies below twice the Fermi energy (2EF ), as
well as intra-band transitions, which result in the appearance of
the Drude peak centred at zero frequency (see figure 5). As can
be expected, these models uncover the universal conductivity
G0 = e2/(4h̄) in the limit of high energies. If the Fermi energy
approaches the neutrality point, the optical conductivity is
universally G0 = e2/(4h̄) at any finite frequency but singular
at ω = 0. The apparent value of σ (ω = 0) related to the
so-called minimum conductivity is one of the lively discussed
issues in graphene physics, without clear consensus between
different experiments and theoretical models so far [3, 4, 30,
31, 50, 70, 71].

Experimentally, the optical response of exfoliated
graphene flakes placed on Si/SiO2 substrates has been
investigated in the mid-infrared range in the reflection
configuration by Wang et al [72] who reported the pronounced
modification of graphene’s optical properties as a function of
the position of the Fermi level. Further experimental data
taken in both reflection and transmission mode, accompanied
by a detailed analysis have been presented by Li et al [69] and
later on also by Mak et al [60]. The spectrum of the optical
conductivity extracted from these experiments (see figure 6)
is in overall agreement with theoretical predictions. However,
some of the observed features, such as the striking scaling
of the onset of inter-band transitions with the gate voltage or
the intriguing finite absorption inbetween the Drude peak and
the 2EF onset remain to be firmly clarified. Possibly, these
observations might be due to effects of disorder and/or of
electron–electron interactions, which as yet may not be fully
accounted for in theoretical models [53].

Figure 6. The experimentally determined (real part of) optical
conductivity of graphene placed on the Si/SiO2 substrate for
different positions of the Fermi level [69]. Reprinted by permission
from Macmillan Publishers Ltd: Nat. Physics [69], copyright
(2008).

3.3. Magneto-spectroscopy

Cyclotron motion of charge carriers and the related cyclotron
resonance phenomenon (absorption of light at cyclotron
frequency ωC) are primarily a classical effect, probably the
most representative for magneto-optical spectroscopy. Such
motion is not only characteristic for a conventional charged
(e) particle with mass m, which precesses with the frequency
of ωC = eB/m. The solution of the classical equation of
motion for charged particle with energy ε, depending linearly
on momentum p (ε = vF p), also results in the cyclotron
motion but with the frequency ωC = eB

/(
|ε|

/
v2

F

)
, in which

one easily identifies the energy-dependent mass m = |ε|
/
v2

F .
This latter equation, equivalent to the Einstein relation between
mass and energy, invokes again the relativistic-like character of
electronic states in graphene. Perhaps surprisingly, the strictly
speaking classical, i.e. linear with the magnetic field, cyclotron
resonance has not been clearly observed in graphene so far,
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Saturable absorption
• Used in cavities to create trains of very short pulses

Atomic-Layer Graphene as a Saturable Absorber for
Ultrafast Pulsed Lasers

By Qiaoliang Bao, Han Zhang, Yu Wang, Zhenhua Ni, Yongli Yan,
Ze Xiang Shen, Kian Ping Loh,* and Ding Yuan Tang*

1. Introduction

The electronic and optical properties of graphene, a single atomic
layer of sp2-hybridized carbon formingahoneycombcrystal lattice,
can be described in terms of massless Dirac fermions with linear
dispersion near the Fermi energy. The optical interband
transitions are expected to be frequency independent and solely
determined by the optical conductance in a broad range of photon
energies. The remarkably large absorption of atomic-layer
graphene implies lower saturation intensity or higher photocarrier
density compared to traditional semiconductor materials such as
galliumarsenide (GaAs). For example, a single graphene sheetwas
calculated to absorb a significant fraction (pa¼ 2.3%) of incident

infrared-to-visible light,[1–5] compared to
about 1% absorption of near-gap light for a
10-nm-thick GaAs quantum well.[6] This
means that, in principle, graphene can be
saturated readily under strong excitation
from the visible to near-infrared region due
to the universal optical absorption and zero
bandgap. This has relevance for the mode
locking of fiber lasers, where wideband
tunability may be obtained using graphene
as the saturable absorber.

Figure 1a shows excitation processes
responsible for absorption of light in
monolayer graphene, in which electrons
from the valence band (orange) are excited
into the conduction band (yellow). Shortly
after photo-excitation (within 10–150 fs[7]),
these hot electrons thermalize and cool

down to form a hot Fermi-Dirac distribution (Fig. 1b) with
electronic temperature Te.

[8,9] These newly created electron-hole
pairs could block some of the originally possible interband optical
transitions in a range of kB Te (kB is the Boltzmann constant)
around the Fermi energy EF and decrease the absorption of
photons !hv" kB Te. In the following #1 picosecond, intraband
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Figure 1. Absorption of light in graphene. a) Schematic excitation process
responsible for absorption of light in graphene. The arrow indicates optical
interband transition. b) The photogenerated carriers thermalize and cool
down within subpicoseconds to form a hot Fermi–Dirac distribution, an
equilibrium electron and hole distribution could be finally approached
through intraband phonon scattering and electron-hole recombination. c)
At high excitation intensity, the photogenerated carriers cause the states
near the edge of the conduction and valence bands to fill, blocking further
absorption.
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The optical conductance of monolayer graphene is defined solely by the fine
structure constant, a¼ e2=!hc (where e is the electron charge, !h is Dirac’s
constant and c is the speed of light). The absorbance has been predicted to be
independent of frequency. In principle, the interband optical absorption in
zero-gap graphene could be saturated readily under strong excitation due to
Pauli blocking. Here, use of atomic layer graphene as saturable absorber in a
mode-locked fiber laser for the generation of ultrashort soliton pulses (756 fs)
at the telecommunication band is demonstrated. The modulation depth can
be tuned in a wide range from 66.5% to 6.2% by varying the graphene
thickness. These results suggest that ultrathin graphene films are potentially
useful as optical elements in fiber lasers. Graphene as a laser mode locker can
have many merits such as lower saturation intensity, ultrafast recovery time,
tunable modulation depth, and wideband tunability.

Adv. Funct. Mater. 2009, 19, 3077–3083 ! 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 3077

Atomic-Layer Graphene as a Saturable Absorber for
Ultrafast Pulsed Lasers

By Qiaoliang Bao, Han Zhang, Yu Wang, Zhenhua Ni, Yongli Yan,
Ze Xiang Shen, Kian Ping Loh,* and Ding Yuan Tang*

1. Introduction

The electronic and optical properties of graphene, a single atomic
layer of sp2-hybridized carbon formingahoneycombcrystal lattice,
can be described in terms of massless Dirac fermions with linear
dispersion near the Fermi energy. The optical interband
transitions are expected to be frequency independent and solely
determined by the optical conductance in a broad range of photon
energies. The remarkably large absorption of atomic-layer
graphene implies lower saturation intensity or higher photocarrier
density compared to traditional semiconductor materials such as
galliumarsenide (GaAs). For example, a single graphene sheetwas
calculated to absorb a significant fraction (pa¼ 2.3%) of incident

infrared-to-visible light,[1–5] compared to
about 1% absorption of near-gap light for a
10-nm-thick GaAs quantum well.[6] This
means that, in principle, graphene can be
saturated readily under strong excitation
from the visible to near-infrared region due
to the universal optical absorption and zero
bandgap. This has relevance for the mode
locking of fiber lasers, where wideband
tunability may be obtained using graphene
as the saturable absorber.

Figure 1a shows excitation processes
responsible for absorption of light in
monolayer graphene, in which electrons
from the valence band (orange) are excited
into the conduction band (yellow). Shortly
after photo-excitation (within 10–150 fs[7]),
these hot electrons thermalize and cool

down to form a hot Fermi-Dirac distribution (Fig. 1b) with
electronic temperature Te.

[8,9] These newly created electron-hole
pairs could block some of the originally possible interband optical
transitions in a range of kB Te (kB is the Boltzmann constant)
around the Fermi energy EF and decrease the absorption of
photons !hv" kB Te. In the following #1 picosecond, intraband

F
U
LL

P
A
P
E
R

www.afm-journal.de

Figure 1. Absorption of light in graphene. a) Schematic excitation process
responsible for absorption of light in graphene. The arrow indicates optical
interband transition. b) The photogenerated carriers thermalize and cool
down within subpicoseconds to form a hot Fermi–Dirac distribution, an
equilibrium electron and hole distribution could be finally approached
through intraband phonon scattering and electron-hole recombination. c)
At high excitation intensity, the photogenerated carriers cause the states
near the edge of the conduction and valence bands to fill, blocking further
absorption.

[*] Prof. K. P. Loh, Dr. Q. Bao, Dr. Y. Wang, Dr. Y. Yan
Department of Chemistry
National University of Singapore
3 Science Drive 3, Singapore 117543 (Singapore)
E-mail: chmlohkp@nus.edu.sg

Prof. D. Y. Tang, H. Zhang
School of Electrical and Electronic Engineering
Nanyang Technological University
Singapore 639798 (Singapore)
E-mail: edytang@ntu.edu.sg

Dr. Z. Ni, Prof. Z. X. Shen
School of Physical and Mathematical Sciences
Nanyang Technological University
Singapore 639798 (Singapore)

DOI: 10.1002/adfm.200901007

The optical conductance of monolayer graphene is defined solely by the fine
structure constant, a¼ e2=!hc (where e is the electron charge, !h is Dirac’s
constant and c is the speed of light). The absorbance has been predicted to be
independent of frequency. In principle, the interband optical absorption in
zero-gap graphene could be saturated readily under strong excitation due to
Pauli blocking. Here, use of atomic layer graphene as saturable absorber in a
mode-locked fiber laser for the generation of ultrashort soliton pulses (756 fs)
at the telecommunication band is demonstrated. The modulation depth can
be tuned in a wide range from 66.5% to 6.2% by varying the graphene
thickness. These results suggest that ultrathin graphene films are potentially
useful as optical elements in fiber lasers. Graphene as a laser mode locker can
have many merits such as lower saturation intensity, ultrafast recovery time,
tunable modulation depth, and wideband tunability.

Adv. Funct. Mater. 2009, 19, 3077–3083 ! 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 3077

F
U
LL

P
A
P
E
R

Ultrafast Laser Experimental Setup: The fiber laser has a ring cavity
which consists of a piece of 6.4m EDF with group velocity dispersion
(GVD) of 10 ps km!1 nm!1, 105.3m SMF with GVD 18ps km!1 nm!1.
Solitonic sidebands could be observed on the spectra of the mode locked
pulses, demonstrating that the net cavity dispersion is anomalous in the
present cavity. The total fiber dispersion is about 1.96 ps nm!1. A 10% fiber
coupler was used to output the signal, and the laser was pumped by a high
power fiber Raman laser source (BWC-FL-1480-1) of wavelength 1480 nm,
which has been frequently used in the previous soliton fiber laser works
[31]. A polarization independent isolator was spliced in the cavity to force
the unidirectional operation of the ring. An intra cavity polarization
controller was used to change the cavity linear birefringence. The graphene

mode-locker was placed between the output coupler and polarization
controller.
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Figure 5. Mode-locking characteristics. a) Typical laser output pulse train. b) Output pulse spectrum, centered at 1 567 nm, with solitonic sidebands.
c) Fundamental frequency of a typical RF spectrum of the laser output after optical-to-electrical conversion. d) AC trace of laser output and sech2 fitting
curve. e) Output power as a function of pump power. f) Numerically calculated pulse evolution with cavity round trips. The insets show output pulse
spectrum (left) and profile (right) of the numerically calculated solitons.
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Graphene nonlinearity
• Conical dispersion of graphene gives a strong optical nonlinearity !

Frequency multiplication and mixing Nonlinear broadening of “linear” resonances Plasmon enhanced harmonics generation Graphene

Frequency multiplication in graphene

Linear energy dispersion⇒ nonlinear electromagnetic
response:

ṗx = −eE cosωt , px(t) ∼ −(eE/ω) sinωt

vx = vF
px
p ∼ vFsgn(sinωt)

∼ vF
4
π

{

sinωt + 1
3 sin 3ωt +

1
5 sin 5ωt + . . .

}

☛ Higher harmonics generation ω ⇒ mω

☛ Nonlinearity in graphene should be seen at much lower
electric fields than in many other materials

Frequency multiplication and mixing Nonlinear broadening of “linear” resonances Plasmon enhanced harmonics generation Graphene

Frequency multiplication in graphene

Linear energy dispersion⇒ nonlinear electromagnetic
response:

ṗx = −eE cosωt , px(t) ∼ −(eE/ω) sinωt

vx = vF
px
p ∼ vFsgn(sinωt)

∼ vF
4
π

{

sinωt + 1
3 sin 3ωt +

1
5 sin 5ωt + . . .

}

☛ Higher harmonics generation ω ⇒ mω

☛ Nonlinearity in graphene should be seen at much lower
electric fields than in many other materials

Mikhailov, 2009-2015



Graphene current

• Graphene current is strongly 
nonlinear 

• Sinusoidal excitation

J. Phys.: Condens. Matter 20 (2008) 384204 S A Mikhailov and K Ziegler

Figure 2. Qualitative behavior of time dependences of (a) the electric
field, (b) the momentum, and (c) the velocity and current of a particle
with the energy dispersion (2).

intrinsically nonlinear, which naturally leads to the frequency
multiplication effect. Physically, the possibility of the
frequency upconversion in graphene can be explained in a
very simple manner. Consider a classical 2D particle with the
charge −e and the energy spectrum

Ep2 = V p = V
√

p2
x + p2

y (2)

in the external time-dependent harmonic electric field Ex(t) =
E0 cos !t , figure 2(a). From now on we will consider only
electrons in the vicinity of one Dirac cone, omit the tilde
in (1) and take into account the presence of two inequivalent
cones in the Brillouin zone by the valley-degeneracy factor
gv = 2. According to the Newton equation of motion
dpx/dt = −eEx(t), the momentum px(t) is then given by the
sine function px(t) ≡ p0(t) = −(eE0/!) sin !t, figure 2(b).
In conventional 2D electron systems with the parabolic energy
dispersion, the velocity vx and hence the current jx = −ensvx

are proportional to px , so that the normal 2D system responds
at the same frequency ! (here ns is the areal density of
particles). In graphene, however, the velocity

vx = ∂ Ep2

∂px
= V

px√
p2

x + p2
y

(3)

is a strongly nonlinear function of px , therefore the response
of graphene is substantially anharmonic, figure 2(c). In the
extreme limit, when py in equation (3) is close to zero, vx is
proportional to sgn(px) and the ac electric current is

jx(t) = ens V sgn(sin !t)

= ens V
4
π

{
sin !t + 1

3
sin 3!t + 1

5
sin 5!t + . . .

}
. (4)

The current (4) contains all odd Fourier harmonics, with the
amplitudes jm , m = 1, 3, 5 . . ., falling very slowly with the
harmonic number, jm ∼ 1/|m|. An isolated graphene layer
should thus work as a simple and natural frequency multiplier,
with the operating frequency variable in a broad range.

2.2. Kinetic approach

The current (4) above is independent of the electric field, which
means that equation (4) is not completely correct. The reason
is that in the above simple consideration we did not take into
account the Fermi distribution of electrons over the quantum
states in graphene. To do this, we use [5] the kinetic Boltzmann
theory, which allows one to get an exact response of the system,
not imposing any restrictions on the amplitude of the external
electric field Eext(t).

In a real experimental situation, the graphene sheet lies on
top of a silicon oxide–silicon structure, and the gate voltage VG

can be applied between graphene and the silicon substrate, in
order to control the density of electrons or holes in graphene.
In addition, the graphene–SiO2–Si system can be doped by
impurities. Both the gate voltage and the doping can shift
the chemical potential µ of electrons in graphene to the upper
Ep2 or to the lower Ep1 band. Assume that the chemical
potential µ lies in the upper band Ep2 = V p, the temperature
is small, T ≪ µ, and the system is subjected to the external
time-dependent ac electric field Eext(t). Then the momentum
distribution function of electrons fp(t) is described by the
Boltzmann equation

∂ fp(t)
∂ t

− ∂ fp(t)
∂p

eEext(t) = 0, (5)

in which we have ignored collisions of electrons with impuri-
ties, phonons and other lattice imperfections. Equation (5) has
the exact solution

fp(t) = F0
(
p − p0(t)

)
, (6)

where F0(p) = {1 + exp[(V p − µ)/T ]}−1 is the Fermi–Dirac
function, and p0(t) = −e

∫ t
−∞ Eext(t ′) dt ′ is the solution of

the single particle classical equation of motion. The electric
current j(t) = −egsgvS−1 ∑

p v fp(t) then assumes the form

j(t) = − gsgveV
(2π h̄)2

∫
p dp

p
F0

(
p − p0(t)

)
, (7)

where gs = 2 is the spin degeneracy and S is the sample area.
If the temperature is zero, T = 0, and the chemical potential is
finite, µ > 0, the current j(t) can be rewritten in the form

j(t)
ens V

= P√
1 + P2

G(Q), (8)

where P ≡ P(t) = −p0(t)/pF, P(t) = |P(t)|, pF = µ/V is
the Fermi momentum, and

ns ≡ ne = gsgv p2
F

4π h̄2 = gsgvµ
2

4π h̄2V 2
(9)

is the density of electrons in the upper band. The function
G(Q) in (8) is defined and analyzed in appendix, and Q(t) ≡
2P(t)/[1 + P2(t)] ! 1.

If the external field Eext is small, so that the
Fermi distribution is weakly disturbed, P(t) ≪ 1, the
function G(Q) ≈ 1, see equation (A.3), and j(t) ≈
(nse2V/pF)

∫ t
−∞ Eext(t ′) dt ′. In this, linear-response regime,
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Doping controls the nonlinearity
Frequency multiplication and mixing Nonlinear broadening of “linear” resonances Plasmon enhanced harmonics generation Graphene

Frequency multiplication in graphene

Typical nonlinear electric field?

vx = vF
px

√

p2x + p2y
, −pF ! py ! pF , pF = !

√
πns

⇒
vx
vF

=
px(t)
|py |

(

1− p2x(t)
2|p2y |

)

∼
px(t)
pF

(

1− p2x(t)
2|p2F |

)

Dimensionless electric field parameter in graphene

Egr ≃
eE

pF |ω + iγ|

if ω " γ, f ≃ 1 THz and ns ≃ 1011 cm−2, then Egr ≃ 1 if

E ≃ 2× 103 V/cm

Mikhailov, 2009-2015
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Four-wave mixing in graphene

Frequency multiplication and mixing Nonlinear broadening of “linear” resonances Plasmon enhanced harmonics generation Graphene

Experiment: Optical frequency mixing

Hendry et al, PRL’10
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Four-wave mixing in graphene

Frequency multiplication and mixing Nonlinear broadening of “linear” resonances Plasmon enhanced harmonics generation Graphene

Experiment: Optical frequency mixing

(a)�Reflection

monolayer

bilayer

trilayer

(b)�Four-wave mixing

10�um

50 um

Nonlinear susceptibility χ(3)
graphene:

χ(3)
gr ≃ 10−7 esu

eight orders larger than in
insulators
∼ 10 times larger than in gold
about four orders larger than in
InSb

Hendry, Mikhailov 2010



High-harmonic generation

• THz pulse excitation 

• Many high harmonics are 
observed in simulations 

• Currently no experiments in 
the THz regime

J. Phys. B: At. Mol. Opt. Phys. 44 (2011) 111001 Fast Track Communication

Figure 1. High-order harmonic emission (shown up to the 101st
harmonic) by a THz laser interaction with ‘graphinos’; calculated
high harmonic spectrum for the initial momentum p = h̄q
(qx = 0.01a, qy = 0.01b), laser polarization along y-axis, frequency
3 THz, focused laser intensity I = 50 MW cm−2. Note the presence
of several ‘revivals’ and ‘plateaus’ in the distribution.

and for the more general case of an elliptically polarized laser
field (cf equation (3)) we obtain5

J(s)(p, t) = −esvF (ϵ̂x cos φp(t) + ϵ̂y sin φp(t))

= −esvF

ϵ̂x

(
px − e

c
Ax(η)

)
+ ϵ̂y

(
py − e

c
Ay(η)

)
√(

px − e
c
Ax(η)

)2 +
(
py − e

c
Ay(η)

)2

(33)

where Ax(η) = A0(η) cos (ξ/2) cos η, and Ay(η) =
A0(η) sin (ξ/2) sin η.

The intensity of the harmonic emission at the nth harmonic
frequency % = nω depends essentially on the absolute square
of the Fourier transform of the graphino current:

S(s)(nω) =
∣∣∣∣(nω)

1
2π

∫ π

−π

e−inηJ(s)(p, η) dη

∣∣∣∣
2

(34)

where n = 1, 2, 3, . . .. In figure 1 we present the
results of calculations for the relative intensity of harmonics
emitted from low-energy excitations in the upper state by
a 3 THz laser with a focused intensity of 50 MW cm−2,
that is polarized linearly along the y-axis and is directed
perpendicular to the graphene plane. It should be noted
that exactly at zero momentum p = h̄q = 0 the driven
graphino current in the present case becomes a constant (cf
equation (32)) and therefore no harmonics are produced from
this point. Nevertheless, as expected, above high-order
harmonic emission can be seen to occur copiously from the
initially occupied low-energy states in the vicinity of this
point6. In figure 2 we show another example of harmonic
emission for (qx = 0.01a, qy = 0.01b) by a mid-infrared laser
with wavelength = 3.66 µm and intensity = 50 GW cm−2. It
is found that in both cases the harmonic emission spectra

5 It is interesting to note that the adiabatic Dirac current (33) is analogous
to the non-relativistic semi-classical Schrödinger current in a uniform electric
field (cf [15]).
6 See figure 1.

Figure 2. High-order harmonic emission (shown up to the 121st
harmonic) by a mid-infrared laser interaction with ‘graphinos’;
calculated high harmonic spectrum for the initial momentum
p = h̄q (qx = 0.01a, qy = 0.01b), laser polarization along the
y-axis, wavelength 3660 nm, focused laser intensity I = 50
GW cm−2. Note the marked presence of several ‘revivals’ and
‘plateaus’ in the distribution.

are highly non-perturbative in strengths7 which decrease only
about two orders of magnitude over some 100 orders of the
harmonics. Moreover, it can be seen from figures 1 and 2 that
the relative intensity of the harmonic spectra are characterized
by a sequence of ‘revivals’ and ‘plateaus’.

2.5. High harmonic emission from a 2D graphene sheet

The full dispersion relation of a graphene layer is different
from that of the graphino quasi-particles associated only
with the low-energy excitations of graphene. It should
be therefore interesting to see the difference between the
harmonic generation spectra in the two cases. To this end,
in this final section we briefly consider8 the energy bands of
a graphene sheet in the tight-binding approximation, calculate
the associated band current and obtain the high harmonic
emission spectrum in a particular case, analytically. In the
tight-binding approximation the upper and the lower bands
are given by (e.g. [2])

E(s)(k) = st{3 + 2 cos (2kyb) + 4 cos (kxa) cos (kyb)} 1
2

= st{1 + 4 cos (kxa) cos (kyb) + (2 cos (kyb))2} 1
2

(35)

where s = ±1, t is the hopping integral, a = 3
2a0, b =

√
3

2 a0

and a0 is the side-length of the unit cell of the hexagonal
lattice. The semiclassical band current in the presence of
the electromagnetic field can be obtained by differentiating
the band energy with respect to the quasi-momentum and
applying the minimal coupling prescription to the quasi-
momentum to obtain the corresponding canonical momentum
in the presence of the electromagnetic field (see e.g. [15],

7 Probability of an n-photon perturbative process [16] decreases as (I/Ia)n

with increasing n, where I is the laser intensity in W cm−2 and Ia is the
‘atomic’ unit of intensity ≈ 3.51× 1016 W cm−2.
8 Details of high-order harmonic emission from graphinos and 2D graphene
sheets, including their wavelength, intensity and polarization dependence are
to be reported elsewhere.
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Graphene metamaterials

Terahertz relativistic spatial solitons in doped graphene metamaterials
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We propose an electrically tunable graphene-based metamaterial showing a large nonlinear optical
response at THz frequencies, which we calculate analytically for the first time to our knowledge and
arises from the intraband current. The structure sustains a novel type of stable two-dimensional
spatial solitary wave, a relativistic version of the Townes soliton. These results can be also applied
to any material exhibiting a conical dispersion with massless Dirac fermions.

Introduction — Graphene is a two-dimensional, one-
atom thick allotrope of carbon that has been in the spot-
light since its experimental discovery and isolation in
2004 [1], and can be considered a unifying bridge between
low-energy condensed matter physics and quantum field
theory, as its two-dimensional quasi-electrons behave like
massless “relativistic” Dirac fermions, very similarly to
electrically charged ’neutrinos’ [2, 3].

Graphene holds the promise for building advanced
nano-electronic devices, due to its unconventional elec-
tronic properties [3]. Furthermore, it also exhibits very
unique optical properties, especially in the terahertz
(THz) frequency range. To date, novel photonic devices,
such as THz devices [4], optical modulators [5], photode-
tectors [6] and polarizers [7] were successfully realized.

In recent years, the huge and largely unexplored po-
tential of graphene for nonlinear optical applications has
been outlined. An extremely strong nonlinear optical re-
sponse in the THz regime has been investigated [8, 9].
Preliminary experimental results include ultrafast sat-
urable absorption [10, 11] and the observation of strong
four-wave mixing [12], which are the building blocks of
nonlinear optics [13]. Specifically, four-wave mixing im-
plies the existence of modulational instability and optical
solitons in graphene, a significant topic that has not been
previously investigated.

In this Letter, we follow the footsteps of a series of
seminal papers by Mikhailov (see Refs. [14]) based on
the semiclassical kinetic theory, and we derive analyti-

cally the intraband optical current of a doped layer of
graphene. We prove that this theory is also consistent
with the more precise quantum approach of Ishikawa [9],
based on the Bloch equations derived from the single-
electron Dirac equation. For excitation frequencies in
the THz gap, and neglecting the interband transitions
(valid for photons below the Fermi energy of doped lay-
ers), the two approaches give the same result for the in-
traband current. We apply the above results to describe
self-focusing of two dimensional Townes-like solitons in
an electrically tunable metamaterial made of several lay-
ers of doped graphene, interspaced by layers of silica and
silicon with thickness much smaller than the wavelength
of the incident light.

(a) (b)

FIG. 1: (a) Graphene conical dispersion with doping. Intra-
band and interband optical transitions are shown. (b) Geom-
etry of the proposed multilayer metamaterial. The structure
is made of graphene-silica-silicon layers, with total thickness
L, much smaller than the wavelength of the THz beam. Each
layer of graphene is doped by a gate voltage Vg.

Background — We consider an electrically doped
graphene system with a positive gate voltage Vg. As
shown in Fig. 1a, the electron energy dispersion in
the conduction band is given by the Dirac spectrum,
≤p = vFp, where p ¥ |p| =

q
p2

x

+ p2
y

is the total momen-
tum, p ¥ (p

x

, p
y

), and vF ' c/300 if the Fermi velocity
with c the vacuum light speed. The Fermi energy ≤F can
be largely controlled by the voltage Vg perpendicularly
applied to the graphene-SiO2-Si multilayer (Fig. 1b).
The velocity operator for the quasi-electrons is given by
v ¥ rp≤p = vFp/p. The electron momentum distribu-
tion fp(r, t) in the collisionless approximation is solution
of the Boltzmann-Vlasov kinetic equation:

@
t

fp(r, t) + v ·rfp(r, t) + F ·rpfp(r, t) = 0, (1)

where r and t are respectively space and time co-
ordinates, and F ¥ °eE is the force due to the
electric field E(r, t) (e > 0 here and in the follow-
ing). Due to Jeans’ theorem [15], any function of the
constants of motion is a solution of the Boltzmann-
Vlasov equation, and assuming for simplicity homo-
geneity in the (x, y) plane (i.e. rfp = 0), an ex-
act solution of Eq. (1) is the Fermi-Dirac distribu-
tion at temperature T for negligible interband tran-

2

sitions, namely fp(t) = F
T

[p
x

° p0,x

(t), p
y

° p0,y

(t)],
where F

T

[p
x

, p
y

] ¥ [1 + exp {(≤p ° ≤F) /(kBT )}]°1, k
B

is
the Boltzmann constant, p0(t) ¥ °eA(t) is the electron
momentum transferred by the radiation field, A(t) =
°

R
E(t)dt is the vector potential, and ≤F corresponds

to an electron surface density ns ¥ ≤2F/(~2v2
Fº).

Calculation of total intraband current — The total
electric current is given by J ¥ ° gsgv

(2º~)2 e
R

vfpdp =
° gsgv

(2º~)2 evF

R
(p/p)F

T

[p ° p0(t)]dp, where gs = 2 and
gv = 2 are respectively the spin and valley degeneracy
factors. This gives the intraband current that is re-
sponsible for the strong THz nonlinearity of graphene,
as demonstrated by Mikhailov [12, 14].

More recently, Ishikawa [9] introduced Bloch-like equa-
tions deduced from the one-electron Dirac equation. In
his formalism, he starts from the Weyl equation for the
charged neutrino, iæµ@̃

µ

√ = 0, where @̃
µ

¥
°
v°1
F @

t

,r?
¢

is the pseudorelativistic derivative, r? ¥ (@
x

, @
y

), and
æµ ¥ (æ0,æ) is the Pauli matrices vector, and æ0 is
the 2 £ 2 identity matrix. Expanding into space and
time variables, this translates into the wave equation
for the electronic spinor with momentum p, which reads
i~@

t

√
p

= vF(æ · p)√ ¥ Ĥ0√p

, with the momentum op-
erator p ¥ °i~r?. The interacting theory is directly
implemented via the minimal substitution: i~@

t

√
p

=
vF

°
æ ·

£
p + e

c

A(t)
§¢

√
p

. Without loss of generality, we
can assume that the radiation field is polarized linearly

along the x direction, parallel to the graphene plane. The
Weyl equation for one electron is therefore

i~@
t

√
p

= vF

∑
0

°
p

x

+ e

c

A
¢
° ip

y°
p

x

+ e

c

A
¢

+ ip
y

0

∏
√

p

.

(2)
From Eq. (2), one can construct the single-electron cur-
rent J1,p ¥ °evF√†

p

æ√
p

for a given electronic momentum
p. Ishikawa [9] demonstrated that, for intraband transi-
tions only (n = °1 and Ω = 0 in the notation of Ref. [9]),
the single-electron intraband current reduce to

J1,p

=
°evFq

(p
x

+ eA)2 + p2
y

(p
x

+ eA, p
y

), (3)

and J = gsgv
(2º~)2

R
J1,p

F
T

[p
x

, p
y

]dp. This result agrees
with the Boltzmann-Vlasov equation approach given
above. It is important to note that, following Refs. [14],
the intraband current dominates the interband current
for photon energies ~! . ≤F and for kBT ø ≤F.

In this Letter, we report the first analytically calcu-
lation of the total macroscopic intraband current of a
single graphene layer of thickness d at low temperature
(T ! 0). The final result for the x component (i.e. the
only non-vanishing component of the two-dimensional
current) is given by

J2D(A) = °egsgvvF

(2º~)2
2|pF + eA|

3eA

Ω
(p2

F + e2A2)E+

µ
4eApF

(pF + eA)2

∂
° (pF ° eA)2E°

µ
4eApF

(pF + eA)2

∂æ
, (4)

where we have defined the elliptic integrals E±(x) ¥
E±(º

2 |x), with E±(µ|x) ¥
R

µ

0 (1° x sin2 µ)±1/2dµ.
By defining the dimensionless variable √ ¥ eA/pF,

where pF ¥ ≤F/vF is the Fermi momentum, and elec-
tric monochromatic fields are scaled with the reference

field E0 ¥ !≤F/(vFe). Fig. 2(a) shows the dimension-
less quantity j2D(√) ¥ J2D/jF (blue solid line) [where
jF ¥ °evFp2

F/(º~2) is the elementary Fermi current]
which in terms of the √ variable is given by

j2D(√) =
2

3√
|1 + √|

Ω
(1 + √2)E+

µ
4√

(1 + √)2

∂
° (√ ° 1)2E°

µ
4√

(1 + √)2

∂æ
, (5)

showing the strong intrinsic nonlinear behavior of
graphene layers when excited by THz radiation. Inter-
estingly, j2D(√) can be roughly approximated in sev-
eral ways, depending on the specific application. For
instance, a hyperbolic tangent function approximation,
j2D(√) ' tanh(√), is useful for several estimates, for

example in the calculation of the linear intraband con-
ductivity, giving the correct æintra = e2≤F/(º~2!) with
! being the radiation frequency. We note that the lat-
ter function has exactly the same asymptotic behavior of
j2D for √ ! 0 and √ !1. However the approximation
might fail for more precise estimates around the most
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From Eq. (2), one can construct the single-electron cur-
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for a given electronic momentum
p. Ishikawa [9] demonstrated that, for intraband transi-
tions only (n = °1 and Ω = 0 in the notation of Ref. [9]),
the single-electron intraband current reduce to
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]dp. This result agrees
with the Boltzmann-Vlasov equation approach given
above. It is important to note that, following Refs. [14],
the intraband current dominates the interband current
for photon energies ~! . ≤F and for kBT ø ≤F.

In this Letter, we report the first analytically calcu-
lation of the total macroscopic intraband current of a
single graphene layer of thickness d at low temperature
(T ! 0). The final result for the x component (i.e. the
only non-vanishing component of the two-dimensional
current) is given by
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By defining the dimensionless variable √ ¥ eA/pF,

where pF ¥ ≤F/vF is the Fermi momentum, and elec-
tric monochromatic fields are scaled with the reference

field E0 ¥ !≤F/(vFe). Fig. 2(a) shows the dimension-
less quantity j2D(√) ¥ J2D/jF (blue solid line) [where
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graphene layers when excited by THz radiation. Inter-
estingly, j2D(√) can be roughly approximated in sev-
eral ways, depending on the specific application. For
instance, a hyperbolic tangent function approximation,
j2D(√) ' tanh(√), is useful for several estimates, for

example in the calculation of the linear intraband con-
ductivity, giving the correct æintra = e2≤F/(º~2!) with
! being the radiation frequency. We note that the lat-
ter function has exactly the same asymptotic behavior of
j2D for √ ! 0 and √ !1. However the approximation
might fail for more precise estimates around the most
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FIG. 2: (a) Plot of the current j2D(√) (blue solid line), its
hyperbolic tangent approximation (black dashed-dotted line)
and its relativistic approximation (red dashed line). (b,c,d)
Plots of analytical intraband current j2D(t) when √(t) =
√0sech (t/t0) cos(5t/t0) (blue solid line), for √0 = 0.2, 1 and 3
respectively, corresponding to the three black dots in (a). The
lines for the tanh (black dashed-dotted) and the relativistic
(red dashed) approximations are also shown.

nonlinear region, namely √ = 1. Here, however, we pre-
fer to use the less precise but more tractable approxima-
tion j2D(√) ' √/

p
1 + √2, which shows also the pseudo-

relativistic nature of the optical nonlinearity treated here.
This expression will allow us to treat the transition from
real fields to envelopes in a straightforward way in the
framework of the paraxial approximation, since the Tay-
lor expansion of Eq. (5) does not work well due to its
fictitious singularity at √ = 0.

In Fig. 2(a) j2D(√) and its two approximated versions
are shown for comparison. In Figs. 2(b,c,d) we show the
analytically calculated current j2D(t) for an example of
pulsed excitation √(t) = √0sech (t/t0) cos(5t/t0), where
t0 is the pulse width, for diÆerent values of the light field
amplitude √0, showing the strong nonlinear temporal de-
pendence of the intraband current. Curves obtained by
using the tanh and the relativistic approximations above
are also shown for comparison.

A quick estimate of the third-order susceptibility ¬
(3)
gr is

given by expanding j2D in powers of √ up to the third or-
der: j2D ' √°√3/8, giving the nonlinear third order in-
traband current J

(3)
2D (E) = [eE/(2!pF)]3[evFp2

F/(º~2)] =
!≤0¬

(3)
gr E3. The order of magnitude of such susceptibil-

ity for a monochromatic wave is thus given by ¬
(3)
gr =

e4v2
F/(8º≤0~2!4≤Fd) ª 108÷1014¬

(3)
silica, depending on the

specific parameters used. Note that ¬
(3)
gr ª !°4, so the

intraband nonlinearity rapidly decreases when increasing
the frequency. This is consistent with the estimates given
by Mikhailov [12, 14]. Such estimates, although relevant
to retrieve the orders of magnitude involved, do not cap-
ture the full complexity of the nonlinearity, which is not
a simple Kerr nonlinearity. However, such a large third
order coe±cient places the graphene nonlinearity in the
same category of the resonant nonlinear eÆects, such as
two-level systems [16] or the excitonic nonlinearity [17],
but with the great advantage that the bandstructure of
graphene is always resonant to optical excitations.

Wave equation for a single graphene layer — The
equation that regulates light propagation in presence
of a single graphene layer is the conventional macro-
scopic wave equation c2≤0§A = J3D(A), where § ¥
(≤s/c2)@2

t

°r2, with ≤s is the substrate dielectric function
at the selected frequency !, and A(r, t) is the 3D vector
potential. The current circulates in a very thin layer of
thickness d ' 0.34 nm [18]. Thus we can model the 3D
current with a rectangular function, with the single layer
centered at z = 0: J3D(r, t) = J2D(x, y, t)R(z)/d, where
R(z) ¥ {sgn(z + d/2) + sgn(d/2° z)} /2, where sgn(x)
is the sign function, normalized like

R +1
°1 R(z)dz = d.

Average medium theory of graphene metamaterial —

In order to observe THz spatial solitons, we consider a
doped graphene metamaterial as shown in Fig. 1(b). The
system that we propose is a periodic multilayer based
on graphene-silica-silicon layers, with total thickness L
[see Fig. 1 (b)] where SiO2 and Si are both transpar-
ent for THz and optical frequencies [19]. Each graphene
layer is doped with an electronic density ns by applying
a gate voltage Vg. The size L of the elementary cell is
assumed to be much smaller than the incident monochro-
matic wavelength, L ø ∏. This means that we can use
an average medium approach by expanding the dimen-
sionless vector potential in its Fourier components ¡
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where k0 is the linear wavenumber, and z is the direction
perpendicular to the layers [see Fig. 1(b)]. By retain-
ing only the fundamental order in the Fourier expansion
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nonlinear region, namely √ = 1. Here, however, we pre-
fer to use the less precise but more tractable approxima-
tion j2D(√) ' √/

p
1 + √2, which shows also the pseudo-

relativistic nature of the optical nonlinearity treated here.
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pulsed excitation √(t) = √0sech (t/t0) cos(5t/t0), where
t0 is the pulse width, for diÆerent values of the light field
amplitude √0, showing the strong nonlinear temporal de-
pendence of the intraband current. Curves obtained by
using the tanh and the relativistic approximations above
are also shown for comparison.
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gr is

given by expanding j2D in powers of √ up to the third or-
der: j2D ' √°√3/8, giving the nonlinear third order in-
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specific parameters used. Note that ¬
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intraband nonlinearity rapidly decreases when increasing
the frequency. This is consistent with the estimates given
by Mikhailov [12, 14]. Such estimates, although relevant
to retrieve the orders of magnitude involved, do not cap-
ture the full complexity of the nonlinearity, which is not
a simple Kerr nonlinearity. However, such a large third
order coe±cient places the graphene nonlinearity in the
same category of the resonant nonlinear eÆects, such as
two-level systems [16] or the excitonic nonlinearity [17],
but with the great advantage that the bandstructure of
graphene is always resonant to optical excitations.

Wave equation for a single graphene layer — The
equation that regulates light propagation in presence
of a single graphene layer is the conventional macro-
scopic wave equation c2≤0§A = J3D(A), where § ¥
(≤s/c2)@2
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°r2, with ≤s is the substrate dielectric function
at the selected frequency !, and A(r, t) is the 3D vector
potential. The current circulates in a very thin layer of
thickness d ' 0.34 nm [18]. Thus we can model the 3D
current with a rectangular function, with the single layer
centered at z = 0: J3D(r, t) = J2D(x, y, t)R(z)/d, where
R(z) ¥ {sgn(z + d/2) + sgn(d/2° z)} /2, where sgn(x)
is the sign function, normalized like

R +1
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Average medium theory of graphene metamaterial —

In order to observe THz spatial solitons, we consider a
doped graphene metamaterial as shown in Fig. 1(b). The
system that we propose is a periodic multilayer based
on graphene-silica-silicon layers, with total thickness L
[see Fig. 1 (b)] where SiO2 and Si are both transpar-
ent for THz and optical frequencies [19]. Each graphene
layer is doped with an electronic density ns by applying
a gate voltage Vg. The size L of the elementary cell is
assumed to be much smaller than the incident monochro-
matic wavelength, L ø ∏. This means that we can use
an average medium approach by expanding the dimen-
sionless vector potential in its Fourier components ¡
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where k0 is the linear wavenumber, and z is the direction
perpendicular to the layers [see Fig. 1(b)]. By retain-
ing only the fundamental order in the Fourier expansion
(with ¡ ¥ ¡0), and after using the paraxial approxima-
tion for reducing the order of the z derivative, one ob-
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rent, namely j2D(¡) ' ¡/[
p

1 + |¡|2/2], inside Eq. (7).
Paraxial model and soliton solutions — After intro-

ducing the scalings (x, y) = x0(X,Y ), z = z0Z, x0 ¥
[º~2c2≤0≤sL/(e2≤F)]1/2, z0 ¥ 2k0x

2
0, k0 ¥

p
≤s!/c and

¥ ¥ ¡/
p

2, one obtains the paraxial equation:

i@
Z

¥ + (@2
X

+ @2
Y

)¥ ° ¥p
1 + |¥|2

= 0 (8)

For instance, for typical parameters !/(2º) = 20 THz,
≤s ' 4.5 [20], L ' 2 µm and ns ' 5£ 1012 cm°2, one has
≤F ' 259 meV, x0 ' 15 µm and z0 ' 415 µm. The
scaling for the electric field is E0 ¥ !≤F/(vFe) ' 30
MW/cm2. For the above parameters the room temper-
ature is a good approximation of the above results ob-
tained for T = 0, since kBT ' 25 meV ø ≤

F

.
Passing to cylindrical coordinates one must solve the

following ODE:

d2¥(R)
dR2

+
1
R

d¥(R)
dR

°
"
q +

1p
1 + ¥(R)2

#
¥(R) = 0, (9)

where q is a nonlinear wavenumber, and R ¥
p

X2 + Y 2

is the dimensionless radius, in units of x0. Solutions of
Eq. (9) are Townes-like solitons (see Refs. [21–24]) with a
rather unconventional relativistic nonlinearity, which are
stable in the sense of the Vakhitov-Kolokolov criterion
due to the saturable type of the nonlinearity [25]. Some
fundamental and higher-order soliton profiles are shown
in Fig. 3 for diÆerent values of q.

Conclusions — We proposed an electrically tunable
metamaterial based on graphene-silicon-silica multilay-
ers. We calculated the intraband current of doped

graphene analytically, which dominates the electron dy-
namics for THz excitations. Finally, stable Townes-like
spatial solitary waves have been found to propagate in
the longitudinal direction for realistic parameters. These
results pave the way of a more extensive analysis of the
mathematical structure and the physical content of the
graphene Bloch equations for useful nonlinear optical ap-
plications. Our theoretical approach is not restricted to
graphene, but can be applied to all materials exhibiting
a conical dispersion supporting massless Dirac fermions
(for instance HgTe [26]).
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Theoretical models
• Semiconductor Bloch 

equations adapted to the 
conical dispersion

• Collection of two-level systems, coupled 
by the Coulomb interactions 

• Time-consuming but allegedly precise
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Figure S5. Excitation processes responsible for absorption of 
light in graphene. Electrons from the valence band (blue) are 
excited into empty states in the conduction band (red) with 
conserving their momentum and gaining the energy E= =Z.
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Relaxation times

• Relaxation times vary 
enormously depending on the 
substrate or the suspension 

• There is a strong electronic 
interaction with the substrate
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FIG. 1. (Color online) Transient differential transmission spectra 
for the graphene suspensions as a function of probe delay in the 
degenerate pump-probe experiment at 790 nm (1.57 eV): (a) G-
DMF, (b) G-THF, (c) G-H2O and (d) GO. The solid lines are fits to 
bi-exponentially decaying functions convoluted with the cross 
correlation of the pump and probe pulses. 

 
graphene in DMF (G-DMF) and in THF (G-THF) was ~250 
Pg/ml. 100 Pl of each sample was taken in a 1 mm optical 
path length quartz cuvette to be used in the pump-probe and 
Z-scan experiments. The measured values of the linear 
absorption coefficient of the suspensions are given in Table 
2. We have used a Ti:sapphire regenerative femtosecond 
amplifier system (50 fs, 790 nm, 1 kHz, Spitfire, Spectra 
physics). The pulse-width in our experiments was ~80 fs at 
the sample point measured by cross-correlation in a thin 
BBO crystal. In the pump-probe experiments, the pump 
pulse intensity was fixed at ~2.0 GW/cm2 and probe was 
fixed at ~0.17 GW/cm2. The polarizations of the two pulses 
were kept orthogonal to each other and a polarizer crossed 
with the pump polarization was placed before the detector to 
avoid any pump scattering. The pump beam was modulated 
at ~383 Hz with the help of a chopper and the change in 
probe transmitted intensity was measured with a lock-in 
amplifier. In the Z-scan experiments, a focusing lens was 
used to achieve a continuous variation of intensity across the 
focal point (diameter 50 Pm) changing from a value as low 
as ~4.0x105 W/cm2 (far away from the focal point) to a 
value as high as ~1.6x1010 W/cm2 (at the focal point). 
 
TABLE I. Parameters obtained from the transient differential 
transmission spectra of the graphene suspensions. 
 

Sample S ȕ (cm/W) W1 (fs) W2 (ps) 

G-DMF 
G-THF 
G-H2O 

GO 

5.8x10-4 
9.3x10-4 
11.3x10-4 
7.1x10-4 

1.2x10-8 
1.9x10-8 
9.4x10-8 
4.4x10-8 

130 
220 
215 
330 

3.75 
4.75 
3.55 
4.85 

Transient differential transmission spectra ('T(t)/T) of 
the four suspensions G-DMF, G-THF, G-H2O and GO are 
presented in Fig. 1. Here 'T(t) is the time dependent change 
in probe transmission, induced by the pump at time t after 
the pump excitation and T is the probe transmission in the 
absence of the pump. At t = 0, i.e. immediately after the 
pump excitation, the transmission rapidly increases and then 
recovers in two distinct time scales, the fast time constant 
arising from the intraband carrier-carrier scattering and the 
slow one in terms of carrier-phonon scattering processes [3-
5,15]. Our data are fitted (solid lines in Fig. 1) using a bi-
exponentially decaying function, 'T(t)/T = A1exp(-t/W1) + 
A2exp(-t/W2), convoluted with the cross-correlation of the 
pump and probe pulses. The parameters are given in Table 
1. The faster time constant (W1) is as small as 130 fs for G-
DMF and the slower one (W2) is as large as 4.85 ps for GO. 
The major contribution (>60%) to the recovery of the 
differential transmission signal is due to the fast component. 
The time constants for GO (Fig. 1d) are ~ 330 fs and 4.85 ps 
which should be compared with ~215 fs and 3.55 ps for G-
H2O (Fig. 1c). A larger value of W1 associated with the 
intraband carrier-carrier scattering in GO as compared to 
that in G-H2O can arise because the carrier density in GO is 
much smaller than in G-H2O as reflected in the ratio of the 
electrical resistance of the two samples (RGO/RG-H2O ~ 103). 
Similar reasoning will justify the smaller W2 associated with 
the carrier-phonon scattering processes [4] for G-H2O. We 
note that for our graphene suspensions, W2 is in the range of 
3.5 to 4.9 ps, much larger as compared to the graphene 
layers on a substrate: ~1.4 ps for 6 layered graphene on SiC 
[3] and ~2.5 ps for single layer of graphene on SiO2/Si [5]. 
This difference can arise due to the absence of scattering of 
the carriers at the graphene-substrate interface. 

 
FIG. 2. Open aperture Z-scan data of the graphene suspensions: (a) 
G-DMF, (b) G-THF, (c) G-H2O and (d) GO. The solid lines are the 
theoretical fits. 

 



Ishikawa’s equations

• No Coulomb interactions are 
accounted for

In conclusion, the time-dependent Dirac equation for
massless Dirac fermions can be transformed into a set of
extended optical Bloch equations, which are equivalent with
the TDDE for a single electron and, at the same time, pro-
vide us with clear physical insights, consistently describing
the interplay of the intraband and interband temporal dynam-
ics. We have found that, if the component of the electron
momentum perpendicular to the field polarization !py in this
study" is much smaller than eA0, the interband transition is
significantly enhanced when the instantaneous momentum
px+eA!t" changes its sign. The transition is nonresonant and
proceeds within a fraction of optical cycle. Especially for
py =0, instantaneous and complete population transfer takes
place at the Dirac point. At the single-electron level, the en-

hanced interband dynamics relaxes abrupt change in current
which would be expected from pure intraband dynamics. Af-
ter integrating over the Fermi-Dirac distribution, this leads to
increase in charge carriers, which reduces nonlinearity in the
electric current. Nevertheless, graphene is still expected to
show nonlinear optical response such as harmonic genera-
tion. It will be straightforward to introduce additional effects
such as relaxation and dephasing in the present model
!EOBEs", which will be a subject of our next research. Time-
domain approaches such as presented here will be increas-
ingly important, in view of recent progress in few-cycle op-
tical pulse technique.9,10
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FIG. 5. !Color online" Carrier occupation distribution calculated
by switching #!a" and !b"$ off and #!c" and !d"$ on the interband
transitions. !a" and !c" are for the moment labeled as A in Fig. 4 and
!b" and !d" for B.
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Ishikawa’s equations
Biancalana 2015

• SBEs are not adequate to 
describe short pulses 
interacting with graphene 

• Even long pulses “feel” the 
Dirac point 

• The differences are very often 
dramatic



Coulomb interactions in graphene ?!
• Coulomb interactions should 

spoil the law of universal 
absorption 

• Several works predict the 
renormalisation of the Fermi 
velocity near the Dirac point, 
when doping is present 

• Without doping, Coulomb 
interactions seem to be 
irrelevant!
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FIG. 12 (Color online) Exact evaluation of the RPA equations
for (a) the quasiparticle residue, and (b) the Fermi velocity.
On the horizontal axis f is defined as f ≡ Nα. Λ is in units
of kF . Values of Λ from ∼ 102 to 101 correspond to density
n from n ∼ 1011cm−2 to n ∼ 1013cm−2 (while Λ ∼ 103 is
ultra low density n ∼ 109cm−2). The values of Λ (in units
of kF ) can be converted into density n via: Λ/kF ≈ 220/

√
ñ,

ñ = n/(1010cm−2). The curves labeled 2DES refer to the
case of 2DEG with parabolic bands, where f =

√
2rs, and

rs ∼ 1/
√
n. From (Polini et al., 2007).

such as Eqs. (3.33),(3.34) are readily reproduced. The
RPA results are shown in Fig. 12, and exhibit the natu-
ral density dependence tendency, i.e. the strongest renor-
malization occurs at the lowest densities. Similar RPA
results have been obtained by Das Sarma et al., 2007.
A significant velocity enhancement was observed in the

infrared conductivity (Li et al., 2008), which reported
around 15% increase of the Fermi velocity, having value
as high as v∗ ≈ 1.25 × 106m/s at the lowest densities
(compared to v ≈ 1.1 × 106m/s at higher density). The
system is at a finite Fermi energy µ ≈ 0.2eV. However
the velocity renormalization is not logarithmic, and it is
not clear what is the origin of this effect.
A recent study of suspended graphene which measures

the cyclotron mass (Elias et al., 2011) has detected sig-
nificant logarithmic renormalization of the Fermi veloc-
ity, having the high value v∗ ≈ 3× 106m/s at the lowest
densities n < 1010cm−2, almost three times the value
at high density (n > 4 × 1011cm−2), Fig. 13(a). The

(a) (b)

FIG. 13 (Color online) (a) Density dependence of the velocity
for suspended graphene, from (Elias et al., 2011). The solid
line is the result of RG treatment within RPA (Eq. (3.27)).
(b) Reshaping of the Dirac cone due to the interaction-driven
renormalization (increase) of the Fermi velocity at low mo-
menta. The outer cone represents the linear Dirac spectrum
without many-body effects.

logarithmic renormalization of the velocity predicted by
theory fits the data fairly well, and thus offers a direct
proof that the Dirac cones can be reshaped by long-range
electron-electron interactions near the Dirac point, as
schematically shown in Fig. 13(b). Finally, ARPES mea-
surements of quasi-freestanding graphene grown on the
carbon face of SiC have also detected logarithmic velocity
renormalization (Siegel et al., 2011).

3. Quasiparticle lifetime

The inverse quasiparticle lifetime (decay rate) due
to electron-electron interactions, 1/τee, is an important
quantity which is relevant to many properties of graphene
(and Fermi systems in general). In particular the depen-
dence of 1/τee on energy (or temperature) determines
the importance of the electron-electron interaction con-
tribution, relative to other processes, to transport, and
interpretation of spectroscopic features, such as ARPES.
The decay rate is determined by the imaginary part of

the self-energy, ImΣ(k,ω). The first diagram which has
energy dependence, and thus a non-zero imaginary part,
is the one bubble diagram of Fig. 7(b), whose real part
is given by Eq. (3.16), i.e. behaves as in Eq. (3.19) at
low energies. We can therefore deduce, for energies and
momenta close to the mass shell (González et al., 1996),

ImΣ(2b)(k,ω) ∼ α2θ(ω − vk) ω, ω ≈ vk , (3.37)

i.e. the decay rate is linear in energy. In addition, there
is an on-shell (“light cone”, ω = vk) discontinuity, where
the rate experiences a jump. This on-shell behavior is
due to the fact that, for ω < vk, there is no phase space
available for virtual interband particle-hole excitations
(see Fig. 5), whereas such excitations are possible for
ω > vk.



Z-scan measurements (Heriot-Watt)
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Sound waves in graphene

• Transverse and Flexural phonons = 3 branches like in 3D 

• Described by General Relativity !! 

• Can graphene phonons be described by 2D quantum gravity?

M. Vozmediano



Curvature in graphene
Physical origin of the curvature 

•! Elastic fluctuations  (very unlikely). 

•! Interaction with the substrate –observed, 
but ripples are also observed in suspended 
samples-. 

•! Topological defects. The only way to 
introduce curvature in 2D. 

    Present in previous graphene-like structures (nanotubes,  
      fullerenes and bombarded graphite). 



Topological defects

Pentagon: induces positive curvature 

Heptagon: induces negative curvature 

The combination of a pentagon and  
an heptagon at short distances can be 
seen as a dislocation of the lattice.  

Topological defects are formed  
by  replacing  a  hexagon by a 
n-sided polygon 

Topological defects 

The most common defects in nanotubes 
are made by pentagons, heptagons, and 
pairs of them (Stone-Wales defects) 

Images: C. Ewels 

Construction of topological 
defects 

Pentagon 

Square 

Odd-membered rings frustrate  
the sublattice structure 



Observation of topological 
defects in graphene 

In situ of defect formation in single graphene 
layers by high-resolution TEM. 

Vacancies 
Ad-atoms 
Edges 
Topological defects 

Defects must be present in all 
graphene samples and have a strong  
influence on the electronic properties 

Nature 430 (2004) 



Fermions in curved space

Dirac in curved space 

We can include curvature effects by coupling the Dirac equation  
to a curved space 
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Generate r-dependent Dirac matrices and  
an effective “gauge” field. 



Modeling ripples in flat samples  
with topological defetcs 

Use an equal number of 5 and 7 rings 



Photonic graphene
• Arrays of waveguides arranged with the 

honeycomb structure 

• Mechanical strain can be applied
Fig. 1 
 

 
 
Caption:  
 
(a) Schematic image of honeycomb photonic lattice (array of waveguides), with the three 
principal edge terminations thereof: bearded, zig-zag and armchair edges. (b) Bulk band 
structure of photonic graphene, namely propagation constant (β) vs. transverse Bloch 
wavevector, in the nearest-neighbor-coupling tight binding limit, exhibiting Dirac points 
at the Brillouin zone corners. (c) Edge band structure of photonic graphene in the same 
limit.  The bulk bands (blue) are eigenstates projected (from (b)) into the edge band 
structure, whereas the states residing on the bearded and zig-zag (“zz”) states (red and 
green, respectively) are intrinsic to the edges.       
 
 
 
 
 
 
 
 
 
 
 
 

A. Szameit



Artificial magnetic fields
• Strain-induced artificial gauge fields - and Landau levels

Bloch wavevector !! , !! .  Note that the first and second bands intersect at the Dirac 

cones (one of which is indicated by an arrow), which reside at the vertices of the 

Brillouin zone.  

 
 

 

 

 

Figure 2. (a) Schematic depiction of a Dirac cone in the spectrum of the unstrained 

honeycomb photonic lattice.  (b) The Dirac cone splits into Landau levels, with  

!
!!
= ±√! where N=0,1,2,…, upon straining the system as described in the text.  (c) The 

numerically-computed eigenvalues plotted in ascending order in the region near the Dirac 



Edge states

point for the unstrained lattice. Inset: a circular section of the lattice.  (d) Numerically-

computed eigenvalues for the strained system in the Dirac region, as specified in the text.  

Inset: the effect of the strain on the section of the honeycomb lattice shown in (c).  Clear 

Landau levels emerge in the spectrum as a result of the strain (labeled ‘LL’), with edge 

states lying in between them.  The calculations for (c) and (d) employ 9600 waveguides. 

The strain in (d) is given by q = 0.0015a-1. 

 

 

 
 

Figure 3. Experimental and simulation results for increasing strain. Top row: microscope 

images of the input facet of the lattice. The yellow arrow marks the waveguide into which 

the input light beam is launched. This waveguide resides at the armchair edge, which has 

no edge states. Center row: simulation results showing the intensity profile at the output 

A. Szameit



Conclusions

• Graphene has potentially 
important practical 
applications 

• Test-bed for QFT, particle 
physics, gravity, biophysics 
and who knows what else 

• Interesting nonlinear optical 
properties, solitons, high-
harmonic generation and four-
wave mixing


