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Top mass: challenges in definition and determination



M=P₀
P=(M,0,0,0) top → leptons and hadrons

Σ (|p|, p)̅ → (M,0,0,0)

P(top) = Σᵢ pᵢ  i={leptons & hadrons}

conservation of 4-momentum
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Σ (|p|, p)̅ → (M,0,0,0)
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• isolated colored particle

conservation of 4-momentum

The truth is that the mass of particle exceeds this intuition. 
It is like the measurement of a coupling in the Lagrangian



M=P₀
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The truth is that the mass of particle exceeds this intuition. 
It is like the measurement of a coupling in the Lagrangian

Obs(mtop,g₃, …)



Which observable?



Matrix Element Methods
(you assume the full Lagrangian 

and the full transfer function from L to experiment)

Kinematic Methods
(4-momentum conservation)

Dynamic Methods
(educated guesses on energetics, quantum numbers, …)

(invariant mass peak or end-point)

(phase-space opening, Razor)
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Polarization and angular distributions in the decay sequence t~b8'+, 8'+~l v& are discussed for
the standard model. Top quarks from e+e ~tt are predicted to have large polarization but, even if
not, the parity-violating effects in this decay chain are large and will test closely the detailed spin struc-
ture of the electroweak interactions involving the top quark. A means of analyzing tt decays following tt
production in hadronic interactions is developed, leading to an illuminating construction. Its applica-
tion is illustrated by the analysis of the candidate for top-antitop pair creation in pp collisions found by
the Collider Detector at Fermilab (CDF) at 1.8 TeV center-of-mass energy. If this is really tt production,
then the top-quark mass would be 125 &&

GeV/c'.

PACS number(s): 14.80.Dq, 13.20.Jf, 13.88.+e

I. INTRODUCTION

The heavy quarks Q =c, b, and t have important indi-
vidual differences in physics. This is particularly evident
in their polarization phenomena. In two earlier papers
[1,2], we have discussed the polarization properties of c
and b jets, finding that the usual hadronization processes
effectively depolarize the heavy quark Q ( =c or b) since
it always reaches the 0 state of (u, Q ), (d, Q ), or (s, Q )
before the quark Q decays. For c jets we were able to find
a mechanism by which some effects characteristic of Q
polarization might show up in (m.D ) final states with mass
=m(D'), but we showed that there were good reasons
why even this effect could be only rather small (certainly
less than 10 ). For b jets this mechanism was not a real
possibility either, the reason being that the y rays emitted
in the dominant 8' decay mode 8*~By are swamped
by a general background of y rays from other sources
(especially m. ~yy decays) in the same jet. However, for
the processes e+e ~cc~D'D*X, a strong polarization
correlation was predicted for the D*D* anal states,
which should be verifiable when adequate statistics be-
come available. For the processes e+e ~88*X,a simi-
lar effect was predicted, but the practical difficulties
against its observation and measurement appeared quite
overwhelming.
The situation is quite different for t and t quarks. It is

now known empirically [3] that the top quark t is very
heavy, more than 89 GeV/c . Indirect theoretical argu-
ments [4], based on higher-order corrections with the
standard model, suggest that its mass may be substantial-
ly higher than this lower limit, most likely in the region
of 150+30 GeV/c . In this situation its dominant decay
process will be

GeV/c, through the electroweak interactions, as many
authors have noted [5,6]. Since the U,t, element of the
Kobayashi-Maskawa matrix is essentially unity, certainly
to the accuracy needed here, this lifetime can be predict-
ed rather reliably for given mass m„and the values ob-
tained are shown in Fig. 1 as a function of m„ following
the calculation of Gilman and Kauffman [7]. These
values represent upper limits on the total lifetime ~„
since it is not excluded that t may have additional decay
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where 8 denotes the electroweak boson of mass 80.6(4) FIG. 1. Total top-quark lifetime as a function of its mass m, .
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I -b =2685, (4.10a)

leading to m, & 109.2 GeV/c . For the (b jet, i ) system,
the corresponding inequality happens to be a little
stronger, the result being

and C' will not lie on the same plane), resulting from the
uncertainties in the experimental measurements. If the
intersection were found to correspond to differing values
for m, and m, or if the rings C and C' turned out not to
intersect, the conclusion would have to be that the e+e
annihilation event under study was not of the type ( t + t ).
(b) Proton ant-iproton collider The situation here is

more complicated, because the tt rest frame is not known.
There are more parameters needed to fit the net (t+t )

event, and the conclusion reached can only be assessed in
terms of likelihood. The construction of Fig. 5 can be
used for the analysis of the (b jet, 1+) and (b jet, l )

configurations resulting from the t and t decays separate-
ly, as discussed for the case of e+e ~tt above. For
each system there will be many fits, each fit being charac-
terized by two parameters, (E,ri) for a t quark and (E,r7)
for a t quark. E (E) gives the energy of the quark (anti-
quark) in the laboratory frame and therefore the ring
MXN (MXN) in Fig. 5 on which the corresponding point
X (X) is located; g (ri) gives the angle MCX, as shown in
Fig. 5, thus locating the point X (X) uniquely. For each
fit (E, r)) or (E,ri), the momentum of the quark or anti-
quark is definite, so that each fit requires a definite mass
value m, or m, .
We shall discuss the procedure to be followed, by using

the physical parameters reported [12] for the one candi-
date (t+t) production event found by the Collider
Detector at Fermilab (CDF) group, given in Table I.
(i) As remarked above, it is always possible to give a

definite lower limit on m, . For the (b jet, 1+) system, Eq.
(A3) and inequality (A8) lead to the result

for (b jet, i ) by requiring (a) that the two fits give the
same mass, and (b) that the net transverse momentum
for the two fits is not unreasonably large, namely,

1(p, )„.„,+ (p-, )„,„,i ~p, (4.11)

where we have chosen the limit p =0.1m, . Abe et al.
[13] have discussed the generation of transverse momen-
tum for partons and jets by gluon emission from the ini-
tial interacting partons, finding a distribution function
roughly Gaussian with mean transverse moment of
14%—21%%uo of the outgoing-jet transverse energy. This
scales up the result of about 5 GeV/c at the energy of the
CERN collider [14].
For an assumed top-quark mass nt, (+0.5 GeV/c ), we

have laid out a four-dimensional grid, for E and E in
steps of 1.0 and 2.0 GeV, respectively, and for g and g in
steps of 5'. We tested every point on the grid, requiring
the computer to register those points for which condition
(4.11) was satisfied with p =0.1rn, . The acceptable points
in the grid clustered in groups, some with particularly
low values for p„,„,. Typical parameter sets, with the
lowest values for p„,„„have been collected together in
Table II, for a series of top-quark mass values. Most of
these groups belong to an evolving cluster, varying con-
tinuously as m, increases. The energies E and E required
increase as m, increases. Although each configuration (b
jet, l+) and (b jet, l ) can be fitted for arbitrarily large m,
and m„so that the requirement that m, =m, can always
be met, the quantities which are not input, such as E, E,
and (p, )„,„„become unreasonably large, requiring rather
precise values selected to fit the small input quantities; for
example, the condition (4.11) then becomes difficult to
meet.
Next, we consider the longitudinal momenta deduced

for t and t in these pairwise fits. Assuming the fundamen-
tal creation process

l b=2770, (4.10b) parton+ antiparton —+t +t, (4. 12)

leading to m-, ~ 110.0 GeV/c .
(ii) A single configuration (bjet, I ) can be fitted for ar-

bitrarily large m„but the appropriate value for E is then
correspondingly large. The configuration of the decay se-
quence, in the top-quark rest frame, has to be corre-
spondingly special, such as to give these low values for pb
and p& and, therefore, less and less reasonable.
(iii) Now we combine the fits for (b jet, l ) with those

we can deduce uniquely x and x for the initial parton and
antiparton, and the values obtained are also entered in
Table II. We note that the values x and x are not small.
With the Tevatron energy of 1.8 TeV and if this one
event we are discussing is really due to tt production and
decay, it is apparent that this event is most probably gen-
erated by the valence quarks q„of the proton interacting
with the valence antiquarks q, of the antiproton. Since a

TABLE I. Measurements by CDF of their "tt candidate" event [12], specified in the laboratory frame, and the proposed
identifications (id. ) for the leptons and jets observed. E„,„, denotes "transverse energy, "while ii and P denote the pseudorapidity and
azimuthal angle in each case.

e
b jet
p
p
jet

px
(GeV/e)
—21.18
18~ 71—0.62—1.03

py
(GeV/c)

23.61—6.27—43.69
7.94
8.86

pz
(Gev/e)
—28.56
25.25—38.64—28.74
—70.12

(GeV)

42.68
33.26
58.33
29.83
70.73

+trans
(GeV)

31.72
19.73
42.54
7.58

—0.81
1.07—0.80—1.96
—2.76

(rad)

2.30
5.96
4.70
1.70
1.49

1d.

b(t
b(t

Top mass from one event



Status
• precision is systematics limited (JES, …, hadronization)

measurement at ≲0.5%! ⇒ precision QCD

The strength of the future LHC top mass measurement will build on the diversity of methods 
⇒ not very useful to talk about “single best measurement”



Ideal situation 9
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Figure 1: Projection of the top-quark-mass precision obtained with different measurement
methods, for various integrated luminosities.

The conventional methods, based on the invariant mass of the decay products, are limited by
the understanding of b-jet energy scale, but their superior statistical sensitivity allows to fit JES
and b-JES scale factors in-situ, study the top-quark-mass observable as a function of relevant
kinematic event variables, and restrict the measurement to regions of phase space where the
modeling is expected to be understood best. The estimated potential ultimate precision for this
method is 0.2 GeV, the same order of magnitude as LQCD.

Methods like the Lxy, J/y and endpoint techniques are all promising and useful alternative
approaches but in the end they will all be limited by the understanding of the b-jet energy scale
or other aspects of b-jet fragmentation modeling. While it is hard to predict quantitatively, we
estimate the potential sensitivity to lie in the range 0.4-0.6 GeV for the various methods.

A combination of results in different channels, from different data taking periods, experiments
and using different methods with partly correlated systematics can further improve the pre-
cision. This will however require a good understanding of the correlations, far beyond our
current knowledge. A summary for the expected contribution from the main systematic uncer-
tainties to each method is shown in Fig. 2.

To fully profit from a measurement of this precision, important advances in theoretical inter-
pretation of the results are also imperative.

The extraction of the top-quark mass from the measured cross-section is a useful complemen-
tary cross-check but it is not expected to yield a result better than 1-2 GeV, limited by the un-
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Lxy decay length 
• B-hadron life-time - Lxy hep-ex/0501043

larger top mass ⇒  
⇒ large B hadron momentum ⇒ 

 ⇒ larger lab-frame life-time

CMS-PAS-TOP-12-030

mt = 173.5 ± 1.5stat ± 1.3syst ± 2.6pT (t)GeV 

dependence on the dynamics (e.g. production of top at LHC)

















































































Lxy decay length 
• B-hadron life-time - Lxy hep-ex/0501043

larger top mass ⇒  
⇒ large B hadron momentum ⇒ 

 ⇒ larger lab-frame life-time

larger top momentum ⇒  
⇒ large B hadron momentum ⇒ 

 ⇒ larger lab-frame life-time

CMS-PAS-TOP-12-030

mt = 173.5 ± 1.5stat ± 1.3syst ± 2.6pT (t)GeV 
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Figure 2: Distribution of the leading top quark (left) and of tt quantities (right) as obtained from
the kinematic reconstruction. The top row shows the transverse momenta, and the bottom row
shows the rapidities. The normalisation of the Z/g⇤+jets background is determined from data
(cf. Section 3).

dependence on the dynamics (e.g. production of top at LHC)



Dynamic Measurements

• |O〉= B : B-hadron life-time - Lxy hep-ex/0501043  CMS-PAS-TOP-12-030 

• |O〉= ℓ : Leptonic Mellin moments  1407.2763 
• |O〉= b+ℓ : shape of m(b,l) CMS-PAS-TOP-14-014 

• |O〉= 3ℓ : shape of m(J/ψ→ℓℓ ,l)  hep-ph/9912320 
• |O〉= ℓbbjj+j : dσ/d1/s(ttj) 1303.6415 ATLAS-CONF-2014-053















































































complexity



Kinematic Methods



• fewer assumptions  
(just 4-momentum conservation) 

• valid in case of new physics  
(we hope top quark is sensitive to new physics) 

• uncertainties are easier to understand 

• no longer limited by statistics  
(LHC=top factory) 

• cannot be 1-loop precise ⇒ dynamics  
(loop=Lagrangian=beyond kinematics)

Kinematic Methods



Kinematic measurements

• |O〉= b+ℓ : end-point of m(b,l) CMS-TOP-11-027 
• |O〉= 3ℓ : end-point of m(J/ψ→ℓℓ ,l)  hep-ph/9912320 
• |O〉= ℓbbjj+j : end-point of mT2 0801.5576 CMS-TOP-11-027





























































































































































• ℓbbjj(+j) : kinematic fit 1209.0772, CMS-PAS-TOP-14-001

• |O〉= b or B : peak of dσ/dEb 1209.0772 
• |O〉= ℓ : weighted average of Eℓ 1405.2395

sub-systems

single-particle

top reconstruction

complexity



To reconstruct or not to 
reconstruct?





























































































































































need (not) to define the top

does (not) distinguish where  
the final state came from (t, t*, bW, bWg, bqqg)

might (not) depend on the production mechanism
…



CMS Ideogram (1209.2319)

most precise number about mtop today (0.7 GeV CMS-PAS-TOP-14-001)
pp→ℓν bb jj

inputs: 4-momenta of ℓ, 2b,2j and mET vector 

χ² goodness of fit  
as criterion to  
discard/weight  
the kinematics
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Figure 1: Reconstructed masses of (a) the W bosons decaying to qq pairs and (b) the corre-
sponding top quarks, prior to the kinematic fitting to the tt hypothesis. (c) and (d) show, respec-
tively, the reconstructed W-boson masses and the fitted top-quark masses after the goodness-
of-fit selection and the weighting by Pgof. The distributions are normalized to the theoretical
predictions described in Refs. [17–19]. The uncertainty on the predicted tt cross section is indi-
cated by the hatched area. The top-quark mass assumed in the simulation is 172.5 GeV.
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Figure 1: Reconstructed masses of (a) the W bosons decaying to qq pairs and (b) the corre-
sponding top quarks, prior to the kinematic fitting to the tt hypothesis. (c) and (d) show, respec-
tively, the reconstructed W-boson masses and the fitted top-quark masses after the goodness-
of-fit selection and the weighting by Pgof. The distributions are normalized to the theoretical
predictions described in Refs. [17–19]. The uncertainty on the predicted tt cross section is indi-
cated by the hatched area. The top-quark mass assumed in the simulation is 172.5 GeV.

kinematic fit to “match” events on the pp→ tt→̅ ℓν bb jj 















































































LO picture all over the places



To reconstruct or not to 
reconstruct?

top quark reconstruction is entangled with some picture of the kinematics (fixed order?)











































































































































































































































NLO+PS in 1412.1828



Kinematic End-points (mT2, mbℓ)
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Figure 8: Simultaneous fits to m2
n, MW , and Mt with 4.98 fb�1 of data. The red line is in all cases

the full fit while the blue and green curves are for the background and signal shapes, respec-
tively. Top Row: unconstrained fit; Middle Row: singly-constrained fit; Bottom Row: doubly-
constrained fit. The inset shows a zoom of the tail region in Mb` for the doubly-constrained
case to illustrate the level of agreement between the background shape and the data points.

Mtop =173.9±0.9(stat)±1.8(syst) GeV
CMS-PAS-TOP-11-027

On-shell (LO) constraints



Kinematic End-points (mT2, mbℓ)
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Figure 8: Simultaneous fits to m2
n, MW , and Mt with 4.98 fb�1 of data. The red line is in all cases

the full fit while the blue and green curves are for the background and signal shapes, respec-
tively. Top Row: unconstrained fit; Middle Row: singly-constrained fit; Bottom Row: doubly-
constrained fit. The inset shows a zoom of the tail region in Mb` for the doubly-constrained
case to illustrate the level of agreement between the background shape and the data points.
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case to illustrate the level of agreement between the background shape and the data points.
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width 
effects



New physics effect on mbℓ

t̃→ b χ⁺ → bℓνχ⁰

δmtop ≲ 1 GeV if t̃, χ⁺, χ are not excluded in direct searches



for any top boost distribution                  the peak:




























































































































































Energy peaks
























































































There is no difference when the b-mass is taken 
into account provided 

• is the same as in the rest frame

• encodes invariant

γtop < 2

(

E∗

daughter

mdaughter

)2

− 1 ⇒

{

γtop < 500 for b

γtop < 2.4 for W

1

1209.0772



How special is this invariance?
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The sensitivity to the boost distribution is the key

Shape changes, peak doesn’t! Shape changes, peak does too



New physics in the top sample











As long as it gives real and unpolarized tops  
new physics does not change the result
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Proof of the concept: 5/fb LHC 7 TeV

b-jet energy

2-parameters fit: peak position, width of the distribution

message: LO effects are well under control 

100 pseudo-experiments from MadGraph5+Pythia6.4+Delphes (ATLAS-2012-097)

Detector-level

→ CMS at work!

(LO+PS)

mtop=173.1 ± 2.5 GeV (stat)



1209.0772 - Agashe, RF, and Kim

ÊÊÊÊÊÊ

Ê

Ê

Ê
Ê

Ê
ÊÊ
Ê

Ê

Ê

Ê

Ê

Ê

Ê
Ê

Ê
Ê

Ê

Ê

Ê
Ê
Ê
Ê

Ê
Ê
Ê
Ê

Ê

Ê

Ê

Ê
Ê

Ê

Ê

Ê
Ê

ÊÊÊ

Ê

ÊÊ

Ê

Ê

Ê

Ê

Ê

Ê
Ê

Ê
ÊÊ
Ê

Ê

Ê

Ê

Ê

Ê

Ê
Ê

Ê
Ê

Ê

Ê

Ê
Ê
Ê
Ê

Ê
Ê
Ê
Ê

Ê

Ê

Ê

Ê

0 50 100 150 200
0

20

40

60

80

100

Eb @GeVD

Ev
en
ts
ê4G

eV

mtop=172.6±2.8

c2êdof=1. dof=28

1209.0772

Proof of the concept: 5/fb LHC 7 TeV

b-jet energy

2-parameters fit: peak position, width of the distribution

message: LO effects are well under control 

100 pseudo-experiments from MadGraph5+Pythia6.4+Delphes (ATLAS-2012-097)

Detector-level

→ CMS at work!

(LO+PS)

mtop=173.1(1±α/π)± 2.5 GeV (stat)



Peak shift at NLO



Peak shift at NLO

ΔTH=BR(t→bWg)/BR(t→bW)≃0.05















































































hard glue Br

pT>30 GeV 
dR>0.2 0.061

pT>30 GeV 
dR>0.4 0.043

pT>20 GeV 
dR>0.2 0.10

pT>20 GeV 
dR>0.4 0.074

BR(t→bWg)  
MadGraph5@LO

















































































decay NLO sensitive to the scale choice: ±1 GeV on mtop

NLO: production & decay 
(MCFM)

|δ|~α₃~1/μ















































































preliminary

preliminary

R=0.5

R=0.5

R=0.5



Dynamic methods



Theory biases
1407.2763

• Take “top like” events 
• no explicit reconstruction of the top 
• observe the shape of some distribution of the leptons

example: pT of ℓ⁺ (non-Lorentz invariant) 
use Mellin’s moments to parametrize the shape

MC: correlate the leptonic shape to mtop 





























































































































































templates

Leptonic Mellin Moments



µ̂(2) =
1

2

∑

i

mT ,i , i ∈ final state , (3.4)

µ̂(3) = mt , (3.5)

with the transverse masses mT ,i =
√

p2
T ,i +m2

i . We point out that, since in our calculations

the top quarks are treated as stable particles at the level of hard matrix elements, the

difference between eq. (3.3) and (3.4) is the contribution to the latter of the transverse

momentum of the massless parton which is possibly present in the final state (owing to

real-emission corrections); the scale of eq. (3.4) is nothing but HT/2.

Our simulations are carried out at the 8 TeV LHC. Since we only consider the process

of eq. (2.1), i.e. top-pair production without any background contamination, all of our

events are tt̄ ones by construction. On the other hand, in order to perform a more realistic

analysis, we also impose the following event selection: on top of having two oppositely-

charged leptons (electrons and/or muons), events are required to contain at least two

b-flavored jets, with jets defined according to the anti-kT algorithm [32] with R = 0.5, as

implemented in FastJet [33]. The events so selected are then subject to the following cuts:

∣

∣η(ℓ±)
∣

∣ ≤ 2.4 , pT (ℓ
±) ≥ 20 GeV ,

|η(Jb)| ≤ 2.4 , pT (Jb) ≥ 30 GeV . (3.6)

If more than two b-jets are present, the cuts above are imposed on the two hardest ones.

In order to simplify our analysis, b-hadrons have been set stable in HERWIG6, so that the

vast majority of the events just contain the two charged leptons arising from top decays.

In addition to the cuts of eq. (3.6), we have also checked the effects of imposing lepton-jet

isolation cuts: these being negligible, we shall not consider them any further in this paper.

3.1 Calculation of the moments and of the functions fC,U,L(mt)

With the settings described above, we have simulated tt̄ production in all of the six cal-

culational scenarios of table 2; in the case of NLO+PS+MS (which we believe to give the

best description of SM physics, and is thus treated as our reference computation), results

have been obtained with all of the three scales choices of eqs. (3.3)–(3.5), while in all the

other cases only the scale of eq. (3.3) has been considered.

Each of these calculations has been performed eleven times, once for each value of the

top quark mass chosen in the discrete set:

mt = (168, 169, . . . , 178) GeV . (3.7)

In each of these runs, we have computed the first four Mellin moments for all the observables

listed in table 1, both without applying any cuts, and with the selection cuts of eq. (3.6); all

moments are evaluated on the fly (i.e. not a-posteriori using the corresponding differential

distribution), as explained in appendix A. At the end of the runs, we have the predictions

for the Mellin moments that correspond to the central scales and PDF set, and to all non-

central scales and PDFs that belong to the relevant error set; as already explained, all the

non-central results do not require additional runs, but are obtained through reweighting.

– 11 –

Label
Extended

Accuracy
Parton Spin

name shower correlations

1 NLO+PS+MS NLO Yes Yes

2 LO+PS+MS LO Yes Yes

3 NLO+PS NLO Yes No

4 LO+PS LO Yes No

5 fNLO NLO No No

6 fLO LO No No

Table 2: Calculational scenarios considered in this paper. The rightmost column reports the
inclusion of production spin correlations; decay spin correlations are included in all cases.

consider both LO and NLO results, with or without their matching to parton showers, with

or without including spin-correlation effects. We have thus several calculational scenarios,

which we summarise in table 2. We shall refer to each of them interchangeably with either

their labels or their extended names, the latter chosen in agreement with ref. [19]. NLO

fixed-order computations are based on the FKS subtraction method [20, 21]. NLO results

are matched to parton showers according to the MC@NLO formalism [22]; throughout

this paper, we have used HERWIG6 [23, 24]. Spin-correlation effects in the computations

matched to parton showers are accounted for with the method of ref. [25] through its

implementation in MadSpin [26] (shortened to MS henceforth), a package embedded in

MadGraph5 aMC@NLO. As far as fixed-order results are concerned, only decay spin cor-

relations (i.e. those described by the matrix elements relevant to t → ℓ+νℓb) are taken into

account, whence the “No” in the rightmost entry of the last two rows of table 2.

We have used a five-light-flavour scheme, and the MSTW2008 (68% CL) PDF sets [27]

and their associated errors, at the LO or the NLO depending on the perturbative accu-

racy of the various scenarios reported in table 2. We have included both PDF and scale

uncertainties in our predictions; both have been computed with the reweighting method

of ref. [28]. As far as the latter uncertainties are concerned, they have been obtained with

an independent variation of the renormalisation and factorisations scales, subject to the

constraints

0.5 ≤ ξF , ξR , ξF/ξR ≤ 2 , (3.1)

where

µF = ξF µ̂ , µR = ξRµ̂ , (3.2)

and µ̂ is a reference scale; the default values or central scale choices correspond to ξF = ξR =

1. We point out that eq. (3.1) is a conservative scale variation (as was done e.g. in ref. [29],

and as opposed to setting the two scales equal to a common value), which estimates well

the missing higher-order corrections to the total tt̄ cross section at the NNLO [30,31]. We

have considered three different functional forms for the reference scale µ̂ in eq. (3.2):

µ̂(1) =
1

2

∑

i

mT ,i , i ∈ {t, t̄} , (3.3)

– 10 –

functional form of fact. scale

mtop=174.32 (in the MC)

1 σ-th bias 
σ-th might also change

Subtleties for any template method

rate and distributions might feel differently theory variations

(pT (ℓ+)) because it is the one whose top-mass extractions are affected by the smallest errors

(in the case of the scale of eq. (3.3)). The values of mt that we obtain are given in table 7,

which should be read as follows (this layout will be used for the other tables of this section

as well). Each one of the first three rows corresponds to one of the scales of eqs. (3.3)–

(3.5) (i.e. the ith row is obtained with µ̂(i)). The first, second, and third column reports

the results obtained by considering only the first, up to the second, and up to the third

Mellin moments, respectively. The results in the fourth row are obtained by combining the

three results that appear in the first three rows of the same column. Such a combination

is achieved by weighting those three results with the inverse of the square of their errors.

Since the errors are asymmetric, one treats separately the + and − ones; the two resulting

“central” mt values are possibly different, and the single mt reported in table 7 is then

obtained again with a weighted average. Finally, the numbers in square brackets are the

values of χ2 per degree of freedom, computed by always considering the first four Mellin

moments, regardless of how many of them had been actually used in the combination. One

should not seek a deep meaning in this χ2, in particular because of the way the errors that

enter into it are obtained (i.e. their behaviour from a statistical viewpoint is unknown to

us). On the other hand, while its precise value is not of particular significance, it represents

a very useful reference for the performance of the extraction procedure, as we shall see in

sect. 3.2.4.

scale i = 1 i = 1⊕ 2 i = 1⊕ 2⊕ 3

1 174.73+0.80
−0.79[0.2] 174.73+0.80

−0.79[0.2] 174.72+0.80
−0.79[0.2]

2 174.78+0.90
−0.90[0.6] 174.78+0.90

−0.90[0.6] 174.78+0.90
−0.90[0.6]

3 172.73+2.0
−1.2[0.5] 172.73+1.96

−1.19[0.5] 172.73+1.96
−1.19[0.5]

1⊕ 2⊕ 3 174.46+0.99
−0.92 174.46+0.99

−0.92 174.45+0.99
−0.92

Table 7: Top mass values extracted from observable #1, with up to three moments, and for three
different scale choices. The last line reports the results obtained by combining the central mt values
relevant to the three scales. The numbers in square brackets are χ2/n. The pseudodata top mass
is mpd

t = 174.32 GeV. See the text for details.

The messages to be taken out of table 7 are the following. Firstly, the impact of the

addition of moments beyond the first is extremely modest, if visible at all. This is due to the

fact that the errors affecting mt increase with higher moments, and to the non-negligible

correlations between the moments (see appendix B). Secondly, the scales µ̂(1) and µ̂(2) tend

to give central results larger than the “true” one of the pseudodata, mpd
t = 174.32 GeV,

while the opposite applies to scale µ̂(3), where the effect is more evident (but still within

1σ). Let us then consider the latter case to be definite, and compare the functional form

of eq. (3.5) with those of eq. (3.9). Because of the dependence on the transverse momenta

of the scales used in the pseudodata, which is absent in the case of µ̂(3), the tails of the

pT -related distributions obtained with µ̂(3) will be less rapidly falling than those of the

pseudodata (mainly because the pT -dependence of µR in eq. (3.9) will induce a stronger

αS suppression, relative to the small-pT region, than in the case of µ̂(3); this effect is only

– 18 –

mtop from pTℓ

1407.2763



Subtleties for any template method
theory modeling: LO, NLO, LO+PS, NLO+PS (⊗ spin correlations)

understanding 
 impact of shower:

effect of shower

• understand the combination 
• asses missing effects: NNLO, extra radiation types

m(i)
t −m(j)

t . (3.12)

While the differences in eq. (3.11) are sensitive to all theory biases that affect scenarios

#i and #j, we expect that the difference in eq. (3.12) is solely sensitive to the effect of A

(if the factorisation property mentioned above holds to some extent). In the following, we

report the differences that appear in eq. (3.11) and (3.12)10, for all the relevant (#i,#j)

pairs and all the observables of table 1. We shall limit ourselves to considering the first

moments, which are sufficient for the sake of the present exercise; all results are obtained

with the scale of eq. (3.3). In the case of eq. (3.12), which is our main interest here, we also

report the errors affecting the difference, which is computed by combining in quadrature

the errors (determined according to eq. (2.8)) that affect the individual m(i)
t and m(j)

t

values. The errors on the differences in eq. (3.11) are of comparable size, up to a factor
√
2

smaller since mpd
t is assumed to be known with infinite precision.

We start with shower effects, and report the corresponding results in table 4. The

relevant scenario pairs are (3, 5) and (4, 6), the latter being the LO counterpart of the for-

mer, which is accurate to NLO. Note that scenarios #1 and #2 have not been considered

here, owing to the lack of fixed-order results that include production spin correlations. The

obs. m(3)
t −m(5)

t m(3)
t −mpd

t m(4)
t −m(6)

t m(4)
t −mpd

t

1 −0.35+1.14
−1.16 +0.12 −2.17+1.50

−1.80 −0.67

2 −4.74+1.98
−3.10 +11.14 −9.09+0.76

−0.71 +14.19

3 +1.52+2.03
−1.80 −8.61 +3.79+3.30

−4.02 −6.43

4 +0.15+2.81
−2.91 −0.23 −1.79+3.08

−3.75 −1.47

5 −0.30+1.09
−1.21 +0.03 −2.13+1.51

−1.81 −0.67

Table 4: Impact of parton showers on mass extractions. See the text for details.

first observation is that the (3, 5) and (4, 6) cases are rather consistent with each other;

however, the results for eq. (3.12) of the latter are in absolute value systematically larger

than those of the former. This is compatible with the expectation, corroborated by ample

heuristic evidence in many different processes, that shower effects are milder if the under-

lying computations are NLO-accurate (as opposed to LO ones), for the simple reason that

NLO results do already include part of the radiation to be generated by parton showers11.

While in the case of NLO-based simulations all differences are statistically compatible with

zero (within 1σ) except for observable #2, in the case of LO-based simulations more signif-

icant deviations can be seen in the cases of observables #1 and #5 as well. The take-home

message, then, is that shower effects are moderate if higher-order corrections are taken

into account, which is good news in view of the future availability of NNLO parton-level

differential results; however, this conclusion does not apply to the transverse momentum

10Owing to the linear dependence of these three quantities, only one of the differences in eq. (3.11) will

be shown.
11This also shows that NLO and shower effects do not factorise entirely; it remains true that they affect

the mt extraction for a given observable in different manners.
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pTℓ̅

pTℓ̅+ℓ

Mℓ̅+ℓ

Eℓ̅+Eℓ

pTℓ̅+pTℓ

ΔPS@NLO ΔPS@LObias@NLO bias@LO

• use of partonic 
NNLO 

• can avoid speaking 
about mass in the 
“Montecarlo 
scheme“

1407.2763

ΔPS decreases at NLO (0 within 1σ)

large bias even at NLO - larger than already large ΔPS



Subtleties for any template method
theory modeling: LO, NLO, LO+PS, NLO+PS (⊗ spin correlations)relevant to the mt extraction performed by using only three observables (#1, #4, and #5),

or all of them. These two parts thus are in one-to-one correspondence with (the first row
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Fig. 3. Predictions for R at NLO accuracy using two different PDF
sets (CTEQ6.6, MSTW2008nlo) for mpolet = 170 GeV. For CTEQ6.6
the uncertainty due to scale variation is shown as band. The ratio be-
tween both predictions is shown together with the scale uncertainty.
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Fig. 4. R (mpolet ,ρs) calculated at NLO accuracy for different masses
mpolet = 160, 170 and 180 GeV. For mpolet = 170 GeV the scale and
PDF uncertainties evaluated as discussed in the text are shown. The
ratio with respect to the result for mpolet = 170 GeV is shown in the
lower plot.

investigate the sensitivity of the distribution R to the top-quark
mass we have calculated R for mpolet = 160,170,180 GeV. The
result is shown in Fig. 4. As before the three curves need to
cross since the area under each curve is normalized to one. The
crossing happens slightly below ρs ≈ 0.6. At this point the dis-
tribution is essentially insensitive to the top-quark mass. For
ρs ≈ 1 we expect that the production of heavier quark masses
is suppressed compared to lighter masses. Indeed the distribu-
tion for mpolet = 180 GeV is below the central curve while the
160 GeV result lies above the result for 170 GeV. In the high
energy regime, that is for ρs ≈ 0, we expect the opposite to be
true due to the normalization. For very large energies we ob-
serve that the mass dependence is small as one would naively
expect. From Fig. 4 we conclude that a significant mass de-
pendence can be observed for 0.4< ρs < 0.5 and 0.7< ρs. To

ρ
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Fig. 5. The sensitivity S(ρs) of R with respect to the top-quark mass
as defined in Eq. (5).

quantify the sensitivity we studied the quantity

S(ρs) =

∑
∆=±5−10 GeV

|R (170 GeV,ρs)−R (170 GeV+∆,ρs)|
2|∆|R (170 GeV,ρs)

.(5)

The result for S is shown in Fig. 5. For convenience the right
y-axis showsmpolet ×S which is the proportionality factor relat-
ing the relative change in the top-quark mass with the relative
change in R :

∣
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As can be seen in Fig. 5 values up to 25 are reached for mpolet ×
S at ρ ≈ 0.8. With other words a one per cent change of the
mass translates into a 25 per cent change of the observable R .
The observable is thus five times more sensitive than the inclu-
sive cross section. For comparison, in Fig. 5, we also show the
sensitivity in case R is defined for the tt̄ inclusive final state.
(In the tt̄ case we use the definition ρ = 2m0/

√stt̄ .) As one
can see only in the extreme threshold region—where reliable
theoretical predictions are challenging and also experimental
uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
different uncertainties we show in Fig. 6 the quantities

∆Rµ/R (170 GeV,ρs)
S(ρs)

and
∆RPDF/R (170 GeV,ρs)

S(ρs)
(7)

where ∆Rµ and ∆RPDF are the scale and PDF uncertainties of
R (172.5 GeV,ρs). We do not show the region around ρs ≈

dσ/d1/s(ttj) → phase-space  opening

pole or MC mass? ⇒ another 500 MeV ?
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Fig. 6. Expected impact of scale (magenta line) and PDF (blue dashed
line) uncertainties on the measured top-quark mass value. The region
where R is essentially insensitive to the top-quark mass is not shown.

0.6 because of the vanishing sensitivity to the top-quark mass.
Fig. 6 shows that the main source of uncertainty comes from
the scale variation while the impact of the PDF uncertainties is
much smaller.

From Fig. 6 we conclude that for ρs > 0.65 the dominant
uncertainty is still below 1 GeV. The low ρs region, where R
loses its sensitivity to the top-quarkmass, could be used as con-
trol region for the experimental reconstruction of R .

To investigate further the impact of higher order corrections
and the effect of the parton shower we have compared the pre-
dictions for R (mpolet ,ρs) using different approximations: LO,
tt̄@NLO + POWHEG [23], tt̄+1-jet@NLO + POWHEG [14].
In Figs. 7 and 8 we show the comparison as result of a toy ex-
periment.We first calculateR in NLO accuracy at parton level.
In a next step we compare with the different approximations
mentioned before and ask what top-quark mass we would mea-
sure with a given approximation to explain the R result calcu-
lated in NLO accuracy. In Fig. 7 the comparison with the LO
calculation is shown. As input value we used mpolet = 170 GeV
in the NLO calculation. The thickness of the band denotes a
±0.5 GeV uncertainty. In the threshold region the LO result is
below the NLO curve (compare Fig. 2). As a consequence we
would fit a smaller top-quark mass to account for the deficit
in that region. The shift in the threshold region is about 2–3
GeV. In the large energy regime the NLO result is below (see
Fig. 2) the LO result. Since in this regime the mass effect works
in opposite direction the fit using LO predictions would again
yield a smaller top-quark mass. However the NLO corrections
are much larger compared to the threshold region. As a conse-
quence the shift in the top-quark mass is more significant.
In Fig. 8 the same analysis is shown for tt̄@NLO + POWHEG
and tt̄ + 1-jet @NLO + POWHEG. Since the various predic-
tions agree very well with each other we find agreement of
the different approximations within 500 MeV for the extracted
top-quark mass.

From the above findings we conclude that R shows a good
sensitivity to the top-quark mass while at the same time theory
uncertainties lead to small uncertainties in the reconstructed
mass value. We are thus lead to the conclusion that from the
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Fig. 7. The top-quark mass mpolet as obtained from a LO fit to R cal-
culated in NLO accuracy (black line). The input value of mpolet = 170
GeV together with a variation of ±0.5 GeV is shown as green band.
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Fig. 8. Similar to Fig. 7 however tt̄@NLO+ POWHEG and tt̄+1-jet+
X@NLO + POWHEG are used to fit the top-quark mass.

theoretical perspective R provides an interesting alternative to
existing methods for top-quark mass measurements.

3 Experimental viability study

Evidently for a true measurement the nice theoretical proper-
ties of R discussed in the previous section are not sufficient to
conclude that a measurement with a certain precision can be
achieved. In this section additional properties of the R distri-
bution which may affect the experimental analysis are investi-
gated. For a realistic study we use only stable particles in the
final state originating from typical tt̄+ 1-jet+X events as pro-
duced in proton-proton interactions at 7 TeV center-of-mass
energy. In particular the top-quark decay and hadronization are
taken into account leading to complicated event topologies sim-
ilar to those reconstructed in real experiments. In the Monte
Carlos studies we use only publicly available tools and do not
make any reference to a particular LHC experiment. Since de-
tector effects are to a large extent generic we believe however
that this should be sufficient to assess the dominant experimen-
tal uncertainties. The sources of uncertainties included in this
study are those which usually have a high impact on similar
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In Figs. 7 and 8 we show the comparison as result of a toy ex-
periment.We first calculateR in NLO accuracy at parton level.
In a next step we compare with the different approximations
mentioned before and ask what top-quark mass we would mea-
sure with a given approximation to explain the R result calcu-
lated in NLO accuracy. In Fig. 7 the comparison with the LO
calculation is shown. As input value we used mpolet = 170 GeV
in the NLO calculation. The thickness of the band denotes a
±0.5 GeV uncertainty. In the threshold region the LO result is
below the NLO curve (compare Fig. 2). As a consequence we
would fit a smaller top-quark mass to account for the deficit
in that region. The shift in the threshold region is about 2–3
GeV. In the large energy regime the NLO result is below (see
Fig. 2) the LO result. Since in this regime the mass effect works
in opposite direction the fit using LO predictions would again
yield a smaller top-quark mass. However the NLO corrections
are much larger compared to the threshold region. As a conse-
quence the shift in the top-quark mass is more significant.
In Fig. 8 the same analysis is shown for tt̄@NLO + POWHEG
and tt̄ + 1-jet @NLO + POWHEG. Since the various predic-
tions agree very well with each other we find agreement of
the different approximations within 500 MeV for the extracted
top-quark mass.

From the above findings we conclude that R shows a good
sensitivity to the top-quark mass while at the same time theory
uncertainties lead to small uncertainties in the reconstructed
mass value. We are thus lead to the conclusion that from the
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Fig. 7. The top-quark mass mpolet as obtained from a LO fit to R cal-
culated in NLO accuracy (black line). The input value of mpolet = 170
GeV together with a variation of ±0.5 GeV is shown as green band.
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Fig. 8. Similar to Fig. 7 however tt̄@NLO+ POWHEG and tt̄+1-jet+
X@NLO + POWHEG are used to fit the top-quark mass.

theoretical perspective R provides an interesting alternative to
existing methods for top-quark mass measurements.

3 Experimental viability study

Evidently for a true measurement the nice theoretical proper-
ties of R discussed in the previous section are not sufficient to
conclude that a measurement with a certain precision can be
achieved. In this section additional properties of the R distri-
bution which may affect the experimental analysis are investi-
gated. For a realistic study we use only stable particles in the
final state originating from typical tt̄+ 1-jet+X events as pro-
duced in proton-proton interactions at 7 TeV center-of-mass
energy. In particular the top-quark decay and hadronization are
taken into account leading to complicated event topologies sim-
ilar to those reconstructed in real experiments. In the Monte
Carlos studies we use only publicly available tools and do not
make any reference to a particular LHC experiment. Since de-
tector effects are to a large extent generic we believe however
that this should be sufficient to assess the dominant experimen-
tal uncertainties. The sources of uncertainties included in this
study are those which usually have a high impact on similar
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investigate the sensitivity of the distribution R to the top-quark
mass we have calculated R for mpolet = 160,170,180 GeV. The
result is shown in Fig. 4. As before the three curves need to
cross since the area under each curve is normalized to one. The
crossing happens slightly below ρs ≈ 0.6. At this point the dis-
tribution is essentially insensitive to the top-quark mass. For
ρs ≈ 1 we expect that the production of heavier quark masses
is suppressed compared to lighter masses. Indeed the distribu-
tion for mpolet = 180 GeV is below the central curve while the
160 GeV result lies above the result for 170 GeV. In the high
energy regime, that is for ρs ≈ 0, we expect the opposite to be
true due to the normalization. For very large energies we ob-
serve that the mass dependence is small as one would naively
expect. From Fig. 4 we conclude that a significant mass de-
pendence can be observed for 0.4< ρs < 0.5 and 0.7< ρs. To

ρ
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

 ]
-1

[G
eV

) ρ(
S

0

0.05

0.1

0.15

)ρ(
S × 

tpo
le

m

25.5

17

8.5

+1Jettt
= 10 GeVpole

tm∆ 
= 5 GeV pole

tm∆ 
tt

= 10 GeV pole
tm∆ 

= 5 GeV pole
tm∆ 

Fig. 5. The sensitivity S(ρs) of R with respect to the top-quark mass
as defined in Eq. (5).

quantify the sensitivity we studied the quantity

S(ρs) =

∑
∆=±5−10 GeV

|R (170 GeV,ρs)−R (170 GeV+∆,ρs)|
2|∆|R (170 GeV,ρs)

.(5)

The result for S is shown in Fig. 5. For convenience the right
y-axis showsmpolet ×S which is the proportionality factor relat-
ing the relative change in the top-quark mass with the relative
change in R :
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As can be seen in Fig. 5 values up to 25 are reached for mpolet ×
S at ρ ≈ 0.8. With other words a one per cent change of the
mass translates into a 25 per cent change of the observable R .
The observable is thus five times more sensitive than the inclu-
sive cross section. For comparison, in Fig. 5, we also show the
sensitivity in case R is defined for the tt̄ inclusive final state.
(In the tt̄ case we use the definition ρ = 2m0/

√stt̄ .) As one
can see only in the extreme threshold region—where reliable
theoretical predictions are challenging and also experimental
uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
different uncertainties we show in Fig. 6 the quantities

∆Rµ/R (170 GeV,ρs)
S(ρs)

and
∆RPDF/R (170 GeV,ρs)

S(ρs)
(7)

where ∆Rµ and ∆RPDF are the scale and PDF uncertainties of
R (172.5 GeV,ρs). We do not show the region around ρs ≈
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Table 2: Results obtained for mpole
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NNLO+NNLL prediction with different NNLO PDF sets. daS(mZ) and dELHC refer to the un-
certainties of the aS(mZ) world average and of the LHC beam energy, respectively. The total
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section as well as for the PDF and scale uncertainties on the predicted cross section.

Most likely mpole
t Uncertainty (GeV)

value (GeV) Total From daS From dELHC

ABM11 172.7 +3.8
�3.5

+1.0
�1.0

+0.8
�0.8

CT10 177.0 +4.3
�3.8

+0.8
�0.8

+0.9
�0.9

HERAPDF1.5 179.5 +4.3
�3.8

+1.2
�1.1

+1.0
�1.0

MSTW2008 177.9 +4.0
�3.6

+0.9
�0.9

+0.9
�0.9

NNPDF2.3 176.7 +3.8
�3.4

+0.7
�0.7

+0.9
�0.9

 (GeV)pole
tm

166 168 170 172 174 176 178 180 182 184

MSTW2008

HERAPDF1.5

ABM11

NNPDF2.3

CT10

Te
va

tro
n

20
12

 0.0007±) = 0.1184 
Z

 (mSα; ttσ; NNLO+NNLL for -1 = 7 TeV, L = 2.3 fbsCMS, 

Figure 4: Results obtained for mpole
t from the measured tt cross section together with the pre-

diction at NNLO+NNLL using different NNLO PDF sets. The inner error bars include the
uncertainties on the measured cross section and on the LHC beam energy as well as the PDF
and scale uncertainties on the predicted cross section. The outer error bars additionally ac-
count for the uncertainty on the aS(mZ) world average. For comparison, the latest average of
direct mt measurements is shown as vertical band, where the inner (solid) area corresponds to
the original uncertainty of the direct mt average, while the outer (hatched) area additionally
accounts for the possible difference between this mass and mpole
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Figure 3: ��2 profiles as a function of the Higgs mass (top left), the top quark mass (top right), the W
boson mass (bottom left) and the e↵ective weak mixing angle (bottom right). The data points placed along
��2 = 1 represent direct measurements of the respective observable and their ±1� uncertainties. The grey
(blue) bands show the results when excluding (including) the new MH measurements from (in) the fits.
For the blue bands as a function of mt, MW and sin2✓`

e↵

the direct measurements of the observable have
been excluded from the fit in addition (indirect determination). The solid black curves in the lower plots
represent the SM prediction for sin2✓`

e↵

and MW derived from the minimal set of input measurements, as
described in the text. In all figures the solid (dotted) lines illustrate the fit results including (ignoring)
theoretical uncertainties in the fit.

band) gives

sin2✓`
e↵

= 0.231496± 0.000030mt ± 0.000015MZ
± 0.000035

�↵had (5)

± 0.000010↵S ± 0.000002MH
± 0.000047

theo

, (6)

= 0.23150± 0.00010
tot

, (7)

which is compatible and more precise than the average of the LEP/SLD measurements [9]. The
total uncertainty is dominated by that from �↵

had

and mt, while the contribution from the uncer-
tainty in MH is again very small. Adding quadratically theoretical and experimantal uncertainties
would lead to a total uncertainty in the sin2✓`

e↵

prediction of 0.00007.

Finally, the top quark mass, cf. Fig. 3 (top right, blue band), is indirectly determined to be

mt = 175.8+2.7
�2.4 GeV , (8)

in agreement with the direct measurement and cross-section based determination (cf. Footnote 5).
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which is compatible and more precise than the average of the LEP/SLD measurements [9]. The
total uncertainty is dominated by that from �↵

had

and mt, while the contribution from the uncer-
tainty in MH is again very small. Adding quadratically theoretical and experimantal uncertainties
would lead to a total uncertainty in the sin2✓`

e↵

prediction of 0.00007.

Finally, the top quark mass, cf. Fig. 3 (top right, blue band), is indirectly determined to be

mt = 175.8+2.7
�2.4 GeV , (8)

in agreement with the direct measurement and cross-section based determination (cf. Footnote 5).
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Figure 3: ��2 profiles as a function of the Higgs mass (top left), the top quark mass (top right), the W
boson mass (bottom left) and the e↵ective weak mixing angle (bottom right). The data points placed along
��2 = 1 represent direct measurements of the respective observable and their ±1� uncertainties. The grey
(blue) bands show the results when excluding (including) the new MH measurements from (in) the fits.
For the blue bands as a function of mt, MW and sin2✓`

e↵

the direct measurements of the observable have
been excluded from the fit in addition (indirect determination). The solid black curves in the lower plots
represent the SM prediction for sin2✓`

e↵

and MW derived from the minimal set of input measurements, as
described in the text. In all figures the solid (dotted) lines illustrate the fit results including (ignoring)
theoretical uncertainties in the fit.

band) gives

sin2✓`
e↵

= 0.231496± 0.000030mt ± 0.000015MZ
± 0.000035

�↵had (5)

± 0.000010↵S ± 0.000002MH
± 0.000047

theo

, (6)

= 0.23150± 0.00010
tot

, (7)

which is compatible and more precise than the average of the LEP/SLD measurements [9]. The
total uncertainty is dominated by that from �↵

had

and mt, while the contribution from the uncer-
tainty in MH is again very small. Adding quadratically theoretical and experimantal uncertainties
would lead to a total uncertainty in the sin2✓`

e↵

prediction of 0.00007.

Finally, the top quark mass, cf. Fig. 3 (top right, blue band), is indirectly determined to be

mt = 175.8+2.7
�2.4 GeV , (8)

in agreement with the direct measurement and cross-section based determination (cf. Footnote 5).
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Table 2: Statistical, experimental and theoretical systematic uncertainties on the measured top
quark mass mt based on the median of the Lxy distribution. The statistical errors on the uncer-
tainties are also given.

Source Dmt[ GeV ]
µ+jets e+jets eµ

Statistical 1.0 1.0 2.0

Experimental

Jet energy scale 0.30 ± 0.01 0.30 ± 0.01 0.30 ± 0.01
Multijet normalization (`+jets) 0.50 ± 0.01 0.67 ± 0.01 -
W+jets normalization (`+jets) 1.42 ± 0.01 1.33 ± 0.01 -
DY normalization (``) - - 0.38 ± 0.06
Other backgrounds normalization 0.05 ± 0.01 0.05 ± 0.01 0.15 ± 0.07
W+jets background shapes (`+jets) 0.40 ± 0.01 0.20 ± 0.01 -
Single top background shapes 0.20 ± 0.01 0.20 ± 0.01 0.30 ± 0.06
DY background shapes (``) - - 0.04 ± 0.06
Calibration 0.42 ± 0.01 0.50 ± 0.01 0.21 ± 0.01

Theory

Q2-scale 0.47 ± 0.13 0.20 ± 0.03 0.11 ± 0.08
ME-PS matching scale 0.73 ± 0.01 0.87 ± 0.03 0.44 ± 0.08
PDF 0.26 ± 0.15 0.26 ± 0.15 0.26 ± 0.15
Hadronization model 0.95 ± 0.13 0.95 ± 0.13 0.67 ± 0.10
B hadron composition 0.39 ± 0.01 0.39 ± 0.01 0.39 ± 0.01
B hadron lifetime 0.29 ± 0.18 0.29 ± 0.18 0.29 ± 0.18
Top quark pT modeling 3.27 ± 0.48 3.07 ± 0.45 2.36 ± 0.35
Underlying event 0.27 ± 0.51 0.25 ± 0.48 0.19 ± 0.37
Colour reconnection 0.36 ± 0.51 0.34 ± 0.48 0.26 ± 0.37

Table 3: Median of the Lxy distribution as measured in data and as predicted from simulation
(MC) with mt=172.5 GeV. The given errors correspond to the statistical errors.

Channel Median Lxy [ cm ]
Data MC MC (signal only)

muon+jets 0.6690 ± 0.0013 0.6679 ± 0.0004 0.7173 ± 0.0004
electron+jets 0.6536 ± 0.0013 0.6529 ± 0.0004 0.7177 ± 0.0004
electron-muon 0.682 ± 0.004 0.6789 ± 0.0003 0.6840 ± 0.0002

6 Summary

A measurement of the top quark mass with an alternative technique using the B hadron decay
length is presented. The result obtained is fully compatible with the world average of mt and
the previous CMS results.

Since the dominant systematic uncertainties are uncorrelated to those associated to the jet en-
ergy scale calibration this result is expected to contribute to the top mass combination.

At present, this measurement of mt is strongly limited by the systematic uncertainty on the
top quark transverse momentum spectrum which makes further studies necessary. In general,
the usage of a non-invariant quantity like the transverse decay length Lxy of the B hadron in-
troduces a dependency on the production dynamics and limits this method intrinsically. An

1

1 Introduction

The top quark (t) mass (mt) is a fundamental parameter in the standard model (SM) of particle
physics. It plays a crucial role in the calculation of radiative corrections to SM observables such
as the Higgs boson mass and can therefore be used, together with a measurement of the W
boson mass, as a cross check of the internal consistency of the SM. Moreover, by comparing
precision electroweak measurements and theoretical predictions, a precisely measured mt can
place strong constraints on contributions from physics beyond the SM.

Unlike other quarks, the top quark has a short lifetime and decays before it can fragment and
form a hadronic state. Due to this unique property direct measurements of mt (among other
properties) are possible. Since its discovery [1, 2] the top quark mass has been measured with
great accuracy by the CDF and D0 experiments employing different techniques and using dif-
ferent decay channels [3], and also by the ATLAS and CMS experiments at the LHC [4–8]. The
combination of the results obtained by the CMS collaboration using data at 7 TeV center-of-
mass energy is mt= 173.4 ± 0.4stat ± 0.9syst GeV, which has a precision of 0.6% [9].

The dominant uncertainties on most of the previous top quark mass measurements are related
to the jet energy scale and resolution as well as to the modeling of the underlying event and of
color reconnection processes [10]. In order to get a better understanding of the experimentally
measured mt and its relation to the theoretical interpretation of the top quark pole mass, a
considerable reduction of the total uncertainty on the measured value is needed.

The application of alternative methods that have complementary systematic uncertainties is a
means to improving the experimental precision of the experimental top quark mass determi-
nation.

Figure 1: Final state products of a t!Wb decay with W! `n. Tracks are represented by arrows
and the circles mark the primary (blue) and secondary (red) vertices. The transverse decay
length Lxy and the transverse impact parameter distance d0 which characterize the secondary
vertex are indicated by dashed lines.

In this paper a method is explored which attempts to rely only minimally on the knowledge of
the jet energy scale, but rather makes use of the kinematics of the top quark decay products,
namely of the B hadron generated after the hadronization of the b quark.

This method has originally been presented in [11] and was applied by the CDF collabora-
tion [12, 13].

Figure 1 shows pictorially the products from the decay of a top quark (t!Wb with W! `n)
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nection effects, is taken as the estimate for the colour reconnection systematic
uncertainty.

b
T

/pB
T

p
0 0.2 0.4 0.6 0.8 1 1.2 1.4

Ev
en

ts
 (a

.u
.)

0

200

400

600

800

1000

1200

1400 Z2 Z2+EPJC65 (2010) 171-180 P11

=8 TeVsCMS simulation,

Figure 5: The transverse momentum fraction carried by the B hadron with respect to the b
quark pT(B)/pT(b) distributions for the nominal Z2⇤ tune, the modified Z2⇤ tune from [32]
and the alternative P11 tune.

Table 2 summarizes the above estimated systematic uncertainties. The uncertainty on the B
hadron mass mB, see Equation (2), is of the order of 10�5 and can thus be neglected [34].

5 Results

The median values cLxy of the events passing the full event selection in each channel are sum-
marized in Tab. 3 and compared to the prediction for a top quark mass of 172.5 GeV.

The top quark mass is extracted from the measured cLxy correcting for the cLxy evolution func-
tion from the calibration as described in Section 3.3. The estimation of the statistical and system-
atic uncertainties are done as described in Section 4. Table 4 summarizes the results obtained
for each of the channels considered in this analysis.

The measurements obtained in the three channels are combined using a Best Linear Unbiased
Estimator [40, 41] assuming that the measurements are statistically uncorrelated. The system-
atic uncertainties associated with the determination of the backgrounds in each channel are
also assumed to be fully uncorrelated. A 100% correlation is assigned to all other systematic
uncertainties. We measure mt = 173.5± 1.5stat ± 1.3syst ± 2.6pT(t) GeV where the last uncertainty
is related to the modeling of the transverse momentum spectrum of the top quark.

A similar result of mt = 175.6± 1.8stat ± 1.8syst ± 3.2pT(t) GeV is obtained using the mean values
of the Lxy distributions instead of the medians. Although the result from the mean is slightly
higher, the two results are compatible within the assigned uncertainties.

2 2 Event simulation, trigger and event selection

with a displaced vertex reconstructed from the decay products of a B hadron (formed from
the hadronization of the b quark). The apparent lifetime of the B hadron is measured as the
transverse decay length Lxy of the B hadron between the primary and the secondary vertex,
which is reconstructed from particle tracks from the B hadron decay inside the jet.

In the SM, the top quark decay proceeds almost entirely via t! Wb. In the rest frame of the top
quark the two decay products have equal and opposite momenta:
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mt

2

vuut1 �
 

M2
W � m2

b
m2

t

!2

� 4
✓

MWmb

m2
t

◆2
, (1)

with MW the W mass and mb the b quark mass. The relativistic boost of the b quark is gb µ
0.4 · (mt/mb). It depends linearly on mt and can thus be used to measure the top quark mass.

One could assess the boost of the b quark by measuring the b-jet energy, but this quantity
suffers from the jet energy scale uncertainty. Alternatively, considering that most of the energy
is transfered from the b quark to the B hadron, the boost is conserved and thus one can consider
the B hadron decay length to be analogously correlated to the top quark mass. With tB the
lifetime and mB the mass of the B hadron one obtains:

Lxy = gbbBtB ⇡ 0.4 · mt

mB
bBtB. (2)

For tB ⇠ 500 µm, mB ⇠ 5 GeV and mt = 172.5 GeV the average hLxyi ⇠ 7 mm. The mass
dependence of Lxy is about DLxy/ GeV = 50 µm, for the case in which the b quark transfers
all its energy to a B hadron that remains in the transverse plane orthogonal to the beam axis.
It will be shown below that by taking into account the fragmentation function, the polar angle
distribution and the event selection the dependence is about 30 µm.

This analysis makes use of a large sample of tt event candidates with exactly one charged
and isolated lepton (electron or muon) and at least four jets in the final state. Additionally a
high purity dilepton sample is used, with one isolated electron, one isolated muon and two or
more jets in the final state. Events are selected from the data sample acquired in proton-proton
collisions at

p
s = 8 TeV by the Compact Muon Solenoid (CMS) experiment throughout 2012,

corresponding to an integrated luminosity of 19.3-19.6 fb�1, depending on the final state. A
detailed description of the CMS experiment can be found in [14].

2 Event simulation, trigger and event selection

The predicted top quark pair production cross section in proton-proton collisions at
p

s = 8 TeV
is sNNLO+NNLL

tt̄ = 245+6.2
�8.4(scales)+6.2

�6.4(pdf) pb for a top quark mass of 173 GeV [15], computed
with next-to-next-to-leading order QCD corrections and next-to-next-to-leading logarithmic re-
summation accuracy (NNLO+NNLL). Signal tt events are simulated with the leading order
(LO) MADGRAPH (v5.1.3.30) [16] generator matched to LO PYTHIA (v6.426) [17] where the t
leptons are decayed with the TAUOLA package (v27.121.5). The leading order CTEQ6L1 PDF
set is used in the generation [18]. Matrix elements describing up to three partons in addition to
the tt pair are included in the generator used to produce the simulated signal samples.

A detector simulation based on GEANT 4 (v.9.4p03) [19] is applied after the generator step for
both signal and background samples.
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dependence of Lxy is about DLxy/ GeV = 50 µm, for the case in which the b quark transfers
all its energy to a B hadron that remains in the transverse plane orthogonal to the beam axis.
It will be shown below that by taking into account the fragmentation function, the polar angle
distribution and the event selection the dependence is about 30 µm.
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and isolated lepton (electron or muon) and at least four jets in the final state. Additionally a
high purity dilepton sample is used, with one isolated electron, one isolated muon and two or
more jets in the final state. Events are selected from the data sample acquired in proton-proton
collisions at

p
s = 8 TeV by the Compact Muon Solenoid (CMS) experiment throughout 2012,

corresponding to an integrated luminosity of 19.3-19.6 fb�1, depending on the final state. A
detailed description of the CMS experiment can be found in [14].

2 Event simulation, trigger and event selection

The predicted top quark pair production cross section in proton-proton collisions at
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s = 8 TeV
is sNNLO+NNLL

tt̄ = 245+6.2
�8.4(scales)+6.2

�6.4(pdf) pb for a top quark mass of 173 GeV [15], computed
with next-to-next-to-leading order QCD corrections and next-to-next-to-leading logarithmic re-
summation accuracy (NNLO+NNLL). Signal tt events are simulated with the leading order
(LO) MADGRAPH (v5.1.3.30) [16] generator matched to LO PYTHIA (v6.426) [17] where the t
leptons are decayed with the TAUOLA package (v27.121.5). The leading order CTEQ6L1 PDF
set is used in the generation [18]. Matrix elements describing up to three partons in addition to
the tt pair are included in the generator used to produce the simulated signal samples.

A detector simulation based on GEANT 4 (v.9.4p03) [19] is applied after the generator step for
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6 3 The B hadron lifetime technique
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Figure 2: Median of the Lxy distribution ( cLxy) as a function of mt for all three channels as pre-
dicted from simulation. The colored lines show the linear parametrization of this dependence
for the three different channels. The different slopes of the curves are due to the different kine-
matical selection applied in the different analysis channels.

in this analysis.

The tt signal description is fully based on simulation. A re-weighting technique based on the
generated b quark kinematics (i.e. using the relativistic boost g and pseudorapidity h) is ap-
plied on the inclusive tt simulation sample in order to construct the Lxy templates for the three
analysis channels and to reduce fluctuations by making use of larger statistics.

Figure 3 compares data with the sum of predictions for signal and backgrounds. Overall a
reasonable agreement is observed between the data and the nominal mt=172.5 GeV simulation
sample.

3.2 b-simulation cross-check

A cross-check of the Lxy calibration in the simulation is performed using b-enriched events
selected with dijet triggers with a soft muon (i.e. pT > 5 GeV) reconstructed in the vicinity
(DR = 0.4) of one of the jets. The two jets with pT >30 GeV are required to be balanced and
recoiling against each other in the transverse plane, i.e. |Df| <2.7 and 0.8 < pjet 1

T /pjet 2
T < 1.2.

Furthermore it is required that one jet (the tag jet), with a reconstructed soft muon, passes a
tight b-tag requirement. This is expected to enhance the b-jet purity of the probe to more than
70% in the jet pT range of interest for tt events [28].

The secondary vertex reconstructed inside the second jet (the probe jet) is analyzed in two ways.
The mass of the secondary vertex is used to normalize the predicted contributions from light-
(u, d, s quarks and gluons), c- and b-jets by means of a binned likelihood fit using simulated
distributions. An example of such a fit is shown in Fig. 4 (left). After fitting the different flavor-
contributions, the predicted Lxy distribution in simulation is re-derived and compared to the
one observed in data. The predicted and observed cLxy are used to estimate the agreement

δL / mtop ~ 50μm / GeV
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and the invariant mass mtt of the top-quark pair. Also shown are predictions from MADGRAPH
+PYTHIA, POWHEG +PYTHIA, and MC@NLO +HERWIG. In addition, the top-quark results are
compared to the approximate NNLO calculations from Ref. [8]. Good agreement is observed
between data and theoretical predictions within experimental uncertainties, also for the indi-
vidual channels. Among the various predictions, the approximate NNLO calculation provides
a better description of the data, as it predicts a slightly softer top-quark transverse momentum
spectrum than the other three predictions. This effect was also observed in the corresponding
distribution at 7 TeV [2].
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Figure 5: Normalised differential tt production cross section as a function of the pt
T (top) and

yt (bottom) of the leading and next-to-leading top quarks or antiquarks. The inner (outer)
error bars indicate the statistical (combined statistical and systematic) uncertainty. The mea-
surements are compared to predictions from MADGRAPH +PYTHIA, POWHEG +PYTHIA, and
MC@NLO +HERWIG. The MADGRAPH +PYTHIA prediction is shown both as a curve and as a
binned histogram.
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Figure 3: Distribution of top-quark and tt quantities as obtained from the kinematic recon-
struction in the `+jets channels. The left plots show the distributions for the top quarks or
antiquarks; the right plots show the tt system. The top row shows the transverse momenta,
and the bottom row shows the rapidities.
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the parton level is shifted from the input top quark mass
by +0.34GeV in our analysis2. Therefore, we confirm
that our method works within the MC statistical errors.

III. EFFECTS OF EVENT SELECTION CUTS

In this section we examine effects of various event selec-
tion cuts. We make several assumptions and take specific
analysis methods. Some of these assumptions and anal-
ysis methods need to be examined carefully, since they
can be sources of systematic uncertainties. We provide
further discussion on these points in Sec. V.
In real experiments, detector effects, event selection

cuts and backgrounds deform the lepton energy distribu-
tion. The major effect is from the lepton cuts:

pT (µ) > 20GeV, |η(µ)| < 2.4 , (8)

where pT (µ) and η(µ) are the transverse momentum and
pseudo-rapidity of a muon, respectively. We refer to the
ATLAS and CMS trigger [23, 24] for the value of the
pT cut. We use the default value of PGS for the η cut,
which is due to a limited detector coverage. The lep-
ton cuts reduce mainly the low-energy part of the lepton

2 We use the Breit-Wigner distribution in MC with a cut-off at
mt ± Γt × 50, where mt and Γt are the mass and width of the
top quark.

n = 3
n = 5
n = 15

n = 2

160 165 170 175 180 185
!60

!40

!20

0

20

40

60

80

m !GeV"

10
6
"

I

FIG. 3: Weighted integrals I(m) with the MC events after
the lepton cuts for the weight functions corresponding to n =
2, 3, 5 and 15. The input value of the top quark mass is
173GeV.

distribution. This results in large shifts of the weighted
integrals I(m), as shown in Fig. 3. Because the weight
functions are negative for small Eℓ, where the lepton dis-
tribution is largely reduced, the weighted integrals shift
in the positive direction. The zeros of I(m) are signif-
icantly displaced from the input top mass due to these
shifts.
We solve this problem by compensating for the loss

caused by the lepton cuts, using MC events which sat-
isfy pT (µ) < 20GeV or |η(µ)| > 2.4. This is because (1)
experimental effects are well understood concerning lep-
tons, so that the estimates of MC simulations are accu-
rate for the lepton distribution, and (2) the weight func-
tion method utilizes the fact that the angular distribution
of the lepton in the rest frame of the top quark is flat3,
which enables us to reconstruct the top quark mass with-
out information on the angular distribution. When this
condition holds, the zero of I(m) is independent of the ve-
locity distribution of the top quark, owing to which we do
not need information on the velocity distribution. There-
fore, in order to make maximum use of the advantages
of this method, we recover the flat angular distribution
of the lepton and return the zero of I(m) to the right
place. The normalization of the compensated events is
determined such that the pT (µ) distribution of the data
and compensated events are connected smoothly. We
can check validity of the compensated events partly, us-
ing the di-leptonic channel, whose lepton pT cut can be
looser than the lepton+jets channel. We evaluate part of
uncertainties in the compensated events by varying the
factorization scale in the MC in Sec. IV.
The effects which cause differences between the lepton

momenta at the parton level and detector level such as
the effects of lepton isolation and photon emissions, also
deform the lepton energy distribution. Since these effects
are also well understood, it should be possible in princi-
ple to estimate them and restore the parton-level lepton
distributions. In this analysis, we assume that they can

3 To be precise, the lepton cos θℓ distribution is (almost) flat,
where θℓ is measured from the boost direction of the top quark
in the rest frame of the top quark.
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FIG. 5: Weighted integrals I(m) with various mc
t after all

the cuts. The weight function used corresponds to n = 2 in
eq. (7). The input value of the top quark mass is 173GeV.
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(red points). The weight function used corresponds to n = 2.
The input value of the top quark mass is 173GeV. The blue
line shows the linear function fitted to the red data points.

whose minimum of the reduced χ2 is closest to one is also
shown as a red line. Both input value of the top quark
mass and mc

t are taken to be 173GeV in this figure.
We construct the weighted integrals I(m), using the

lepton energy distributions of the events after all the
cuts with the input top quark mass 173GeV and the
compensated events with various mc

t . Figure 5 shows the
weighted integrals I(m). In this plot, we use the weight
function corresponding to n = 2. Although mc

t vary from
167 to 179GeV, the variation of the zero of I(m) is much
less.
From the zeros of I(m), we can reconstruct the top

quark mass in the following manner: if mc
t is equal to

the input mass, the zero of I(m) (denoted as m0) should
be mc

t . In contrast, if mc
t is different from the input mass,

there is no guarantee thatm0 equalsmc
t and it is expected

to be different from mc
t . Therefore, we obtain the value

of mc
t where m0 coincides with mc

t as the reconstructed
mass: mrec

t = mc
t (m0 = mc

t). Figure 6 shows m0 − mc
t

as a function of mc
t . The fitted linear function is also

shown. The zero of the fitted function is at 174.2GeV.
The estimated statistical error of the MC simulation after
the cuts is 0.5GeV for the weight function of n = 2, and
the shift expected from the effect of the top width is
+0.34GeV. Thus, the size of the shift +1.2GeV may be
consistent with their effects.
We perform the same top mass reconstruction as stated

above for various input values of the top quark mass and
various weight functions. The obtained results are shown
in Fig. 7. The vertical axis is the reconstructed top quark
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FIG. 7: Reconstructed top quark mass as a function of
the input mass. The weight functions used correspond to
n = 2, 3, 5 and 15. The blue line shows the line where the
reconstructed mass is equal to the input mass.

Input top mass(GeV) 167 170 173 176 179
mrec

t (GeV) 166.9 171.4 174.2 175.6 179.1

TABLE II: Reconstructed top quark mass as a function of the
input mass. The weight function used corresponds to n = 2.

mass obtained with this method and the horizontal axis
is the input top quark mass of the events. The blue line
shows the line where the reconstructed mass is equal to
the input mass, i.e. the ideal measurement. The values
of the results for the weight function corresponding to
n = 2 are also shown in Table II. Considering the effects
of the top width on the measured masses, whose sizes are
+0.3 to +0.4GeV depending on the top quark mass, and
the MC statistical errors, the reconstructed masses are
consistent with the input masses.
We estimate uncertainties from several sources in the

top mass reconstruction. Besides signal and background
statistical errors, we estimate uncertainties from the de-
pendences on the factorization scale and jet energy scale
(JES). Since we use MC simulations for the compensated
events in this method, the factorization scale uncertain-
ties in the MC can be serious. In addition, the JES un-
certainty is one of the largest uncertainties in the con-
ventional direct measurements of the top quark mass [5].
Table III shows the results of the estimates. The in-

put value of the top quark mass in these estimates is
173GeV. The signal statistical errors are estimated as
follows: we divide the generated events into 15, 20, 50
and 100 subgroups of equal sizes and perform the same
top mass reconstruction as explained in this section for
each sample. Results of the fits to determine the normal-
ization of the compensated events depend on the number
of events in each sample. Thus, the statistical errors
obtained from the standard deviations of reconstructed
mass distributions depend on the number of the division.
We extrapolate statistical errors at the number of events
for 100 fb−1 from the results of these subgroups. Assum-
ing that the errors of the electron mode is the same as
the muon mode, we estimate the statistical error of the
sum of lepton+jets events, i.e. the combination of the
muon and electron modes. The uncertainties from the
factorization scale dependence of the signal events are
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whose minimum of the reduced χ2 is closest to one is also
shown as a red line. Both input value of the top quark
mass and mc

t are taken to be 173GeV in this figure.
We construct the weighted integrals I(m), using the

lepton energy distributions of the events after all the
cuts with the input top quark mass 173GeV and the
compensated events with various mc

t . Figure 5 shows the
weighted integrals I(m). In this plot, we use the weight
function corresponding to n = 2. Although mc

t vary from
167 to 179GeV, the variation of the zero of I(m) is much
less.
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quark mass in the following manner: if mc
t is equal to

the input mass, the zero of I(m) (denoted as m0) should
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t . In contrast, if mc
t is different from the input mass,

there is no guarantee thatm0 equalsmc
t and it is expected

to be different from mc
t . Therefore, we obtain the value
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t as the reconstructed
mass: mrec

t = mc
t (m0 = mc

t). Figure 6 shows m0 − mc
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as a function of mc
t . The fitted linear function is also

shown. The zero of the fitted function is at 174.2GeV.
The estimated statistical error of the MC simulation after
the cuts is 0.5GeV for the weight function of n = 2, and
the shift expected from the effect of the top width is
+0.34GeV. Thus, the size of the shift +1.2GeV may be
consistent with their effects.
We perform the same top mass reconstruction as stated

above for various input values of the top quark mass and
various weight functions. The obtained results are shown
in Fig. 7. The vertical axis is the reconstructed top quark
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TABLE II: Reconstructed top quark mass as a function of the
input mass. The weight function used corresponds to n = 2.

mass obtained with this method and the horizontal axis
is the input top quark mass of the events. The blue line
shows the line where the reconstructed mass is equal to
the input mass, i.e. the ideal measurement. The values
of the results for the weight function corresponding to
n = 2 are also shown in Table II. Considering the effects
of the top width on the measured masses, whose sizes are
+0.3 to +0.4GeV depending on the top quark mass, and
the MC statistical errors, the reconstructed masses are
consistent with the input masses.
We estimate uncertainties from several sources in the

top mass reconstruction. Besides signal and background
statistical errors, we estimate uncertainties from the de-
pendences on the factorization scale and jet energy scale
(JES). Since we use MC simulations for the compensated
events in this method, the factorization scale uncertain-
ties in the MC can be serious. In addition, the JES un-
certainty is one of the largest uncertainties in the con-
ventional direct measurements of the top quark mass [5].
Table III shows the results of the estimates. The in-

put value of the top quark mass in these estimates is
173GeV. The signal statistical errors are estimated as
follows: we divide the generated events into 15, 20, 50
and 100 subgroups of equal sizes and perform the same
top mass reconstruction as explained in this section for
each sample. Results of the fits to determine the normal-
ization of the compensated events depend on the number
of events in each sample. Thus, the statistical errors
obtained from the standard deviations of reconstructed
mass distributions depend on the number of the division.
We extrapolate statistical errors at the number of events
for 100 fb−1 from the results of these subgroups. Assum-
ing that the errors of the electron mode is the same as
the muon mode, we estimate the statistical error of the
sum of lepton+jets events, i.e. the combination of the
muon and electron modes. The uncertainties from the
factorization scale dependence of the signal events are



obs. m(1)
t −m(3)

t m(1)
t −mpd

t m(2)
t −m(4)

t m(2)
t −mpd

t

1 +0.29+1.17
−1.14 +0.41 −0.08+1.66

−1.96 −0.75

2 −12.32+1.62
−2.13 −1.18 −12.58+0.90

−0.94 +1.60

3 +9.45+2.36
−2.16 +0.84 +8.00+3.74

−4.26 +1.57

4 +0.39+2.93
−3.16 +0.16 −0.11+3.42

−4.16 −1.58

5 +0.22+1.12
−1.28 +0.25 −0.06+1.65

−2.07 −0.73

Table 6: Impact of spin correlations on mass extractions. See the text for details.

inclusive (pT (ℓ+)), and that feature a mild correlation between the decay products of the

top and antitop (E(ℓ+) + E(ℓ−) and pT (ℓ+) + pT (ℓ−)), are rather stable against shower,

NLO, and spin-correlations effects. This is not true for observables for which the correlation

between the two charged leptons is stronger (pT (ℓ+ℓ−) and M(ℓ+ℓ−)): the fact that either

shower or spin-correlation effects (or both) are relevant implies, among other things, that

the computation of the tt̄ cross section at the NNLO with stable tops will not be sufficient

to give a good description of such observables, at the very least in the context of the top

mass extraction considered in this paper.

3.2.3 Results for the top quark mass

In this section we present the results for the extraction of the top quark mass obtained

with our reference computational scenario, NLO+PS+MS. We are specifically interested in

checking the size of the theory uncertainty affecting such an extraction, and its behaviour

(together with that of the central top quark mass) when the results emerging from the

individual observables and moments are combined together. These findings will also serve

as benchmarks for the studies that we shall carry out in sect. 3.2.4, where the extraction

of the top mass will be performed by using the other scenarios of table 2. Furthermore, we

want to study how the above results are influenced by the scale choice, and therefore we

shall consider all of the three forms given in eqs. (3.3)–(3.5).

The general strategy is the following. For a given scale choice, we extract the top mass

from each of the five observables of table 1 and their first three moments12, i.e. fifteen

mt values in total, each with its theory errors of eq. (2.8). These values, or any subset

of them, are then combined to obtain the “best” result. The combination technique is

briefly explained in appendix B, and is rather standard: basically, the central values are

weighted with the inverse of the square of their errors. Since the various observables and

their moments are correlated, it is necessary to take these correlations into account, lest

one skew the final central value of mt and underestimate its error.

The simplest case is that where one uses a single observable for extracting mt; as was

explained in sect. 2.3, this is far from being ideal, and we present it here only as a way to

compare with the multi-observable results that will be shown later. We use observable #1

12The fourth moments turn out not to be particularly useful in the extraction procedure, being affected by

errors larger than those of the lower moments, and being rather strongly correlated with the third moments;

these are the reasons why they are not taken into account.
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reveals that their correlation with the number of primary vertices is small, with correlation
coefficients < 3% and < 1%, respectively.

The sensitivity of the result to uncertainties in QCD calculations is evaluated by generating sim-
ulated event samples with varied levels of color-reconnection to beam remnants, renormaliza-
tion and factorization scale, and jet-parton matching scale. The impact of the variations on Mt
is dominated by the color reconnection effects, which are estimated by comparing the results of
simulations performed with two different MC tunes [38], Perugia2011 and Perugia2011noCR.
Factor-of-two variations of renormalization and factorization scale and the jet-parton matching
scale translate to negligible (<0.1 GeV) variations in the top-quark mass. Uncertainties in the
parton distribution functions and relative fractions of different production mechanisms do not
affect this analysis. The overall systematic error attributed to QCD uncertainties is ±0.6 GeV on
the value of Mt. In quadrature with other systematic uncertainties these simulation-dependent
estimates add 0.1 GeV to both the upper and lower systematic uncertainties. This additional
contribution reflects theoretical uncertainty in the interpretation of the measurement as a top-
quark mass, and unlike other systematic uncertainties in the measurement, is essentially de-
pendent on the reliability of the MC modeling.

For the unconstrained and singly-constrained fits, where the objective is primarily to demon-
strate a method, rather than to achieve a precise result, we have limited the investigation of
systematic uncertainties to just the evaluation of the jet energy scale and fit range variations,
which are known from the doubly-constrained case to be the dominant systematic contribu-
tions. Because of this, the systematic uncertainties displayed for these fits are slightly lower
than they would be with a fuller treatment of all contributions.

The systematic uncertainties discussed in this section are summarized in Table 4.

Table 4: Summary of systematic uncertainties dMt affecting the top-quark mass measurement;
see text for discussion.

Source dMt ( GeV)
Jet Energy Scale +1.3

�1.8
Jet Energy Resolution ±0.5
Lepton Energy Scale +0.3

�0.4
Fit Range ±0.6
Background Shape ±0.5
Jet and Lepton Efficiencies +0.1

�0.2
Pileup <0.1
QCD effects ±0.6
Total +1.7

�2.1

9 Results and Discussion
The simultaneous fit to the three distributions determines m2

n, MW, and Mt. A complete sum-
mary of central values and statistical and systematic uncertainties for all three mass constraints
can be found in Table 5. Figure 9.1 shows the corresponding fits.
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Figure 9.1: Results of simultaneous fits to m2
n, MW, and Mt. The upper red line is in all cases

the full fit, while the green (middle) and blue (lowest) curves are for the signal and background
shapes, respectively. While the fit is performed event-by-event for all measured kinematic
values, the line shown is an approximate extrapolation of the total fit likelihood function over
the entire fit range. Top row: unconstrained fit; Middle row: singly-constrained fit; Bottom
row: doubly-constrained fit. The inset shows a zoom of the tail region in Mb` for the doubly-
constrained case to illustrate the level of agreement between the background shape and the
data points.
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Table 5: Fit results from the three mass analyses with various mass constraints. Uncertainties
are statistical (first) and systematic (second). Values in parentheses are constrained in the fit.
For the neutrino, squared mass is the natural fit variable – see text for discussion.

Constraint

Fit quantity None mn = 0 mn = 0 and MW = 80.4 GeV

m2
n (GeV 2) �556 ± 473 ± 622 (0) (0)

MW (GeV) 72 ± 7 ± 9 80.7 ± 1.1 ± 0.6 (80.4)

Mt (GeV) 163 ± 10 ± 11 174.0 ± 0.9+1.7
�2.1 173.9 ± 0.9+1.7

�2.1

We take the doubly-constrained version to be the final result:

Mt = 173.9 ± 0.9 (stat.)+1.7
�2.1 (syst.) GeV. (9.1)

In the more general case of the unconstrained measurement, the performance of the endpoint
method illustrated here in the tt dilepton system suggests the technique will be a viable option
for mass measurements in a variety of new-physics scenarios. The precision on Mt given by
the doubly-constrained fit, for example, is indicative of the precision with which we might
determine the masses of new colored particles (like squarks), as a function of the input test mass
emn. Of course, as shown in the second column of Table 5, the input mass mn itself will be
determined less precisely. Another plausible scenario is one in which new physics mimics the
leptonic decay of the W boson. This can arise in SUSY with R-parity violation and a lepton-
number violating term in the superpotential. In this case, the lightest superpartner could be
the charged slepton, which decays to a lepton and neutrino, just like the SM W boson. Current
bounds from LEP indicate that the slepton must be heavier than 100 GeV. Given the ⇠1 GeV
precision provided by the singly-constrained fit on the W boson mass, the W boson can easily
be discriminated from such an object based on its mass.

It is interesting to note also that in the unconstrained case, one can restrict the range of the neu-
trino mass (which is treated as an unknown parameter) reasonably well, within approximately
20 GeV, in line with previous expectations [39]. If the Emiss

T signal is due to SM neutrinos, rather
than heavy WIMPs with masses of order 100 GeV, this level of precision is sufficient to distin-
guish the two cases. If, on the other hand, the Emiss

T signal is indeed due to heavy WIMPs, one
might expect that the precision on the WIMP mass determination will be no worse than what
is shown here for the neutrino, assuming comparable levels of signal and background.

10 Conclusions
A new technique of mass extraction has been applied to tt dilepton events. Motivated pri-
marily by future application to new-physics scenarios, the technique is based on endpoint
measurements of new kinematic variables. The three mass parameters m2

n, MW, and Mt are
obtained in a simultaneous fit to three endpoints. In an unconstrained fit to the three masses,
the measurement confirms the utility of the techniques proposed for new-physics mass mea-
surements. When m2

n and MW are constrained to 0 and 80.4 GeV respectively, we find Mt =
173.9 ± 0.9 (stat.)+1.7

�2.1 (syst.) GeV, comparable to other dilepton measurements. This is the first
measurement of the top-quark mass with an endpoint method. In addition to providing a
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Figure 1: Gamma-ray count maps of the 20◦ × 20◦ fields around IC 443 (left panel) and W44
(right panel) in the energy range 60 MeV to 2 GeV. Nearby gamma-ray sources are marked as
crosses and squares. Diamonds denote previously undetected sources. For sources indicated
by crosses and diamonds, the fluxes were left as free parameters in the analysis. Events were
spatially binned in regions of side length 0.1◦, the units of the color bar is the square root of
count density, and the colors have been clipped at 20 counts per pixel to make the galactic
diffuse emission less prominent. Given the spectra of the sources and the effective area of the
LAT instrument, the bulk of the photons seen in this plot have energies between 300 and 500
MeV. IC 443 is located in the galactic anti-center region, where the background gamma-ray
emission produced by the pool of galactic cosmic rays interacting with interstellar gas is rather
weak relative to the region around W44. The two dominant sources in the IC 443 field are the
Geminga pulsar (2FGL J0633.9+1746) and the Crab (2FGL J0534.5+2201). For the W44 count
map, W44 is the dominant source, sub-dominant, however, to the galactic diffuse emission.
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(right panel) in the energy range 60 MeV to 2 GeV. Nearby gamma-ray sources are marked as
crosses and squares. Diamonds denote previously undetected sources. For sources indicated
by crosses and diamonds, the fluxes were left as free parameters in the analysis. Events were
spatially binned in regions of side length 0.1◦, the units of the color bar is the square root of
count density, and the colors have been clipped at 20 counts per pixel to make the galactic
diffuse emission less prominent. Given the spectra of the sources and the effective area of the
LAT instrument, the bulk of the photons seen in this plot have energies between 300 and 500
MeV. IC 443 is located in the galactic anti-center region, where the background gamma-ray
emission produced by the pool of galactic cosmic rays interacting with interstellar gas is rather
weak relative to the region around W44. The two dominant sources in the IC 443 field are the
Geminga pulsar (2FGL J0633.9+1746) and the Crab (2FGL J0534.5+2201). For the W44 count
map, W44 is the dominant source, sub-dominant, however, to the galactic diffuse emission.
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Figure 1: Gamma-ray count maps of the 20◦ × 20◦ fields around IC 443 (left panel) and W44
(right panel) in the energy range 60 MeV to 2 GeV. Nearby gamma-ray sources are marked as
crosses and squares. Diamonds denote previously undetected sources. For sources indicated
by crosses and diamonds, the fluxes were left as free parameters in the analysis. Events were
spatially binned in regions of side length 0.1◦, the units of the color bar is the square root of
count density, and the colors have been clipped at 20 counts per pixel to make the galactic
diffuse emission less prominent. Given the spectra of the sources and the effective area of the
LAT instrument, the bulk of the photons seen in this plot have energies between 300 and 500
MeV. IC 443 is located in the galactic anti-center region, where the background gamma-ray
emission produced by the pool of galactic cosmic rays interacting with interstellar gas is rather
weak relative to the region around W44. The two dominant sources in the IC 443 field are the
Geminga pulsar (2FGL J0633.9+1746) and the Crab (2FGL J0534.5+2201). For the W44 count
map, W44 is the dominant source, sub-dominant, however, to the galactic diffuse emission.
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radiation in decays 
breaks pheno-LI 
due to 3-body

radiation in decays 
breaks true-LI due to 

reconstruction

end-point is safe w.r.t 
radiation in decay

in practice we need the 
tail, which is sensitive to 

radiation

non-LILI “pheno”-LI

pTℓÊbpb⋅pℓ

what is the “small parameter” ΔTH 
that “breaks” (true or effective) LI?

needs just one particle
needs two 
particles 

(combinations)

variations around Lorentz Invariance

exclusiveness  
breaks pheno-LI































































































































































decay NLO sensitive to the scale choice: ±1 GeV on mtop

NLO: production & decay 
(MCFM)

|δ|~α₃~1/μ















































































preliminary

preliminary

R=1.0

R=1.0

R=1.0



decay NLO sensitive to the scale choice: ±0.5 GeV on mtop

NLO: production & decay 
(MCFM)

preliminary

preliminary

R=0.7

R=0.7

R=0.7



B physics in the top sample

• more exclusive final states 

• non-JES uncertainties 

• hadronization uncertainties

B hadron observables

Fragmentation: the b quark energy peak is 
translated into a (broader) B hadron energy peak



B hadron  
energy peak

get the hadron energy entirely from tracks























Exclusive Decay  
(Fully reconstructible with tracks)

1104.2892

1106.4048

1309.6920 

1205.0594 

1101.0131 

J/psi modes

D modes
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J/psi but no need to require leptonic W decay



B hadron  
γ boost factor

Does the ratio γ =E/m help to 
get rid of exp. uncertainties?

hadron energy peak        hadron boost peak

 



3D decay length 
Time of decays is harder to measure than the position  

Experiments measure decay length L

Jet Energy Scale does not affect λ, nor L

discussion with J. Incandela



Mean decay length invariance

τ´(lab)=γτ
However ...

λ=cβτ´(lab)=cτ E/m

For β=1 is

up to m²/E² effects the mean decay length of the b quark has a 
peak at the top rest frame value 

E and λ 
distributions  

are the same up 
to a rescaling 

γ = E/m

• A peak in the energy distribution of the b quark 
implies a peak in the boost factor distribution 

• Not so interesting because the boost is not measured 
directly  



How to get the distribution  
of λ from the observed L?

For now we just predicted the mode of pdf(λ)
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from MC: 
exponential ansatz work well 

1209.0772 - Agashe, Franceschini and Kim



pdf(λ)= ?

How to get the distribution  
of λ from the observed L?

For now we just predicted the mode of pdf(λ)


