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Beam lines 
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beamline 

https://sharepoint.fnal.gov/project/geant4-pub/
SitePages/Home.aspx  

Geant4 at FNAL 

© 2004 CERN ATLAS test beam  
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Future accelerator facilities 

ILC International Linear Collider  
simulated response to  

e+e- → Z(→ µ+µ-) + higgs (→ bb) 

Image: Norman Graf, SLAC 

POSITRON SOURCE SIMULATIONS USING GEANT4

A. Ushakov∗, S. Riemann, A. Schälicke
DESY, Zeuthen, Germany

Abstract

The development of intense polarized positron sources
for future linear colliders is a challenge. For the optimiza-
tion of the positron source design a novel simulation tool,
PPS-Sim [1] based on Geant4 [2] has been developed. PPS-
Sim allows to determine polarization, beam properties, as
well as energy deposition in accelerator components. All
source components and their parameters can be chosen eas-
ily and flexible. Helical undulator, laser-Compton and co-
herent Bremsstrahlung in crystals are available as positron
production schemes. Target materials and geometry can
be adjusted. Flux concentrator, quarter wave transformer
and lithium lens are implemented as possible capture de-
vices. Geometry, accelerating components and magnetic
field configuration can be specified by the user. In this
contribution, PPS-Sim is presented, and selected results are
discussed.

INTRODUCTION

The development of an intense positron source for a fu-
ture electron-positron collider (ILC, CLIC) or SuperB fac-
tory requires detailed design studies. For instance, the
positron source for the ILC should deliver 3 ·1010 positrons
in each of the 2625 bunches per pulse. To generate such an
amount of positrons, it is planed to use a photon beam with
an average power of more than hundred kilowatt. The prob-
lem of energy deposition in a relatively small volume of the
conversion target, development of shock-waves and radia-
tion damage of the target have to be studied carefully in or-
der to ensure a reliable lifetime of the target. The efficiency
of beam generation as well as the beam optics downstream
the target play a crucial role for the design of the positron
source components.

Several Monte-Carlo tools are currently in use to sim-
ulate the positron production, as for example, EGS [3]
and FLUKA [4]. But these tools do not include the par-
ticle transport in accelerating electrical fields. On the other
hand, there are numerous well developed codes for sim-
ulations of beam transport and acceleration in linear and
circular accelerators (MAD-X [5], Bmad [6], Elegant [7],
etc.). Some codes facilitate the transport of low-energetic
beams including space charge effects (ASTRA [8], BEAM-
PATH [9]), or spin transport (Bmad, BEAMPATH). But all
of these codes do not describe the process of positron pro-
duction and need the input from EGS, FLUKA or other
codes.

A Geant4-based toolkit can combine beam generation,
beam focusing, and acceleration. Geant4 [2] includes

∗ andriy.ushakov@desy.de

positron production, energy deposition, and also transport
of charged particles in magnetic and electric fields, and
spin transport. The idea to use the Geant4 framework for
accelerator-related issues is not new. G4beamline [10] and
bdsim [11] can be used for beamline simulations. In this
contribution, the Geant4-based application developed for
Polarized Positron Source Simulation (PPS-Sim), is de-
scribed.

DESCRIPTION OF CODE

Dependencies and Capacities

PPS-Sim is based on the Geant4, ROOT and Qt4 li-
braries. Geant4 is used to simulate the electro-magnetic
shower in the target, the polarization transfer, and the par-
ticle and spin tracking in electro-magnetic fields. Geant4
has a powerful geometry package and different possibili-
ties to visualize the geometry of the model, particle tra-
jectories and energy deposition in positron source compo-
nents. ROOT is used for fast “on-line” analysis of simu-
lation results, importing input data and saving results. The
Graphical User Interface (GUI) is based on Geant4 and Qt4
libraries.

The main positron source parts included in PPS-Sim are
schematically shown in Fig. 1. The main source elements
are the primary beam, the conversion target, the magnetic
focusing system called Optical Matching Device (OMD)
and the accelerator cavity (RF).

Target RFPrimary
Beam

OMD
e+

Figure 1: Schematic diagram of main source parts included
in PPS-Sim.

Different options for the source design are implemented
in PPS-Sim. The primary beam can be chosen between a
photon beam generated in an undulator (undulator-based
source), an electron beam (conventional source) or using
a data file, for example, with a Compton photon spec-
trum (Compton source) or channeling radiation spectrum
(source with mono-crystal and amorphous target).

PPS-Sim generates the energy spectrum, spatial distri-
bution and polarization of the undulator photons automati-
cally after selecting the energy of the drive electron beam,
the undulator K-value, the undulator period λ, and the dis-
tance between undulator and target. For the generation of
undulator photons the Kincaid’s equations [12] are numer-
ically integrated. The typical undulator spectrum (number
photons generated by one electron passing one meter of
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PERFORMA1CE OF THE BUCKED COILS MUO1-COOLI1G LATTICE 
FOR THE 1EUTRI1O FACTORY* 

A. Alekou#, Imperial College London, London, U.K 
J. Pasternak, Imperial College London, London/STFC-RAL ISIS, Chilton, Didcot, UK 

C.Rogers, RAL ASTeC, Chilton, Didcot, UK  
 
Abstract 

Ionization cooling is essential to the Neutrino Factory 
in order to decrease the large emittance of the tertiary 
muon beam. Strong focusing and large RF gradient in the 
cooling channel are required for efficient cooling. 
However, the presence of strong magnetic field at the 
position of the RF cavities limits their performance by 
lowering the breakdown limit. In order to mitigate this 
problem a new lattice configuration, the Bucked Coils, is 
proposed: Two solenoidal coils of different radius and 
opposite polarities are placed along the channel at the 
same z-positions. The Bucked Coils lower the magnetic 
field in the RF cavities while also providing strong 
focusing. This paper presents the results of the beam 
dynamics simulations in the new lattice, using G4MICE 
code. The comparison on the achieved cooling 
performance and transmission between the currently 
proposed Neutrino Factory baseline lattice (FSIIA) and 
the new configuration, is provided in detail.  

I1TRODUCTIO1 
The Neutrino Factory is a proposed accelerator 

complex that will produce the most intense and high-
energy neutrino beam ever achieved, by using muons 
decaying in storage rings with long straight sections 
pointing towards far detectors. The performance of this 
facility is a key to the discovery of leptonic CP violation, 
the precision studies of the mass hierarchy and the mixing 
parameters including the presently unknown ș13 [1].  

The muon beam produced at the Neutrino Factory has a 
very large initial emittance, therefore, in order to fall 
efficiently within the acceptance of downstream 
accelerator components it requires cooling (emittance 
reduction). Due to the short muon lifetime (~2.2 ȝs), the 
only viable technique for such emittance reduction is 
ionization cooling. At ionization cooling, muon 
momentum decreases in every direction by ionizing the 
absorber’s material and the longitudinal momentum is 
restored when the beam passes through RF cavities. 

Although the baseline solution for the Neutrino Factory 
cooling channel, FSIIA [1], has been established, recent 
studies indicate that the maximum gradient achievable in 
the RF cavities may be limited when an external magnetic 
field is applied [2]. Therefore, although FSIIA obtains 
acceptable transmission and good transverse emittance 
reduction in simulations, the magnetic field within the RF 
cavities must be significantly reduced or its effect on the 
achievable RF gradient mitigated in order to ensure the 
cooling performance.  

Bucked Coils (BC) is a configuration that includes a 
pair of opposite polarity and different radius coils placed 
at the same position along the beam axis. This paper 
presents the results and detailed comparison of the muon 
beam dynamics between FSIIA and various 
configurations of BC. Future plans on possible further 
modifications of the BC configuration are also discussed.  

LATTICE GEOMETRY 
Recent studies indicate that the magnetic field within 

the RF cavities can limit their performance by lowering 
the breakdown limit, which results in smaller achievable 
mean gradient. Using the Optics and Simulations 
applications of the G4MICE software [3], a detailed 
comparison was made of FSIIA and the various 
configurations of BC called BC-I, BC-II and BC-III. The 
aim of this comparison was to find a lattice that provides 
a substantially lower magnetic field within the RFs while 
also keeping the transmission within 30 mm transverse 
acceptance high. The characteristics of each lattice are 
given below in Tables 1 and 2. The Optics application is 
used for the analytical evolution of beams whereas 
Simulation is used for Monte-Carlo tracking of particles.  

FSIIA 
   The FSIIA half-cell begins with a coil followed by an 

RF cavity which has a LiH absorber on each side. A 
repetition of this 0.75 m cell, with opposite coil polarity 
to the first coil, forms a full 1.5 m FSIIA cell. 

Bucked Coils (BC) 
BC is a configuration which includes two coils with 

different radius and opposite polarities, placed at the same 
position along the beam axis. BC cell can have different 
current densities in the inner and outer coils. Due to the 
different magnetic field produced by the coils, the 
achieved magnetic field within the RF cavities is 
significantly lower than that of FSIIA (see Fig. 2 in the 
Simulation Results section).  

Similarly to the FSIIA lattice, BC-I has a pair of coils 
followed by an RF cavity which has a LiH absorber on 
each side. This 1.05 m half-cell is repeated, with opposite 
polarity to the first pair of coils, to form a 2.10 m full-cell 
of BC-I. Two versions of the BC lattice with 0.9 m half-
cell length were also investigated (BC-II and BC-III). Fig. 
1 illustrates the BC configuration and table 1 summarizes 
the main parameters of FSIIA and BC-I. The differences 
of BC-I, BC-II and BC-III are summarized in Table 2. 

  ___________________________________________  

*Work supported by STFC  
#androula.alekou08@ic.ac.uk 
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G4 Simulation for Fermi  Large Area Telescope 

! Fermi Large Area Telescope: (http://www-glast.stanford.edu) 
! Geant4 for MC particle interactions within the Fermi LAT 

simulation framework since 2004  
‒  Stored for further processing 

▻  McParticles – particles produced during trackinig 
▻  McPositionHits – positions and energy deposited in 

Silicon and ACD 
▻  McIntegratingHits – energy deposited in CsI crystals 

! Still using Geant4 version 9.4.p01 
! Generated at least 200e9 events 
! So far stored MC triggered events 

‒  Gamma-rays (4.12e9 evts)  
‒  Protons   (1.32e9) 
‒  HE electrons (5.14e8) 
‒  AllBackground (5.43e9) 

Incident Gamma 

Conversion Point 

Propagation of  primary 
e+ and e- through LAT 

McPositionHits  
in Active Silicon 

of  Tracker 

Example of gamma-ray event 

Courtesy of Francesco Longo for the Fermi Collaboration 
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Computational Human Phantom 

4D Phantom 

M. C. Han, C. H. Kim et al., Hanyang Univ., Seoul  

It can be 
implemented only 
in Geant4 at the 

present time 

It can be implemented in Geant4, MCNP6, EGS, FLUKA… 

It can be implemented in Geant4 and MCNP6, 
but in MCNP6 electrons cannot be transported 

in an unstructured mesh geometry	


Voxel Phantom 

Polygonal Phantom 
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Nuclear power 

G4-STORK: A Geant4-based Monte Carlo reactor kinetics simulation
code
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a b s t r a c t

In this paper we introduce G4-STORK (Geant4 STOchastic Reactor Kinetics), a new, time-dependent,
Monte Carlo particle tracking code for reactor physics applications. G4-STORK was built by adapting
and expanding on the Geant4 Monte Carlo toolkit. The toolkit provides the fundamental physics models
and particle tracking algorithms that track each particle in space and time. It is a framework for further
development (e.g. for projects such as G4-STORK).

G4-STORK derives reactor physics parameters (e.g. keff ) from the continuous evolution of a population
of neutrons in space and time in the given simulation geometry. In this paper we detail the major
additions to the Geant4 toolkit that were necessary to create G4-STORK. These include a renormalization
process that maintains a manageable number of neutrons in the simulation even in very sub- or super-
critical systems, scoring processes (e.g. recording fission locations, total neutrons produced and lost, etc.)
that allow G4-STORK to calculate the reactor physics parameters, and dynamic simulation geometries
that can change over the course of simulation to illicit reactor kinetics responses (e.g. fuel temperature
reactivity feedback).

The additions are verified through simple simulations and code-to-code comparisons with established
reactor physics codes such as DRAGON and MCNP. Additionally, G4-STORK was developed to run a single
simulation in parallel over many processors using MPI (Message Passing Interface) pipes.

Crown Copyright ! 2014 Published by Elsevier Ltd. All rights reserved.

1. Introduction

A conventional nuclear reactor periodically makes minor
adjustments to the control devices to maintain a stable power
level. For most analyses simulating this reactor behaviour, these
time-dependent effects are small and can be ignored (i.e. static
analysis). However, in situations where the state of the reactor is
changing, such as power manoeuvres or loss-of-control accidents,
the time-dependent response of the reactor is large and important.
For these situations, time-dependent reactor codes are used to ana-
lyze and predict the behaviour of the reactor.

Traditionally, these time-dependent responses, also known as
reactor kinetics, have been studied using deterministic approxima-
tions to the time-dependent neutron transport equation, such as
the point kinetics approximation (Duderstadt and Hamilton,
1976). Further research in this area has led to a quasi-static

correction for spatial dependencies that can be applied to the
point kinetics approximation, as well as various space-energy
dynamics approaches. These other dynamics approaches involve
decomposing the reactor response using a modal, nodal or finite
difference approach (Ott and Neuhold, 1985). Being deterministic
approaches, they are limited by the same factors as static deter-
ministic codes: the discretizations of space, energy and angle that
are necessary to solve the neutron transport equation directly
(Duderstadt and Hamilton, 1976). Additionally, the time-
dependent behaviour adds significant complexity compared to
static solutions, so these approaches generally require longer
computation times (Ott and Neuhold, 1985).

The limitations of the discretizations may be avoided by
employing a stochastic (Monte Carlo) approach. Rather than solv-
ing a simplified version of the transport equation, the Monte Carlo
method guides the neutrons through the simulated geometry
according to the relative probabilities and outcomes of various
neutron-nucleus interactions. Since each neutron is tracked in both
space and time continuously, the Monte Carlo approach is intrinsi-
cally time dependent. Thus, the characteristics and time-
dependent responses of a reactor can be calculated by averaging

http://dx.doi.org/10.1016/j.anucene.2014.03.034
0306-4549/Crown Copyright ! 2014 Published by Elsevier Ltd. All rights reserved.

⇑ Corresponding author. Tel.: +1 (905) 525 9140x24545; fax: +1 (905) 528 5406.
E-mail address: buijsa@mcmaster.ca (A. Buijs).
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Design of New Neutron Imaging Facility at Triga Reactor in Morocco 
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Abstract 
A new neutron imaging facility is about to be built as a part of the TRIGA MARK-II reactor at Maâmora 
Nuclear Research Centre (CENM). The focus of this facility will be to perform neutron radiography as well 
as neutron tomography.  The beam tube will be mounted at the tangential beam port. For power of 2 MW, 
the corresponding thermal neutron flux at the inlet of the tangential channel is around 1.01 1013n.cm2/s.  
The facility will be based on a conical neutron collimator with a flight tube of 8m and offers three circular 
diaphragms with diameters of 1cm, 2 cm and 4 cm corresponding to L/D-ratio varying between 200 and 400. 
The   holes   will   be   housed   in   the   primary   shutter.   These   diaphragms’   sizes   allow   to   perform   neutron  
radiography with high resolution (L/D = 400) and high speed (L/D= 200).  A multi filter will be installed 
after the primary collimator shutter, but before the consecutive flight tube. The flight tube will be large 
enough to contain also additional pin-hole, beam limiter and fast shutter. Finally, the scheme is evaluated and 
optimized by Monte Carlo calculations (a fully 3D numerical code GEANT4) of the whole beamline. 
 
Keywords: Neutron Imaging Facility; Collimator Design; GEANT4 Monte Carlo simulation; Triga 
Reactor. 
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Cosmic Ray Radiography of the Damaged Cores of the Fukushima Reactors

Konstantin Borozdin,1 Steven Greene,1 Zarija Lukić,2 Edward Milner,1 Haruo Miyadera,1

Christopher Morris,1,* and John Perry1

1Los Alamos National Laboratory, Los Alamos, New Mexico 87544, USA
2Computational Cosmology Center, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

(Received 9 August 2012; published 11 October 2012)

The passage of muons through matter is dominated by the Coulomb interaction with electrons and

nuclei. The interaction with the electrons leads to continuous energy loss and stopping of the muons. The

interaction with nuclei leads to angle ‘‘diffusion.’’ Two muon-imaging methods that use flux attenuation

and multiple Coulomb scattering of cosmic-ray muons are being studied as tools for diagnosing the

damaged cores of the Fukushima reactors. Here, we compare these two methods. We conclude that the

scattering method can provide detailed information about the core. Attenuation has low contrast and little

sensitivity to the core.

DOI: 10.1103/PhysRevLett.109.152501 PACS numbers: 28.41.Te, 87.59.bf, 96.50.S!

Shortly after the earthquake, tsunami, and core melt
downs at the reactors in Fukushima Japan in March,
2011, several groups in both the United States and Japan
realized that cosmic-ray radiography might be able to
provide information about the damaged cores. Two meth-
ods of radiography using cosmic rays have been described
in the past, attenuation [1–3] and scattering [4–6]. Since
deploying either of these methods to study the damaged
cores of the Fukushima reactors involves a major human
investment because of the high radiation fields surrounding
the reactors, it is important to carefully evaluate the utility
of the information that can be obtained from these tech-
nologies. In this Letter, we present a comparison of imag-
ing using these two different techniques in a common
geometry using the Monte Carlo particle transport code
GEANT4.

The simulation code GEANT4 [7] was used to track
cosmic rays through a model of a boiling water reactor
similar to Fukushima Daiichi Reactor #1. The model of
the reactor included all major structures, the reactor build-
ing, the containment vessel, and the pressure vessel.
Calculations were performed for an intact core, a core
with a 1 m diameter of material removed from the core
and placed in the bottom of the pressure vessel, and no
core. A schematic view of the detector placement is shown
in Fig. 1. The placement of detectors outside of the reactor
buildings is dictated by very high radiation levels and very
limited access to the insides of the buildings.

Several approximations were made to simplify the cal-
culation: structures outside of the field encompassed by the
detectors were not included (mainly the turbine buildings);

the detectors were assumed to measure position and angles
perfectly; there was no gamma shielding added around the
detectors; and the energy spectrum was assumed to be
independent of zenith angle and was taken from the 75"

zenith angle measurements of Jokisch et al. [8], which
corresponds to the angle of reactor core from the lower
detector. A comparison of the spectra given by Jokisch
et al. and by Tsuji et al. [9] shows a 50% discrepancy at
low momentum and differences in the slope at higher
momenta (Fig. 2). This is indicative of the uncertainty in
the normalization of our results.
The output saved from the GEANT4 runs included the

input and output vectors, ~Xin and ~Xout, for each incident
particle. The incident flux projected to the reactor core
location was used to normalize the transmission radiogra-
phy (attenuation method).

FIG. 1 (color). Cutaway view of a boiling water reactor and a
schematic of the detector placement for the Monte Carlo calcu-
lation. In the case of attenuation radiography, only trajectory
information from the lower detector was used. The location of
the 1 m diameter void in the core and its placement in the bottom
of the pressure vessel are indicated by arrows.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.
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GEANT4 STUDIES OF THE THORIUM FUEL CYCLE

Cristian Bungau, Roger Barlow, University of Manchester, UK
Adriana Bungau, Robert Cywinski, University of Huddersfield, UK

Abstract

Thorium fuel has been proposed as an alternative to ura-
nium fuel in nuclear reactors. New GEANT4 developments
allow the Monte Carlo code to be used for the first time in
order to simulate the time evolution of the concentration of
isotopes present in the Thorium fuel cycle. A full study is
performed in order to optimise the production of Uranium-
233 starting with “pure” Thorium fuels, leading to levels
of Uranium-233 which ensure the operation of the nuclear
reactor in a regime close to criticality.

COMPUTATION DETAILS

GEANT4 provides an extensive set of hadronic physics
models, both for the intra-nuclear cascade region and for
modelling of evaporation. There are many different (data
based, parametrized and theory-driven) models using dif-
ferent approximations and each has its own applicable en-
ergy range. The Liege intra-nuclear cascade model was
selected together with the independent evaporation/fission
code ABLA. This model has been validated against ex-
perimental data for spallation processes in many different
heavy elements [1]. The Liege model is largely free of pa-
rameters and is preferred by validation and, compared to
the other theoretical models available in GEANT4, it is
more data driven. However this model does not include
pre-equilibrium: the INCL cascade is directly “coupled”
to equilibrium de-excitation handled by ABLA and there-
fore it does not describe well enough low energy reactions
(where nuclear structure effects start to play their role).
INCL/ABLA works very nicely only above 100 MeV, be-
ing one of one of the best models available.

On the other hand, the other two models available in
GEANT4, Bertini and Binary cascade, do incorporate
the pre-equilibrium model. The Binary cascade model
has been recently improved following a validation study
against the TARC experiment data, in order to improve sev-
eral shortcomings in applying these models to neutron spal-
lation processes in heavy metals [2]. All these recent de-
velopments have been considered and implemented in our
code.

In the simulations presented in this paper, the Liege
model was selected to simulate interactions for energies
above 150 MeV, while for lower energies the Binary cas-
cade model was selected. For neutron energies below 20
MeV, the high-precisionmodels were selected. These mod-
els use the ENDF/B-VI(VII), JEFF and JENDL neutron
data libraries. The S(α, β) coefficient which takes into

corrected treatment for neutron scattering on chemically
bound elements in the thermal region has also been imple-
mented in the GEANT4 physics list used for this study.

The default fission model in GEANT4 does not describe
accurately the spontaneous fission processes, it describes
well only the neutron induced fission. However, since the
GEANT4 release 4.9.0, a new module for Livermore LLNL
neutron-induced and spontaneousfission model is available
in GEANT4. This new model was used in all simulations.

Three new classes have been written and added to
GEANT4: G4SDTimeFilter, G4SDParticleWithTimeFilter
and G4SDParticleWithVolumeFilter [3]. These new
classes allow the user to simulate the time evolution of the
number of different isotopes present inside the nuclear fuel
for any input parameters: the proton beam size and energy,
the fuel composition and finally the target size and material.

METHODOLOGY

Due to limited computational power available, no Monte
Carlo code can simulate the continuous time evolution of
the isotopes involved in the 232Th - 233U fuel cycle. In-
stead, the standard procedure is to simulate the evolution
of the fuel cycle in discrete time steps. Starting with an ini-
tial fuel composition, the instantaneously production rates
of individual isotopes are calculated and then these rates
are used to predict the fuel composition after a given time
step which has to be short enough to ensure that the rates
remain constant. At the end of the selected time step, the
impact of the proton beam on the new reactor fuel is simu-
lated and the procedure described above is repeated.

However after each time step in the simulation all the
isotopes are initialised at the beginning of their lifetime.
Since it is not possible to generate isotopes at different
stages during their lifetime, a different approach was pro-
posed.

Instead of running the simulation in time steps adding up
to several days, the new approach is to run the simulation in
two stages. First the fuel rod is exposed to the proton beam
for 1 day. In the simulation one proton is generated every 5
minutes for 24 hours and the time evolution of each present
isotope is recorded. The simulation now enters the second
stage. The proton beam is switched off and the time evolu-
tion of each isotope continues to be recorded. The 233Th
produced by neutron capture on 232Th decays into 233Pa,
while the 233U will be continuously produced by the decay
of 233Pa. After ∼ 100 days there will be almost no more
233Pa left. In order to calculate the new fuel composition,
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GEANT4 Microdosimetry Study of Ionising Radiation Effects in Digital ASIC’s
Miguel A. CORTÉS-GIRALDO1,∗, Francisco R. PALOMO2,

Esther GARCÍA-SÁNCHEZ2 and José M. QUESADA1
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Ionisation tracks on CMOS circuits produce the so called Single Event Effects (SEE). Measuring the absorbed
energy per event in the micro-structures of an integrated circuit is difficult; therefore a Monte Carlo simulation can be
useful. In this work, we present GEANT4 applications to simulate the incidence of charged particles on a CMOS flip-
flop designed according to AMISC5 rules. The energy per event absorbed in the flip-flop transistors is calculated for
the panoply of beams available at CNA (Spanish National Accelerator Centre): proton (18 MeV) and deuteron (9 MeV)
beams produced by an IBA Cyclotron, and ion beams produced by a 3-MV NEC Pelletron accelerator (9 MeV alphas,
15 MeV carbon ions and 18 MeV oxygen ions).

KEYWORDS: GEANT4, ASIC, VLSI, microdosimetry, single event effects, heavy-ions

I. Introduction
This work presents Monte Carlo simulations developed

with the GEANT4 toolkit1) (version 9.3) simulations to es-
timate the energy deposition in the sensitive volumes of a
CMOS flip-flop by the passage of protons, deuterons and
heavy-ions. The purpose of this work is to analyse and to
prepare experiments at the CNA facility (Sevilla, Spain).2, 3)

Related experimental results with oxygen ions at CNA have
been published recently.4, 5)

Microelectronic devices are sensitive to the passage of
ionising particles due to the nanometric scale of their com-
ponents. The ionised track generates parasite charge dis-
tributions and crystalline damages, which trigger effects in
the electronics leading to unexpected responses, failures and
even the destruction of the device itself. These effects can
be analysed and measured experimentally, and they can also
be used for dosimetric measurement purposes (for example,
RADFETS).6)

GEANT4 has also been used for microdosimetry calcula-
tions in geometrically simple sensitive volumes of integrated
RAM memories.7) In this work we also use the GDML schema
to implement the complex flip-flop geometry in the GEANT4
application.8) The modelled flip-flop corresponds to a real cir-
cuit that we use in heavy-ion experiments at the CNA facility.

The energy deposited in the flip-flop, per incident particle,
is calculated with the GEANT4 toolkit for several low-energy
beams produced at the CNA facility. In particular, we consider
the irradiation of the flip-flop by the proton (18 MeV, beam in-
tensity of up to 100 µA) and deuteron (9 MeV, beam intensity
of up to 40 µA) beams produced at the IBA-CNA cyclotron,
and by the alpha, carbon, and oxygen beams produced at the 3-
MV Pelletron accelerator at CNA. In the case of the deuteron

∗Corresponding author, E-mail: miancortes@us.es

beam the dominant neutron stripping/knockout process in the
target is not included in the simulations; therefore the neutron
effects in silicon or silicon dioxide are not properly described
at the present stage. That issue will be addressed in future
works which will make use of the planned new capabilities
for deuteron transport. GEANT4, as the other current Monte
Carlo codes, such as MCNPX or PHITS, when applied for
low energy deuteron transport calculations uses built-in sta-
tistical models to describe nuclear interactions. These mod-
els are found unreliable in predicting neutrons generated by
low energy deuterons, mainly via direct stripping/knockout
reactions. In order to overcome this limitation, an extension
of the MCNPX code has been developed recently,9) which
makes use of evaluated data, in much the same way as the one
which is traditionally followed for low energy neutron trans-
port. A similar development work is planned for GEANT4.
At present, it is difficult to make an assertion about the ef-
fects of secondary neutrons by using GEANT4, but experi-
mental results suggest a cross section for neutron production
(deuterons on silicon at energies around 10 MeV) not less than
0.1 barn,10) which will presumably induce sizeable effects.

With the GEANT4 simulations we are able to calculate the
energy deposition per incident particle on the flip-flop, so that
an estimation of the charge collected in the sensitive volume
of each CMOS transistor can be done, since the electron-hole
pair production energy is well known (3.6 eV). For that pur-
pose, it generates histograms showing the deposited energy
for each sensitive volume after a pre-fixed irradiation time.

II. ASIC Geometric Model
The schematic of the flip-flop is shown at Fig. 1. It is a stan-

dard master-slave design, with a clock buffer input. The clock
buffer has two CMOS inverter gates (4 transistors), the mas-
ter stage has 4 CMOS inverter gates (14 transistors), several
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Packaging Effects on RadFET Sensors for High
Energy Physics Experiments

Julien Mekki, Laurent Dusseau, Senior Member, IEEE, Maurice Glaser, Susanna Guatelli, Member, IEEE,
Michael Moll, Maria Grazia Pia, and Federico Ravotti, Member, IEEE

Abstract—RadFETs in customized chip carrier packages are
installed in the LHC Experiments as radiation monitors. The
package influence on the dose measurement in the complex LHC
radiation environment is evaluated using Geant4 simulations and
experimental data.

Index Terms—Dose enhancement, Geant4, Monte Carlo, particle
beams, RadFET, radiation monitoring.

I. INTRODUCTION

A T the Large Hadron Collider (LHC), the complex radia-
tion environment will be composed of charged hadrons,

neutrons, electrons and photons [1], [2]. All detector and elec-
tronic components present in this particle field are potentially
affected by radiation damage [3]. For this reason, the radiation
fields in the LHC have to be precisely characterized and mon-
itored. In the framework of the RADMON project several ra-
diation sensors have been evaluated for this purpose [4], [5].
Finally, integrated sensor boards including RadFETs (Radia-
tion-sensing Field-Effect Transistors) for Total Ionizing Dose
(TID) measurements, p-i-n diodes to record the equivalent par-
ticle fluence and temperature sensors have been developed [6],
produced and installed in the LHC experiments ALICE, ATLAS
[7], LHCb [8] and TOTEM [9].

RadFETs are p-channel MOSFET Transistors optimized for
dose measurement [3]. The radiation sensitivity of these FETs
is achieved by a thicker gate oxide compared to conventional
MOSFETs. Radiation induced charge trapping at the Si/SiO2 in-
terface causes a variation of the threshold voltage (Vth), which is
measured at a constant source-drain current. Vth is then a mea-
sure for the dose deposited in the gate oxide. Even assuming that
the particle spectrum in the experiments is sufficiently well pre-
dicted by Monte Carlo simulations, the question remains how
much dose different particles with different energies deposit in
the RadFETs. As not all particles and particle energies can be
evaluated experimentally, simulations are needed for converting
the particle fluence to measured dose for all particle types and
particle energies.
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A further complication in interpretation of the measured
dose values is arising from the packaging of the RadFETs.
The package can alter the measured dose by various mecha-
nisms (absorption, attenuation, creation of secondary particles,
etc.). A clear understanding of the influence of the package
in the particular radiation field of interest is therefore crucial
to optimize the package or at least understand its impact on
the measurement. Only few experimental works have been
reported on this topic. For example, the increase of the dose
measured with RadFETs exposed to fast neutrons and covered
with Polyethylene slabs of different thicknesses was inves-
tigated in [10]. RadFETs exposed to a Co-60 source and to
monoenergetic low energy protons, covered or not covered by
a lid were investigated in [11]. For MOSFET devices exposed
to low-energy photons an increase of the measured TID due to
the packaging has been reported in [12], [13].

In this work we study the expected response of RadFETs in
the complex radiation fields of the LHC experiments using the
Geant4 toolkit [14], [15]. A Geant4 application was developed
describing the geometry and material of the RadFET sensors
and the surrounding package in great detail. An assessment on
the validity of the physics models used for the application was
performed to evaluate the reliability of the performed simula-
tions for various particles and particle energies being present in
High Energy Physics experiments radiation fields. Finally, the
application was used to optimize the package of the RadFETs.
To our best knowledge a similar approach for the packaging op-
timization of a FET based dosimeter has been performed only
once. However, the work described in [11] is aiming for space
applications and is limited to low energy protons, while our
study spans over a multitude of particles and a wide particle en-
ergy range up to 100 GeV.

In the following section we describe the RadFETs and the
package. Furthermore, experimental data obtained with fast
neutrons and 254 MeV protons [16] using the RadFETs and
the type of packaging under consideration in this work are pre-
sented. In Section III the Geant4 application and its validity is
described and discussed. In Section IV, simulations describing
package impact on the dose measurement for various particles
are presented and finally, in Section V, the influence of the
packaging on the RadFETs response in typical LHC experiment
radiation fields is presented and discussed.

II. RADFET PACKAGE AND EXPERIMENTAL RESULTS

A. Chip Carrier for Radfets at the LHC Experiments

Design studies were performed by the CERN Physics De-
partment in order to find the best suitable package for RadFET
dosimeters to be used in the LHC experiments [4]. The selected

0018-9499/$26.00 © 2009 IEEE
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Physical mechanisms of single-event effects in advanced microelectronics
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Abstract

The single-event error rate in advanced semiconductor technologies can be estimated more accurately than conventional methods by
using simulation based on accurate descriptions of a large number of individual particle interactions. The results can be used to select the
ion types and energies for accelerator testing and to identify situations in which nuclear reactions will contribute to the error rate.
! 2007 Elsevier B.V. All rights reserved.

PACS: 85.30.De; 85.30.Tv; 85.40.!e

Keywords: Single-event effects; Soft errors; GEANT4; Radiation effects

1. Introduction

The passage of a single energetic particle through an
integrated circuit may result in loss of data, propagation
of an erroneous signal, or physical damage. The resulting
single-event effects (SEEs) are caused by the portion of
the incident particle’s energy that is converted to charge
through ionization. The charge deposited by a single ioniz-
ing particle can produce a wide range of effects, including
single-event upset, single-event transients, single-event
functional interrupt, single-event latchup, single-event
burnout, single-event dielectric rupture and others. In gen-
eral, the sensitivity of a technology to SEE increases as
device dimensions decrease and as circuit speed increases
[1]. These effects can be produced by direct ionization or
by ionization caused by secondary particles resulting from
nuclear reactions or elastic collisions. Single-event effects
are of particular concern for electronics in space systems,
but ground-level electronics also may be vulnerable.

As microelectronic technologies become smaller, faster
and denser, it becomes important to understand the

detailed mechanisms responsible for single-event effects.
The circuit response depends on the amount of charge col-
lected by sensitive nodes and the rate at which the charge is
collected. The presence of high-Z metallization layers, like
tungsten or copper, or materials with very large neutron
cross sections, like Boron-10, may strongly impact the sin-
gle-event error rate. Also, circuits designed to be immune
to charge collection at a single circuit node may still be vul-
nerable to upset caused by charge collection at multiple
nodes [2].

Particle accelerator-based SEE testing is used for quali-
fying parts that will be deployed in space systems and pre-
dicting error rates. However, accelerators cannot provide
the full range of particles and energies that are encountered
in space. In addition, the time and cost required to test over
a realistic space environment would be prohibitive, even if
this type of comprehensive testing were available. Hence,
accelerator tests are supplemented with modeling and
simulation to identify vulnerabilities and predict error
rates.

Single-event effects analysis and simulation are typically
based on average particle strikes, described by the stopping
power, or linear energy transfer (LET), of the incident par-
ticle. However, the amount of energy deposited in the

0168-583X/$ - see front matter ! 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.nimb.2007.04.050
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Impact of the Radial Ionization Profile on SEE
Prediction for SOI Transistors and SRAMs Beyond

the 32-nm Technological Node
Mélanie Raine, Student Member, IEEE, Guillaume Hubert, Marc Gaillardin, Member, IEEE, Laurent Artola,

Philippe Paillet, Senior Member, IEEE, Sylvain Girard, Member, IEEE, Jean-Etienne Sauvestre, Member, IEEE,
and Arnaud Bournel

Abstract—The relative contribution of the radial ionization pro-
file on SEE prediction is investigated using MUSCA-SEP , in com-
parison with the classical approach considering the ion track as a
series of punctual charges. The new approach is validated against
experimental results, for three technology generations of PDSOI
transistors and for two generations of SOI SRAM cells, showing
better agreement than the punctual approach. The impact of the
radial approach on the evaluation of SEU cross section as com-
pared to the punctual approach is then investigated for nanometric
SOI SRAM cells, beyond the 32-nm technological node. The influ-
ence of the radial dimension of the ion track is shown to increase
with technology generation. The impact of the ion mass and energy
on the ratio between radial and punctual SEU cross section is also
investigated.

Index Terms—Geant4, heavy ions, nanometric technology, radial
ionization profile, SEE prediction.

I. INTRODUCTION

T HE radiation environment encountered in space has long
been known to trigger single event effects (SEE) in elec-

tronic devices [1], which may be critical for spacecraft mis-
sions. With the decrease of size following the technological
roadmap [2], this sensitivity to radiation tends to increase [3],
[4]. When crossing a device, a particle generates a radial distri-
bution of electron–hole pairs around the ion path [5], which is
now of the same order as the size of an elementary transistor.
Taking into account realistic tracks is thus becoming of great
importance for the study of SEE in microelectronic devices [6],
[7].

At device level, the often used TCAD simulators offer to use a
Gaussian function as an approximation of the ion track structure.
However, such a function cannot simultaneously fit the core den-
sity and the track radius and thus poorly describes an ion track
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structure [8]. Gaussian fits were actually shown to give quite dif-
ferent results compared to simulations with realistic track struc-
tures [9], [10].

The problem is even worse at system level, where prediction
methods are used to study the SEE sensitivity; SEMM-2 [11]
for IBM, MRED/RADSAFE for ISDE at Vanderbilt Univer-
sity [12], [13] and MUSCA-SEP for ONERA [4] are some
examples of such prediction tools. At the moment, most of
them—except for MRED—consider the ion track as a series
of punctual charges [4], [11]. This approach only takes into
account the ion linear energy transfer (LET), while the radial
dimension of the track is completely ignored.

The goal of this paper is to study the impact of the ion
radial ionization profile on SEE prediction. To do so, heavy-ion
tracks are simulated using the Geant4 simulation toolkit. These
tracks are then used in the prediction tool MUlti SCAles Single
Event Phenomena Predictive Platform (MUSCA-SEP ). The
approach is first validated in comparison with experimental
data for three technologies of PDSOI transistors [14] and for
two generations of SOI SRAM cells [15]. The relative contri-
bution of the ion radial ionization profile is then studied as a
function of the device scaling for SEE prediction, compared to
the results obtained using punctual deposits.

II. MODELING HEAVY ION TRACKS

Ion track structures have been studied for a long time and dif-
ferent approaches have been proposed to model them. In 1968,
Kobetich and Katz presented a semi-analytical model [5], based
on experimental data. Based on their theory, an analytical model
was proposed by Waligorski [16] for ion tracks in water, and
later adapted to silicon by Fageeha [17]. All those models led to
a radial distribution of energy deposition per unit volume pro-
portional to the inverse square of the radial distance to the ion
path. This dependence was then shown to be inaccurate, par-
ticularly for the track core region [18]. It was then recognized
that the best way to calculate track structures is the Monte Carlo
method [18], [19].

In this study, the Monte Carlo Geant4 simulation toolkit is
used to model the radial ionization profile of an ion deposited
charge. Geant4 employs object-oriented methods and is coded
in C++; it allows simulating the passage of particles through
matter [20]. In this work, Geant4 version 9.2 is used to build the
simulation.

0018-9499/$26.00 © 2011 IEEE
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Operational SER Calculations on the SAC-C Orbit
Using the Multi-Scales Single Event Phenomena

Predictive Platform (MUSCA )
Guillaume Hubert, Sophie Duzellier, Christophe Inguimbert, César Boatella-Polo, Françoise Bezerra, and

Robert Ecoffet

Abstract—In this paper, the Multi-Scales Single Event Phe-
nomena Predictive Platform (MUSCA ) is presented. This
platform is dedicated to predicting SEE cross sections or rates
and evaluated thanks to on-board operational results on memo-
ries from the ICARE experiment (SAC-C mission). It allows for
investigating the single and multiple events thus, MUSCA
helps at estimating sensitivity trend for nano-metric technology
and more particularly investigating the emerging effect related
to the direct proton ionization. It is a critical problematic which
concerns both the space and atmospheric environments.

Index Terms—Cross section, MUSCA , prediction rate,
SEE, simulation, space environment.

I. INTRODUCTION

S INGLE event effects (SEE) induced by particles in elec-
tronics components are well known for many years. Heavy

ions are ionizing particles able to trigger single events in semi-
conductor devices. Neutrons and protons can indirectly induce
errors by creating secondary ions following a nuclear reaction
with the nucleus of the target. The carriers generated by primary
or secondary ions are collected by the depletion region resulting
in a current pulse.

The predictive methods are still a challenge to obtain the
device sensitivity and extrapolate to evolving technologies
and some methodologies were proposed (BGR [1], NISES
[2], SEMM-2 [3]). The SEE prediction methodologies aim at
proposing new and adapted approaches for modern electronics
in order to investigate the SEE trends induced by the techno-
logical roadmap and to prevent the emerging SEE problematic.
It is necessary to distinguish the methods dedicated to the SEE
cross section calculation from those deducing an operational
Soft Event Rate (SER) from a cross section curve.

Methods have been proposed using combined nuclear codes
and device simulations or semi-empirical coupling of nuclear
physics and experimental data [1]–[9].

The rectangular parallelepiped (RPP) concept is largely used
and relies on the assumption that the deposited charge within a

Manuscript received July 15, 2009; revised August 25, 2009. Current version
published December 09, 2009.

G. Hubert, S. Duzellier, and C. Inguimbert are with the French Aerospace
Laboratory (ONERA), Toulouse, France (e-mail: guillaume.hubert@onera.fr;
sophie.duzellier@onera.fr; christophe.inguimbert@onera.fr).

C. Boatella-Polo, F. Bezerra, and R. Ecoffet are with the French Space
Agency (CNES), Toulouse, France (e-mail: cesar.boatella-polo@cnes.fr;
francoise.bezerra@cnes.fr; robert.ecoffet@cnes.fr).

Digital Object Identifier 10.1109/TNS.2009.2034148

RPP volume provides a good description of the ion induced SEE
mechanism. But nowadays, device sensitive structures can no
longer be represented with such a simplistic manner because of
their complex geometry, small dimensions and close proximity
with other adjacent sensitive zones. Moreover, the technological
integration led to modified collection mechanisms occurring at
circuit level (multiple collection nodes). Many examples can be
found in the literature [10], [14] showing that the standard RPP
and IRPP approach fails to correctly describe the response of
devices to heavy ion and proton exposure. In order to improve
the RPP model, two similar concepts were proposed and whose
objective is to take into account a more realistic charge trans-
port nature. The first is based on TCAD simulation analyses [6]
which resulted in using the collection efficiency concept (dif-
fusion mechanism). In the second [8], [9], [15], and [16], the
multi-volume concept is used: a series of RPP is considered
to approximate the charge collection mechanism. Then, both
methods allows for discretizing the continuous nature of charge
transport.

In this paper, a new methodology for predicting SEE rates is
presented and evaluated thanks to on-board operational results
on memories of the ICARE experiment (SAC-C mission) [13].
The Multi-Scales Single Event Phenomena Predictive Platform
(MUSCA ) aims at calculating both the SEE cross sec-
tion and SER i.e., in the ground test and operational configu-
rations. The approach consists in modeling the whole device,
its local and global environment (shielding, package) and the
detailed characteristics of the radiative environment (nature, di-
rection and spectrum). This method constitutes a pragmatic ap-
proach dedicated to the neutron, proton and heavy ion radiation
fields and can investigate Single and Multiple Events (SEU and
MCU, Multiple Cell Upset) in SRAM and Single Event Tran-
sients (SET) in CMOS technology.

In fact, similar approaches have been developed at IBM and
Vanderbilt University with variations in the modeling concept
and physics (collection mechanisms mainly). However the orig-
inality of our work is to propose a new methodology to infer a
reduced set of critical parameters from ground data (can be as
limited as one single data point from any test—proton, neutron
or heavy ion), characteristic of the technology (and design) and
therefore allowing a good description of the SEE result what-
ever the radiation and operational environment.

This paper will also show that MUSCA is an adapted
methodology for modern technologies able to investigate and

0018-9499/$26.00 © 2009 IEEE
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Geant4-MultiThreaded 
! Adopt the same event-level parallelism 

as the prior distributed memory 
parallelization has done 

! Replace k independent copies of the 
Geant4 process with an equivalent 
single process with k threads 

! Uses the many-core machine in a 
memory-efficient scalable manner 
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have been studied and compared [4]. The first prototype has served as proof of principle for the 
introduction of multi-threading in the Geant4 code and for identifying the subset of C++ classes to 
review for thread-safety, performing first-level testing on selected benchmarks. A new version of the 
prototype was delivered in 2012, based on release 9.5 of Geant4, establishing the basis for the 
integration of the new features to the main code base. Significant re-engineering of the prototype took 
place in order to incorporate it into the main Geant4 development line, which took place in early 2013 
and resulting in the 10.0-beta release, deployed last June.   
 

2.1. Design principles 
As a Monte Carlo simulation toolkit, Geant4 profits from improved throughput via parallelism derived 
from independence among modeled events and their computation. Geant4 release 10 allows the 
generation of events in parallel, by defining a number of threads available in the system as 
independent worker units, which get their internal state initialized by a master thread, including the 
initial random seed for their internal random generator. Each worker thread will then compete for the 
generation of the next event and perform the computation independently (figure 1) 
 

Figure 1. Each worker thread performs 
independently, by accessing to shared 
data (geometry description, physics data 
and configurations, etc,); a thread gets 
initialised in its internal state by a master 
thread, which provides per-event initial 
random seeds prepared in a queue; threads 
will then compete for the next event to be 
processed, filling their internal structures 
for hits/digits; final results can be finally 
merged at the end of the run. 

 
Worker threads are accessing shared data for the geometry description, physics quantities and 
configurations without violating thread safety. This has been made possible by having carefully 
identified the sharable objects and, for each of them, having determined which member fields are 
supposed to be read-only after the worker threads have been spawned. Instances of such objects will 
be shared among threads; however some of the data fields, which are not invariant during the event-
loop, are transformed to thread-private. This is done by defining such objects as split-classes, for 
which the data to be considered as thread-private has been encapsulated in dedicated container classes. 
These data are then organised in a thread-local storage [5] array by a single dedicated static manager. 
Such technique allows in addition to considerably reduce the memory footprint required for the 
spawning of new threads, contributing to improve memory locality. 
The system has been designed to make use of the POSIX threads standard, in order to ensure long-
term maintainability of the code and allow for the possibility to evolve it to newly emerging 
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Released in Geant4 10.0 

 
 
 
 
 
 

wide energy range [7], and a realistic geometry description of the CMS experiment at LHC [8] 
(FullCMS benchmark) imported from a GDML [9] file. 
Physics calculations made with the multi-threaded version are compared and verified to be exactly the 
same as those obtained in the sequential case. A first test has been made to verify that statistical 
agreement is reached for relevant physics observables (energy spectrum, longitudinal and transverse 
shower profile in the calorimeter). A second more stringent test is made comparing the history of the 
random number engine, to verify that same status is reached at the end of an event generated in 
sequential mode and in multi-threading mode on a specific thread, given the same initial seed. Perfect 
event reproducibility could be achieved for most physics configurations, which have been verified. 
CPU measurements made on the realistic geometry setup from the CMS experiment [8], with different 
physics configurations, reveal excellent linearity of the speedup versus the used number of threads, 
obtained on different systems equipped with either AMD of Intel® chips. The results for one worker 
thread compared to the same sequential application show a minimal overhead of 1%, while the 
speedup is linear with efficiencies higher than 94%. The memory saving is excellent; by running 
Geant4 in multi-threaded mode, an application like the FullCMS benchmark with k threads requires 
about half of the memory needed for running k clones of the sequential version of the same 
application. The per-thread memory overhead is at the level of 40-80 MB depending on the 
application. 
Good efficiency and linearity of performance versus the number of threads are also confirmed when 
running on the relatively cheap Exynos 4412 Prime quad-core Cortex-A9 chip. 
Finally, a test made of the same realistic geometry setup has been performed on one Intel® Xeon 
Phi™ co-processor card, featuring 61 cores (4-way hyper-threading) and 16 GB memory, confirming 
good scalability and memory use up to the maximum allowed of 244 threads (figure 2). 
 

Figure 2. Measurement of the total 
speedup obtained by running full 
physics (FullCMS benchmark, 50 GeV 
pions with B-field turned on) on the 
Intel® Xeon Phi™ (7110P, 1.238 GHz, 
61 cores) co-processor, up to the 
maximum number of threads. Geant4 
multi-threaded efficiently uses hyper-
threading [10], although no explicit use 
of the built-in vector units is made. 

 
 

3. Geometry 

4

Speedup obtained by running a HEP simulation 
(50 GeV pions with B-field) on the Intel® Xeon 
PhiTM (7110P, 1.238 GHz, 61 cores) co-processor, 
up to the maximum number of threads 
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EXPERIENCE WITH VECTOR PROCESSORS IN HEP 

Federico Carminati 

CERN, Geneva, Switzerland 

Abstract 

This material has been presented in two lectures at the 1989 CERN Summer School 
of Computing. In the first lecture (sections 1 to 12) a brief review is made of the 
basic concepts of vectorization, with a particular attention to statement dependence. 
The application of the basic concepts to simple examples is presented and discussed. 
The concept of code enablement is introduced in its different aspects, removal of 
inhibitors, restructuring of the code and algorithmic consideration. 

The second lecture (sections 13 to end) is centered on the application of the con-
cepts and methods presented to the HEP code. Specific problems presented by the 
HEP code in the optimization process arc analysed. The lesson also describes the 
work under way at CERN to optimize (he CERN Program Library on CERN's 
Supercomputers. 

I. The CPU speed 

The speed at which a computer can operate is limited at any given time by some 
fundamental constraints. There are probably theoretical limits to the power of a 
computer as we conceive it now [ I ] , but they seem to be still very far from the 
much more stringent constraints imposed by technology. The Central Processing 
Unit of a computer (CPU) needs a signal to synchronize all its parts in order to 
operate. The time interval between two signals is called the clock cycle of a CPU. 
To insure the correct operation of the CPU, the synchronization signal must reach 
all its component in one cycle. To make this possible, the size of the CPU must not 
exceed the distance travelled by the signal during a clock period. In the best case, 
the distance between two elements of a CPU cannot exceed the distance travelled by 
light during a clock period, that is 30cm times the clock cycle in nanoseconds. The 
limit imposed by technology on the production of densely packed integrated circuits 
sets at any given time a theoretical lower bound on the clock cycle for any given 
CPU configuration. 

The VLSI technique [2] has nevertheless progressed very fast in recent years, 
and the size of the CPU is not any more the limiting factor for the computer speed, 
even if, in the case of extremely dense packing, other problems (cooling, material 
degradation due to high fields and so on) may arise. The number of components on 
a single semiconducting support doubled every year from 1959 to 1972, when the 
size of the silicon wafers which could be produced became a limit to the further 
increase of the number of components. Since then the number of components saw 
roughly a fourfold increase every three years. In 1960 the size of the junction (dis-
tance) between two components was 30//m, while today this size is of the order of 
l//m and a size of 0.4//m is already attainable with optical lithography. X-ray 
lithography can produce even smaller junctions and it is hoped to reach 0.1 /.mi in 
the near future. With the reduction in size of the CPU another more basic limiting 
factor emerges. The time taken by the CPU to perform an operation cannot be 
smaller than the time taken by each of its components to perform a basic operation, 
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“In studying the vectorization opportunities offered by the 
GEANT code, it has been realized that the fundamental strategy 
should be to handle more than one particle at a time in the 
tracking process. This means that the program should now 
answer questions like is a given particle in a given volume? or 
which is the next interaction point for the given particle? and so 
on, not any more for a single particle at a lime, but for the 
maximum number of eligible particles in any given moment.” 

And what there is to conquer 
By strength and submission, has already been discovered 
Once or twice, or several times… 

T. S. Eliot 
Four Quartets - East Coker 
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Algorithms 
Popular belief 

Physics model X is intrinsically slow 
Baroque methods to combine it with “faster” 
lower precision models and limit its use to 

cases where one is willing to pay for higher 
precision 

This design introduces an additional computational 
burden due to the effects of inheritance and the 

combination algorithms themselves  

Truth 
Physics model  X is intrinsically  fast 

But its computationally fast physics 
functionality is spoiled by an inefficient 

sampling algorithm 

▶  No code smell 
▶  Spotted through 
o  in-depth code review 

in the course of 
software validation 

Change the sampling algorithm! 
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Refactoring data management  

! Today’s technology 
‒  …keeping an eye on the new C++ Standard 

! Optimal container 
! Pruning data 
! Splitting files 
! Software design 

Min Cheol Han 
Hanyang Univ., Seoul 
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TCrossSection : class
TGenerator : class

G4TCompton

+ PostStepDoIt()
# GetMeanFreePath()

G4VProcess
processes-management::
G4VDiscreteProcess

+ PostStepGetPhysicalInteractionLength()
+ PostStepDoIt()
# GetMeanFreePath()

G4CsComptonPenelope

+ CrossSection()

G4CsComptonStandard

+ CrossSection()

G4CsTabula

+ CrossSection()

G4GeneratorComptonDataLib

+ Generate()

G4GeneratorComptonPenelope

+ Generate()

G4GeneratorComptonStandard

+ Generate()

«bind»

«bind»

«bind» «bind»

«bind»

«bind»

Policy-based class design 

Same functionality 
refactored into new design 

 
No attempt to do any 

performance optimisation 
 
 

~30% speed gain in 
electromagnetic physics 

processes  
(preliminary) 
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The fastest algorithm 

no algorithm at all 
 

Shift modeling from algorithms to data 
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Merging models 

Smoothing data 
Guidance from 

experimental data 
(when available) 

Electron impact ionisation cross sections 

Example: LOESS local polynomial regression fitting 
Beware: not optimized!  

Data libraries 

Need mathematical expertise  
(smoothing algorithms) Energy (MeV)
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Prune 

Two Geant4 models, identical underlying 
physics content (it used to be different) 

Number one in the stink 
parade is duplicated code 

physics 

M. Fowler, 
Refactoring 

“Livermore” Penelope 
EPDL97 EPDL97 
0.38±0.06 0.38±0.06 

Efficiency w.r.t. experiment 

Code bloat 
Burden on  

•  Software design 
•  Maintenance  
•  User support 

Unnecessary complexity 

−0.0004 −0.0002 0.0000 0.0002 0.0004

0

1000

2000

3000

4000

5000

σPenelope2008 − σEPDL

σEPDL

Co
un
ts

mean 
7 10-5 % 

σ = 0.008 %  

σtotal 



Maria Grazia Pia, INFN Genova 

Content 

! Physics 
! Reliability 
‒ Validation 
‒ Testability 

! Maintainability 
! Predictivity 
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Physics 
The physics of Monte Carlo codes is still 

intended for the detectors of the ‘80s 

IA assumption 
IPA 

Is this physics validated? 
Does it reflect the state of the art? 
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The Origins of Scintillator Non-Proportionality
W. W. Moses, Fellow, IEEE, G. A. Bizarri, Member, IEEE, R. T. Williams, Member, IEEE,

S. A. Payne, Member, IEEE, A. N. Vasil’ev, J. Singh, Q. Li, J. Q. Grim, and W.-S. Choong, Member, IEEE

Abstract—Recent years have seen significant advances in both
theoretically understanding and mathematically modeling the un-
derlying causes of scintillator non-proportionality. The core cause
is that the interaction of radiation with matter invariably leads
to a non-uniform ionization density in the scintillator, coupled
with the fact that the light yield depends on the ionization den-
sity. The mechanisms that lead to the luminescence dependence
on ionization density are incompletely understood, but several
important features have been identified, notably Auger-like pro-
cesses (where two carriers of excitation interact with each other,
causing one to de-excite non-radiatively), the inability of excita-
tion carriers to recombine (caused either by trapping or physical
separation), and the carrier mobility. This paper reviews the
present understanding of the fundamental origins of scintillator
non-proportionality, specifically the various theories that have
been used to explain non-proportionality.

Index Terms—Electron response, non-proportionality, photon
response, scintillation mechanisms, scintillators.

I. INTRODUCTION

I N the 1950s, it was realized that the luminous efficiency of
a scintillator (the conversion factor between deposited en-

ergy and light output) depends on both the species of the ion-
izing radiation (alpha, beta, gamma, etc.) and the energy of the
particle that interacts with the scintillator [1]–[7]. The latter ef-
fect implies that the light produced is not exactly proportional to
the deposited energy, leading to the overall effect being referred
to as “scintillator non-proportionality” or merely “non-propor-
tionality.” At that time, it was also realized that the luminous
efficiency depends on the ionization density, and attempts were
made to understand the fundamental reasons and quantitatively
describe this dependence.While a certain level of understanding
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Fig. 1. Electron response (relative scintillation efficiency versus electron en-
ergy) of eight scintillators. Reprinted with permission from [17].

was achieved, a quantitative theory remained elusive, and work
in this area waned after about a decade. In the 1990s, interest
in proportionality was rekindled because of its link with scin-
tillator energy resolution [8]–[15]. With this renewed interest
came more progress in quantitatively describing the important
underlying mechanisms. This paper describes the present theo-
retical understanding of the fundamental material properties and
mechanisms that influence scintillator proportionality.

II. BACKGROUND
By definition, when ionizing radiation interacts in material,

it creates excited-state electrons and holes. Although the elec-
trons and holes can travel independently through the material,
transport is often mediated by an “exciton,” which is a bound
pair of particles consisting of an excited state electron and a
hole. In this paper, we refer to any of these three excited state
entities (electrons, holes, and excitons) as “excitation carriers.”
In a scintillator, a photon (whose wavelength is typically in the
visible or soft UV range) can be emitted when an electron and
hole recombine. The recombination often occurs on a lumines-
cent center (such as a dopant ion), but excitons can also recom-
bine radiatively on their own. The transport of the excitation
carriers through the material and to the luminescent center is
frequently the most variable and least efficient part of the scin-
tillation process. It therefore critically affects the scintillation
process in general and luminous efficiency in particular [16],
and so much of the study of proportionality is focused on the
transportation of the excitation carriers.
Experimental data are necessary for generating theoretical

models, and the experimental data used to validate non-propor-
tionality models are usually electron response curves, such as
those in Fig. 1. The electron response of a scintillator is de-
fined as luminous efficiency versus energy when the scintillator
is excited by electrons, and is usually normalized to unity at the

U.S. Government work not protected by U.S. copyright.

2. Radiation damage at the European XFEL environment

There are two kinds of radiation damage: bulk damage and surface damage. The former is due to
the non-ionization energy loss (NIEL) [6, 7] of incident particles, i.e. protons, neutrons, electrons
and gamma-rays, which cause silicon crystal damage; the latter is due to the ionization energy
loss of charged particles or X-ray photons, which cause positive charges and traps to build up in
the SiO2 and at the Si-SiO2 interface. The threshold energy for X-rays to cause bulk damage is
∼300 keV. Therefore, the main damage in silicon sensors at the European XFEL with a typical
energy of 12 keV is the surface damage.

The mechanisms of surface damage have been described extensively in [8, 9, 10, 11, 12]. We
shortly summarize them as follow: X-rays (or charged particles) produce electron-hole pairs in the
SiO2. Depending on the strength of the electric field in the SiO2 and the type of incident particles, as
seen in figure 1(a), a fraction of electrons and holes recombine. The remaining electrons and holes
escaping from the initial recombination either drift to the electrode or to the Si-SiO2 interface,
depending on the direction of the electric field in the SiO2. Some of the holes drift close to the
interface, are captured by oxygen vacancies (most of the vacancies locate in the SiO2 close to the
Si-SiO2 interface) and form trapped positive charges in the oxide, called oxide charges. During the
transport of holes, some react with hydrogenated oxygen vacancies and result in protons. Those
protons, which drift to the interface, break the hydrogenated silicon bonds at the interface and
produce dangling silicon bonds, namely interface traps, with energy levels distributed throughout
the band gap of silicon.

Figure 1(b) shows the mechanisms of formation of oxide charges (with density Nox) and in-
terface traps (with density Nit) in a MOS capacitor biased with positive voltage. The values of
Nox and Nit induced by X-ray ionizing radiation mainly depend on dose, electric field in the SiO2,
annealing time and temperature, crystal orientation, and quality of the oxide. The influence of the
above factors has been investigated and results will be discussed in Section 5.

Figure 1. (a) Fraction of electrons and holes escaping from initial recombination. (b) Mechanisms of
formation of oxide charges and interface traps, shown in band diagrams of SiO2, Si-SiO2 interface and Si,
[12].
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Incorporating materials science knowledge  
Understanding underlying phenomena that contribute to 

making the signal in detectors  
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Ionization Cross Sections for Low Energy
Electron Transport

Hee Seo, Maria Grazia Pia, Paolo Saracco, and Chan Hyeong Kim

Abstract—Two models for the calculation of ionization cross sec-
tions by electron impact on atoms, the Binary-Encouter-Bethe and
the Deutsch-Märk models, have been implemented; they are in-
tended to extend and improve Geant4 simulation capabilities in the
energy range below 1 keV. The physics features of the implementa-
tion of the models are described, and their differences with respect
to the original formulations are discussed. Results of the verifica-
tion with respect to the original theoretical sources and of extensive
validation with respect to experimental data are reported. The val-
idation process also concerns the ionization cross sections included
in the Evaluated Electron Data Library used by Geant4 for low en-
ergy electron transport. Among the three cross section options, the
Deutsch-Märk model is identified as the most accurate at repro-
ducing experimental data over the energy range subject to test.

Index Terms—Electrons, Geant4, ionization, Monte Carlo,
simulation.

I. INTRODUCTION

V ARIOUS experimental research topics require the capa-
bility of simulating electron interactions with matter over

a wide range—from the nano-scale to the macroscopic one:
some examples are ongoing investigations on nanotechnology-
based particle detectors, scintillators and gaseous detectors, ra-
diation effects on semiconductor devices, background effects on
X-ray telescopes and biological effects of radiation.

Physics tools for the simulation of electron interactions are
available in all Monte Carlo codes based on condensed and
mixed transport schemes [1], like EGS [2], [3], FLUKA [4],
[5], Geant4 [6], [7], MCNPX [8], Penelope [9] and PHITS [10].
General-purpose Monte Carlo codes based on these transport
schemes typically handle particles with energy above 1 keV;
Geant4 and Penelope extend their coverage below this limit.

In the lower energy end below 1 keV, so-called “track struc-
ture” codes handle particle interactions based on discrete trans-
port schemes; they provide simulation capabilities limited to
a single target, or a small number of target materials, and are
typically developed for specific application purposes. Some ex-
amples of such codes are OREC [11], PARTRAC [12], Gross-

Manuscript received May 18, 2011; revised October 07, 2011; accepted Oc-
tober 08, 2011. Date of current version December 14, 2011. This work was
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Research Foundation of Korea (NRF) funded by the Ministry of Education, Sci-
ence and Technology (2010-0023825, 2010-0028913).
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wendt’s Monte Carlo for nanodosimetry [13], TRAMOS [14],
and Geant4 models for microdosimetry simulation in water [15].

The developments described in this paper address the
problem of endowing a general purpose, large scale Monte
Carlo system for the first time with the capability of simulating
electron impact ionisation down to the scale of a few tens of
electronvolts for any target element. For this purpose, models
of electron impact ionization cross sections suitable to extend
Geant4 capabilities in the low energy range have been imple-
mented and validated with respect to a large set of experimental
measurements.

The validation process, which involves experimental data
pertinent to more than 50 elements, also addresses the ion-
ization cross sections encompassed in the Evaluated Electron
Data Library (EEDL) [16], which are used in Geant4 low
energy electromagnetic package [17], [18]. To the best of the
authors’ knowledge, this is the first time that EEDL is subject
to extensive experimental benchmarks below 1 keV.

II. OVERVIEW OF ELECTRON IONIZATION IN GEANT4

The Geant4 toolkit provides various implementations of elec-
tron ionization based on a condensed-discrete particle transport
scheme. Two of them, respectively based on EEDL [19] and on
the analytical models originally developed for the Penelope [9]
Monte Carlo system, are included in the low energy electromag-
netic package; another implementation is available in the stan-
dard [20] electromagnetic package. In addition, a specialized
ionization model for interactions with thin layers of material, the
photoabsorption-ionization (PAI) model [21], is implemented in
Geant4.

The EEDL data library tabulates electron ionization cross sec-
tions in the energy range between 10 eV and 100 GeV; never-
theless, due to intrinsic limitations of the accuracy of EEDL and
its companion Evaluated Photon Data Libray (EPDL) [22] high-
lighted in the documentation of these compilations, the use of
Geant4 low energy models based on them was originally recom-
mended for incident electron energies above 250 eV [19]. This
limit of applicability was an “educated guess” rather than a rig-
orous estimate of validity of the theoretical calculations tabu-
lated in EEDL and EPDL. The lower energy limit of Penelope’s
applicability is generically indicated by its authors as “a few
hundred electronvolts” [23]. The lower limit of applicability of
Geant4 standard electromagnetic package is 1 keV.

The validation of Geant4 models for electron transport based
on the EEDL data library and on Penelope-like models is doc-
umented in [24] for what concerns the energy deposition in ex-
tended media.

0018-9499/$26.00 © 2011 IEEE
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Reliability 

documented, objective, quantitative  
validation 

need 

Testable physics 
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Validation 

! Limited documentation of simulation validation 
‒  Mostly in the form of specific use cases compared to 

measurements in the same experimental scenario 
▻  Do they apply to similar/different use cases? 
▻  How to extrapolate the results to different scenarios? 

! Hardly any validation of the basic physics models 
implemented in Monte Carlo codes 
‒  Why? 

! Oenology and Mozart opera 
‒  Widely applied in experimental practice 

(quantitative)  
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Establishing validity 

Comparison of simulation results and experimental data in the literature 
mainly rests on  
! qualitative visual appraisal of figures  
! indicators (%) deprived of any statistical meaning 

Agreement 
Good agreement 

Excellent agreement 
Satisfactory agreement 

… 

27 
Epistemological mistakes §  Comparison of different Monte Carlo codes 

§  Comparison of different physics models 
§  Comparison of simulation with theory  

Statistical methods and tools R&D needed 
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You need an experiment to test a cross section 

28 

Geant4 photoelectric cross section 



Maria Grazia Pia, INFN Genova 

Post-RD44  
Geant4  
electromagnetic 
software design 

29 

Hidden 
dependencies 

on other parts of the software 

One needs a geometry  
(and a full scale application)  

to test any photon cross section 

Difficult to test è no testing   
often 

Reverse engineered 

G4VEmProcess G4VEnergyLossProcess 

G4VMultipleScattering 

G4VEmModel 

Attributes  

abstract 
class 

Operations 
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Detangling 

Testable 
Open - closed 

Photoionisation 

New models 
Handles any tabulated 

cross section 
Can be validated 

in a unit test 

Cross section models can 
be compared with 

statistical categorical tests 

Was the original code verified? 
Was the original code validated? 

What was the test coverage? 
Were the test process and the test results documented? 

Refactoring Geant4 physics into “clean code” 
Sweeping 
under the 
carpet? 

Refactoring è preserve functionality 
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Photoionisation cross section 

31 

Cross sections in Geant4 “standard” photoelectric model 
are based on “improved”  

Biggs-Lighthill parameterisation 
F. Biggs and R. Lighthill, Analytical Approximation for X-ray Cross Sections III,  

Sandia Lab. Report SAND-0070, 1988 
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Photon elastic scattering 
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§  relativistic form factors (EGS) 
§  non-relativistic form factors 

(Geant4, MCNP, Penelope, 
FLUKA…): Hubbell et al., EPDL 

New 
§  numerical S-matrix calculations 
§  modified relativistic form factors, 
§  modified relativistic form factors with 

anomalous scattering factors 

Differential cross section 

Penelope Penelope EPDL Relativ. Non-Rel. Modified  MFF RFF SM 
2001 2008 FF FF  FF ASF ASF NT 

 ε	

 0.27 0.38 0.38 0.25 0.35 0.49 0.52 0.48 0.77 
 error ±0.05 ±0.06 ±0.06 ±0.05 ±0.06 ±0.06 ±0.06 ±0.06 ±0.05 
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Maintainability 

See Elisabetta Ronchieri’s talk 

The time scale of HEP, astroparticle and astrophysics 
experiments extends over decades 

Maintainability is a major concern 

(maintainability implies testability: verify that functionality is preserved) 
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Lehman laws 

1.  Continuing Change  
‒  A program that is used and that as an implementation of its 

specification reflects some other reality, undergoes continual change 
or becomes progressively less useful. The change or decay process 
continues until it is judged more cost effective to replace the system 
with a recreated version.  

 

2.  Increasing Complexity  
‒  As an evolving program is continually changed, its complexity, 

reflecting deteriorating structure, increases unless work is done to 
maintain or reduce it. 

M. M. Lehman, 
Programs, Life Cycles, and Laws of Software Evolution, 
Proc. IEEE, vol. 68, no. 9, Sep. 1980  
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42 Answer to the Ultimate Question of Life, the Universe, and Everything 
Douglas Adams, The Hitchhiker's Guide to the Galaxy 

G4double dd = 10.; 
G4Pow* g4pow = G4Pow::GetInstance(); 
if (A <= 62) { 
bb = 14.5*g4pow->Z23(A); 
aa = g4pow->powZ(A, 1.63)/bb; 
cc = 1.4*g4pow->Z13(A)/dd; 
} else { 
bb = 60.*g4pow->Z13(A); 
aa = g4pow->powZ(A, 1.33)/bb; 
cc = 0.4*g4pow->powZ(A, 0.4)/dd; 
} 

// G4HadronElastic 
// 29 June 2009 (redesign old elastic model) 

G4ChipsAntiBaryonElasticXS 
lastPAR[43]=920.+03*a8*a3; 
lastPAR[44]=93.+.0023*a12;  

G4UrbanMscModel 
coeffc1  = 2.3785 - Z13*(4.1981e-1 - Z13*6.3100e-2); 

G4GoudsmitSaundersonMscModel 
if(i>=19)ws=cos(sqrtA); 

G4EmCorrections 
if(15 >= iz) { 
if(3 > j) { tet = 0.25*Z2*(1.0 + 5*Z2*alpha2/16.); } 
else      { tet = 0.25*Z2*(1.0 + Z2*alpha2/16.); } 
} 

Testable? 
Calibrated? 

Epistemic uncertainties? 

Epistemology! 
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A new paradigm 

simulation result ± error 

Today’s hype in many research domains 
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Uncertainty 
Quantification 

input 
 with uncertaintiesA 

observable with uncertainties 
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Hink1969
Hoffmann1979
Ishii1977
Kamiya1980
Limandri2012
Mauron2002
McDonald1988
Rossouw1979
Westbrook1987b
EEDL
BEB
DM
Bote

Monte Carlo method 

Uncertainties deriving from 
•  input uncertainties  
•  Monte Carlo algorithm 
•  simulation model  

Uncertainty quantification is the ground for 
predictive Monte Carlo simulation  

Beware: input uncertainties 
can be hidden in models and 

algorithms in the code 

Validation of  
MC modeling 
ingredients 
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Theoretical Grounds for the Propagation of
Uncertainties in Monte Carlo Particle Transport

Paolo Saracco, Maria Grazia Pia, and Matej Batic

Abstract—We introduce a theoretical framework for the cal-
culation of uncertainties affecting observables produced by
Monte Carlo particle transport, which derive from uncertainties
in physical parameters input into simulation. The theoretical
developments are complemented by a heuristic application, which
illustrates the method of calculation in a streamlined simulation
environment.

Index Terms—Monte Carlo, simulation, uncertainty quantifica-
tion (UQ).

I. INTRODUCTION

U NCERTAINTY QUANTIFICATION (UQ) is a fast
growing sector in interdisciplinary research: its appli-

cations span political science [1], computational biology [2],
climate science [3], economic and financial processes [4],
industrial and civil engineering [5], as well as many other
disciplines. In a broad sense uncertainty quantification is a
domain of applied mathematics; the variety of its applications
has promoted a large number of approaches and methods to
address the problem.
Uncertainty quantification is an issue in scientific com-

puting. Reviews of ongoing research in this field can be found
in [6]–[10]; interested readers can find further information in
the bibliography of the cited references. Software systems, such
as DAKOTA [11], PSUADE [12] and similar codes reviewed
in [9], have been developed to facilitate this task, mainly fo-
cusing on methods and algorithms for sensitivity analysis and
statistical evaluation of uncertainties.
Uncertainty quantification is especially relevant to physics

simulation, where the ability to estimate the reliability of simu-
lated results is critical to establish it as a predictive instrument
for experimental research. Nevertheless, relatively limited at-
tention has been invested so far into the problem of quantifying
the uncertainties of the outcome of Monte Carlo particle trans-
port in general terms.
Investigations of uncertainty quantification in the domain

of Monte Carlo particle transport mainly concern applications
to nuclear power systems, such as [13]–[16]. Common ex-
perimental practice in other application areas, such as high
energy physics experiments, focuses on the validation of spe-
cific use cases by direct comparison of simulation results and
experimental measurements: representative examples of this
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January 10, 2014. Date of publication March 06, 2014; date of current version
April 10, 2014.
P. Saracco and M. G. Pia are with INFN Sezione di Genova, Genova, 16146

Italy (e-mail: Paolo.Saracco@ge.infn.it, Maria.Grazia.Pia@cern.ch).
M. Batic was with INFN Sezione di Genova, Genova, 16146 Italy, and now

is with Sinergise, Ljubljana, Slovenia.
Digital Object Identifier 10.1109/TNS.2014.2300112

practice can be found in [17]–[21], which concern experiments
at the LHC (Large Hadron Collider). Hardly any effort has
been invested so far in estimating the predictive capabilities of
simulation codes, such as EGS5 [22], EGSnrc [23], FLUKA
[24], [25], Geant4 [26], [27], ITS5 [28], MCNP [29], [30]
or PENELOPE [31], commonly used in these experiments:
this ability would be useful in experimental scenarios where
direct validation of simulation use cases would be difficult
or not practically feasible, for instance in some space science
projects, astroparticle physics experiments and medical physics
investigations, as well as in the process of detector design,
where the hardware that is simulated may not yet exist.
This paper defines a theoretical foundation for the calcula-

tion of the uncertainties affecting simulated observables, which
are a consequence of the uncertainties affecting the input to the
simulation itself. This capability is the basis for establishing the
predictive reliability of Monte Carlo transport codes in experi-
mental practice.
The quantification of the uncertainties that affect the results

of Monte Carlo simulation as a consequence of the uncertainties
associated with its physical input is a vast and complex problem,
which requires extensive scientific research. This paper is not in-
tended to present an exhaustive solution to the problem, nor to
document applications to real-life experimental scenarios sim-
ulated with general purpose Monte Carlo transport codes; its
scope is limited to setting a theoretical ground, which to the
best of our knowledge has never been previously documented
in the literature, to enable further conceptual and mathematical
progress in this field in view of future experimental applications.
A preliminary report of this study is documented in [32].

II. OVERVIEW OF THE PROBLEM DOMAIN
Uncertainty quantification in the context of a computational

system is the process of identifying, characterizing, and quanti-
fying those factors that could affect the accuracy of the compu-
tational results [10].
Uncertainties can arise frommany sources; the computational

model propagates them into uncertainties in the results. This
problem is usually referred to as forward uncertainty quantifica-
tion. In experimental practice one encounters also the problem
of backward uncertainty quantification, i.e. the assessment of
the uncertainties that may be present in a model: this issue is of
raising interest for its applicability in robust design, as it con-
cerns the ability of making a rational choice among different
conceptual designs that can be drafted.
Uncertainties in the results can derive from the conceptual

model upon which a computational system is constructed, the
formulation of the model in the software and the actual compu-
tation process. Possible sources of uncertainties are character-
ized in [33]:
1) parameter uncertainty identifies situations where some of
the computer code inputs are unknown;

0018-9499 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Conclusions 

State-of-the-art, 
quantified simulation 

V&V 
UQ 

Software 
design 

Physics ! State-of-the-art physics 
! Quantitative validation 

applying statistical methods 
! Exploration of modern 

software design methods 
! Computational performance 

measurements  
! R&D for simulation as a 

predictive instrument 

Vision supporting our research 
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§  S. H. Kim et al.,  
Validation Test of Geant4 Simulation of Electron Backscattering, 
IEEE TNS, Apr. 2015  
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Ein unnütz Leben ist ein früher Tod 
Johann Wolfgang von Goethe, Iphigenie auf Tauris, 1787  


