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Precision tests of the Standard Model

(MW, sin2theta_w, mtop, MH) measurements        likelihood of the EW fit of the SM

vector boson scattering and unitarity violations, 

Higgs boson pair production                              determination of the potential
                                                                        of the scalar sector (of the SM)

mtop measurement                                           stability of the EW vacuum

matrix element progresses for signals and backgrounds
development of Monte Carlo event generators
new input for the proton PDFs from LHC data

a very rich and interesting physics program in front of us
which requires a global coordinated effort to beat several important systematics
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Precision tests of the Standard Model

2 Update of the global electroweak fit 9
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Figure 2: Contours at 68% and 95% CL obtained from scans of MW versus mt (top) and MW versus sin2✓`e↵
(bottom), for the fit including MH (blue) and excluding MH (grey), as compared to the direct measurements
(vertical and horizontal green bands and ellipses). The theoretical uncertainty of 0.5 GeV is added to the
direct top mass measurement. In both figures, the corresponding direct measurements are excluded from
the fit. In the case of sin2✓`e↵ , all partial and full Z width measurements are excluded as well (except in
case of the orange prediction), besides the asymmetry measurements.
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direct top mass measurement. In both figures, the corresponding direct measurements are excluded from
the fit. In the case of sin2✓`e↵ , all partial and full Z width measurements are excluded as well (except in
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with the MH input the SM lagrangian (gauge sector) is assigned,  
      the EW fit can determine the preferred MW (2-loop EW+h.o.) and mtop (free parameter)
       and check the compatibility of the SM hypothesis with the experimental measurements

the result of the global EW fit of the SM 
yields a result for MW with an error ΔMW=8 MeV  smaller than the one of the direct measurement
                           mtop=173.81 ±0.85 GeV compatible with the world average top mass 
                                  
is the 1.5 sigma discrepancy in the above plot, between the data and the theoretical prediction,  
    just a fluctuation, 
    a systematic effect of the MW measurement at hadron colliders
    a hint for BSM physics ?

GFitter, arXiv:1407.3792
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Precision tests of the Standard Model

1.2 Electroweak precision physics 27

All MSSM points included in the results have the neutralino as LSP and the sparticle masses pass the
lower mass limits from direct searches at LEP. The Higgs and SUSY masses are calculated using FeynHiggs
(version 2.9.4) [121, 122, 123, 124, 125]. For every point, it was tested whether it is allowed by direct Higgs
searches using the code HiggsBounds (version 3.8.0) [126, 127]. This code tests the MSSM points against
the limits from LEP, Tevatron and the LHC.

The results for MW are shown in Fig. 1-8 as a function of mt, assuming the light CP -even Higgs h in the
region 125.6± 0.7(3.1) GeV in the SM (MSSM) case. The red band indicates the overlap region of the SM
and the MSSM. The leading one-loop SUSY contributions arise from the stop sbottom doublet. However
requiring Mh in the region 125.6± 3.1 GeV restricts the parameters in the stop sector [128] and with it the
possible MW contribution. Large MW contributions from the other MSSM sectors are possible, if either
charginos, neutralinos or sleptons are light.

The gray ellipse indicates the current experimental uncertainty, whereas the blue and red ellipses shows the
anticipated future LHC and ILC/GigaZ precisions, respectively (for each collider experiment separately) of
Table 1-12, along with mt = 172.3± 0.9 (0.5, 0.1) GeV for the current (LHC, ILC) measurement of the top
quark mass. While, at the current level of precision, SUSY might be considered as slightly favored over the
SM by the MW -mt measurement, no clear conclusion can be drawn. The smaller blue and red ellipses, on
the other hand, indicate the discrimination power of the future LHC and ILC/GigaZ measurements. With
the improved precision a small part of the MSSM parameter space could be singled out.
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Figure 1-8. Predictions for MW as a function of mt in the SM and MSSM (see text). The gray, blue and
red ellipses denote the current, and the target LHC and ILC/GigaZ precision, respectively, as provided in
Table 1-12.

In a second step we apply the precise ILC measurement of MW to investigate its potential to determine
unknown model parameters. Within the MSSM we assume the hypothetical future situation that a light
scalar top has been discovered with mt̃1

= 400 ± 40 GeV at the LHC, but that no other new particle has
been observed. We set lower limits of 100 GeV on sleptons, 300 GeV on charginos, 500 GeV on squarks of
the third generation and 1200 GeV on the remaining colored particles. The neutralino mass is constrained

Community Planning Study: Snowmass 2013

MW can be computed as a function of 
(α, Gμ, MZ, MH; mtop,...)    
in different models
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relevance of a correct estimate of the central value  and of the associated error
(in the plot only the central values of the two theoretical predictions are compared)
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MW prediction in the SM

G.Degrassi, P.Gambino, P.Giardino, arXiv:1411.7040

recent re-evaluation of the MW prediction, with an MSbar calculation 
 
                    MW = 80.357 ± 0.009 ± 0.003 GeV     (parametric and missing higher orders)

includes the full 2-loop EW result, higher-order QCD corrections, resummation of reducible terms
central value obtained with the current top mass world average mt=173.xx ±  ± GeV

MW grows with mtop:         Δmt=+1 GeV      →  ΔMW = +6 MeV
                  with Δαhad(MZ):   Δαhad(MZ)=+0.0003  → ΔMW = -6 MeV

a simultaneous variation of both parameters by +1σ may increase MW up to 80.370 GeV
                                                                      -1σ may decrease MW  down to 80.345 GeV

the comparison of this MSbar calculation with the corresponding one in the OS scheme
      suggests that missing higher orders might have a residual effect of O(6 MeV)
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MW measurement from charged current Drell-Yan

MW is measured from the study of charged-current Drell-Yan observables:
         lepton-pair transverse mass,  lepton transverse momentum, missing E_T
sensitive to MW because of a jacobian peak of the distributions
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MW is extracted with a template-fit of the data
     the theoretical input (model dependent) is crucial in the preparation of accurate templates
     any theoretical uncertainty propagates to the MW extraction as a systematic uncertainty:
            missing higher-order corrections, PDF uncertainties, non-perturbative effects

the MW measurement is challenging because of the missing neutrino:
    the relevant observables can be defined only in the transverse plane and
    the reconstruction of the missing momentum may suffer of the high pile-up of the events
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MW measurement– 2–
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Figure 1: Measurements of the W-boson mass
by the LEP and Tevatron experiments.

and Bose-Einstein correlations (BEC) between quarks from dif-

ferent W’s (8 MeV) are included. The mass difference between

qqqq and qq!ν! final states (due to possible CR and BEC effects)

is −12±45 MeV. In a similar manner, the width results obtained

at LEP have been combined, resulting in ΓW = 2.195 ± 0.083

GeV [1].

The two Tevatron experiments have also identified common

systematic errors. Between the two experiments, uncertainties

due to the parton distribution functions, radiative corrections,

and choice of mass (width) in the width (mass) measurements

are treated as correlated. An average W width of ΓW = 2.046±

0.049 GeV [2] is obtained. Errors of 20 MeV and 7 MeV

accounting for PDF and radiative correction uncertainties in this

width combination dominate the correlated uncertainties. At

the 2012 winter conferences, the CDF and D0 experiments have

December 18, 2013 12:01

The current error of ±15 MeV is dominated by the Tevatron result
   • are those error estimates realistic ?
   • is a measurement at the 10 MeV level feasible at the LHC ?

The measurement will not be affected by statistical issues
       (also the NC-DY samples are sufficiently large to offer the 
         possibility of an accurate study of W/Z ratios)

Critical points are the systematic error 
        of experimental (e.g. pile-up→recoil modeling) but also 
        of theoretical (templates accuracy) origin
Control of the shape at the (sub-)per mill level
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MW measurement: errors as in CDF paper arXiv:1311.0894

32

TABLEVIII: Background fractions from various sources in theW →
eν data set, and the corresponding uncertainties on the mT , p

µ
T , and

pνT fits forMW .

Fraction of δMW (MeV)
Source W → eν data (%) mT fit peT fit pνT fit
Z/γ∗ → ee 0.139±0.014 1.0 2.0 0.5
W → τν 0.93±0.01 0.6 0.6 0.6
Hadronic jets 0.39±0.14 3.9 1.9 4.3
Total 4.0 2.8 4.4

XI. W -BOSON-MASS FITS

TheW boson mass is extracted by performing fits to a sum
of background and simulated signal templates of the mT , p!T ,
and pνT distributions. The fits minimize − lnL , where the
likelihoodL is given by

L =
N

∏
i=1

e−mimni
i

ni!
, (36)

where the product is overN bins in the fit regionwith ni entries
(from data) and mi expected entries (from the template) in the
ith bin. The template is normalized to the data in the fit region.
The likelihood is a function of MW , where MW is defined by
the relativistic Breit-Wigner mass distribution

dσ
dm

∝
m2

(m2−M2
W )

2+m4Γ2W/M2
W
, (37)

where m is the invariant mass of the propagator. We assume
the standard modelW boson width ΓW = 2094±2 MeV. The
uncertainty onMW resulting from δΓW = 2 MeV is negligible.

A. Fit Results

The mT fit is performed in the range 65 < mT < 90 GeV.
Figure 36 shows the results of the mT fit for theW → µν and
W → eν channels while a summary of the 68% confidence un-
certainty associated with the fit is shown in Table IX. The p!T
and pνT fits are performed in the ranges 32< p!T < 48 GeV and
32 < pνT < 48 GeV, respectively, and are shown in Figs. 37
and 38, respectively. The uncertainties for the p!T and pνT
fits are shown in Tables X and XI, respectively. The differ-
ences between data and simulation for the three fits, divided
by the statistical uncertainties on the predictions, are shown in
Figs. 39-41 and the fit results are summarized in Table XII.
We utilize the best-linear-unbiased-estimator (BLUE) [61]

algorithm to combine individual fits. Each source of system-
atic uncertainty is assumed to be independent from all other
sources of uncertainty within a given fit. We perform sim-
ulated experiments [51] to estimate the statistical correlation
between fits to the mT , p!T , and pνT distributions (Table XIII).
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FIG. 36: Distributions of mT for W boson decays to µν (top) and
eν (bottom) final states in simulated (histogram) and experimen-
tal (points) data. The simulation corresponds to the maximum-
likelihood value of MW and includes backgrounds (shaded). The
likelihood is computed using events between the two arrows.

TABLE IX: Uncertainties on MW (in MeV) as resulting from
transverse-mass fits in theW → µν andW → eν samples. The last
column reports the portion of the uncertainty that is common in the
µν and eν results.

mT fit uncertainties
Source W → µν W → eν Common
Lepton energy scale 7 10 5
Lepton energy resolution 1 4 0
Lepton efficiency 0 0 0
Lepton tower removal 2 3 2
Recoil scale 5 5 5
Recoil resolution 7 7 7
Backgrounds 3 4 0
PDFs 10 10 10
W boson pT 3 3 3
Photon radiation 4 4 4
Statistical 16 19 0
Total 23 26 15
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FIG. 37: Distributions of p!T for W boson decays to µν (top) and
eν (bottom) final states in simulated (histogram) and experimen-
tal (points) data. The simulation corresponds to the maximum-
likelihood value of MW and includes backgrounds (shaded). The
likelihood is computed using events between the two arrows.

TABLEX: Uncertainties onMW (in MeV) as resulting from charged-
lepton transverse-momentum fits in theW → µν andW → eν sam-
ples. The last column reports the portion of the uncertainty that is
common in the µν and eν results.

p!T fit uncertainties
Source W → µν W → eν Common
Lepton energy scale 7 10 5
Lepton energy resolution 1 4 0
Lepton efficiency 1 2 0
Lepton tower removal 0 0 0
Recoil scale 6 6 6
Recoil resolution 5 5 5
Backgrounds 5 3 0
PDFs 9 9 9
W boson pT 9 9 9
Photon radiation 4 4 4
Statistical 18 21 0
Total 25 28 16
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FIG. 38: Distributions of pνT for W boson decays to µν (top) and
eν (bottom) final states in simulated (histogram) and experimen-
tal (points) data. The simulation corresponds to the maximum-
likelihood value of MW and includes backgrounds (shaded). The
likelihood is computed using events between the two arrows.

TABLE XI: Uncertainties on MW (in MeV) as resulting from
neutrino-transverse-momentum fits in the W → µν and W → eν
samples. The last column reports the portion of uncertainty that is
common in the µν and eν results.

pνT fit uncertainties
Source W → µν W → eν Correlation
Lepton energy scale 7 10 5
Lepton energy resolution 1 7 0
Lepton efficiency 2 3 0
Lepton tower removal 4 6 4
Recoil scale 2 2 2
Recoil resolution 11 11 11
Backgrounds 6 4 0
PDFs 11 11 11
W boson pT 4 4 4
Photon radiation 4 4 4
Statistical 22 25 0
Total 30 33 18

Are PDF uncertainties under control?
There is no pQCD uncertainty estimate
Which is the accurate treatment of NLO-EW effects?
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Drell-Yan observables for MW and simulation codes
The basic description of the observables relevant for the MW measurement 
   (lepton-pair transverse mass, lepton transverse momentum, missing E_T distributions)
requires the simulation of multiple initial state QCD radiation and of QED final state radiation
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The lepton-pair transverse mass is mildly 
sensitive to the details of QCD radiation,
but receives large corrections at detector 
level

The lepton transverse momentum
is very strongly sensitive to the details 
of QCD radiation, because of the log(ptV/MV)
enhancement at low ptV values

The QED-FSR effects modify at the several per cent level the peak region,
        yielding shifts of the extracted MW of O(150 MeV)

What is the needed perturbative accuracy of the templates, to meet the 10 MeV goal for the error?
      which higher-order QCD, mixed QCD-EW, higher-order EW, non-perturbative effects 
      must be included in the simulations?
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Drell-Yan observables for MW and simulation codes

We need an accurate description of the ptV spectrum to predict the ptlep and the MT distributions
 
   • perturbative elements (matching of QCD/EW matrix elements with resummation)

   • non-perturbative elements (PDF uncertainties, 
                                               intrinsic kt of the partons in the proton, part of the PS tune)

   • different contribution of heavy- vs light- flavors in the PDF to the ptV spectrum
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Matching QCD fixed order with resummation

(and, correspondingly, at NNLL+NLO) is definitely larger than at LO (and, correspondingly, at
NLL+LO); this leads to a reduction of the cross section at small qT .

Figure 2: The qT spectrum of Z bosons at the Tevatron Run II. The bands are obtained by varying
µF and µR (left panel) and Q (right panel) as described in the text.

In Fig. 2 we show the scale dependence of the NLL+LO (dashed lines) and NNLL+NLO (solid
lines) results. In the left panel we consider variations of the renormalization and factorization
scales. The bands are obtained by varying µR and µF as previously described in this section.
We note that, in the region of small and intermediate transverse momenta (qT ∼< 30 GeV), the
NNLL+NLO and NLL+LO bands overlap. This feature, which is not present in the case of the
fixed-order perturbative results at LO and NLO (see Figs. 2 and 3 in Ref. [24]), confirms the
importance of resummation to achieve a stable perturbative prediction. In the region of small and
intermediate values of qT , the main difference between the NNLL+NLO and NLL+LO predictions
is in the size of the scale variation bands. Going from NLL+LO to NNLL+NLO accuracy, we
observe a reduction of the scale dependence from ±4% to ±3% at the peak, from ±7% to ±3%
at qT ∼ 20 GeV, and from ±7% to ±5% at qT ∼ 50 GeV. We point out that the qT region where
resummed perturbative predictions are definitely significant is a wide region from intermediate
to relatively-small (say, close to the peak of the distribution) values of qT . In fact, at very small
values of qT (e.g. qT ∼< 5 GeV) the size of non-perturbative effects is expected to be important,
while in the high-qT region (e.g. qT ∼> 60 GeV) the resummation of the logarithmic terms cannot
improve the predictivity of the fixed-order perturbative expansion. The inset plot in the left panel
of Fig. 2 shows the region from intermediate to large values of qT . At large qT , the NLL+LO
and NNLL+NLO results deviate from each other, and the deviation increases as qT increases. As
previously stated, this behaviour is not particularly worrying since, in the large-qT region, the
resummed results loose their predictivity and can (should) be replaced by customary fixed-order
results.

In the right panel of Fig. 2 we consider resummation scale variations. The bands are ob-
tained by fixing µR = µF = mZ and varying Q between mZ/4 and mZ . Performing variations
of the resummation scale, we can get further insight on the size of yet uncalculated higher-order
logarithmic contributions at small and intermediate values of qT . We find that the scale depen-
dence at NNLL+NLO (NLL+LO) is about ±5% (±12%) in the region of the peak, and about

7

• Analytic resummation of log(ptV/MV)    NNLO-QCD accuracy on the total xsec + NNLL resum.
        DYqT    (β-version of DYRes)          G. Bozzi, S.Catani, D. de Florian, G. Ferrera, M. Grazzini , arXiv:1007.2351

        ResBos   partial inclusion of NNLO  F.Landry, R.Brock, P.Nadolski, C.P. Yuan, hep-ph/0212159

• Matching of NNLO-QCD matrix elements with QCD-PS
        DYNNLOPS                                   A.Karlberg, E.Re, G.Zanderighi, arXiv:1407.2940 
        UN²LOPS+NNLO                          S.Hoeche, Y.Li, S.Prestel, arXiv:1405.3607

• Matching NLO-(QCD+EW) matrix elements with (QCD+QED)-PS
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• The NNLL resummation affects the low-ptV part of the spectrum
• The high-ptV part of the spectrum has NLO accuracy 
• The distribution depends on the resummation scale Q (matching between resummed and fixed order)
  the inclusion of higher orders reduces the dependence on Q
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results are almost indistinguishable, as expected. We also observe that we agree with data
within the errors for central rapidities. At high rapidity, however, there seems to be a
tension between data and our results. This discrepancy between data and pure NNLO
was already observed in the original ATLAS paper, although the NNLO results shown in
ref. [46] have a slightly larger uncertainty band since they also contain PDF uncertainties.
We note that, at the moment, the dominant error is coming from data. We therefore expect
the agreement to improve, as more data become available, although systematic errors are
non-negligible [46].

In Fig. 10 we now show the same comparison for the Z boson transverse momentum

Figure 10. Comparison to data from ref. [47] for the Z boson transverse distribution at 7 TeV LHC.
Normalised data compared to NNLOPS showered with Pythia8 (left plot, red) and Pythia6 (right
plot, blue). Uncertainty bands for the theoretical predictions are obtained by first normalising all
scale choices, as described in Sec. 3.1 and then taking the associated envelope of these normalised
distributions.
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Figure 11. As in previous figure, but with more luminosity, thinner binnings, and up to larger
values of pT,Z. Data are now from taken from ref. [49].
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• Analytic resummation of log(ptV/MV)    NNLO-QCD accuracy on the total xsec + NNLL resum.
        DYqT    (β-version of DYRes)          G. Bozzi, S.Catani, D. de Florian, G. Ferrera, M. Grazzini , arXiv:1007.2351

        ResBos   partial inclusion of NNLO  F.Landry, R.Brock, P.Nadolski, C.P. Yuan, hep-ph/0212159

• Matching of NNLO-QCD matrix elements with QCD-PS
        DYNNLOPS                                   A.Karlberg, E.Re, G.Zanderighi, arXiv:1407.2940 
        UN²LOPS+NNLO                          S.Hoeche, Y.Li, S.Prestel, arXiv:1405.3607

• Matching NLO-(QCD+EW) matrix elements with (QCD+QED)-PS
        POWHEG                                      C.Bernaciak, D.Wackeroth,  arXiv:1201.4804,  L.Barzè et al., arXiv:1202.0465, arXiv:1302.4606

• Improvement of Wj (Zj) samples, done with the MiNLO approach and a modified Sudakov form factor
• The distribution has NLO accuracy through the whole ptV range  
• The NNLO accuracy on the inclusive observables is based on the rescaling with DYNNLO results
• The uncertainty bands have been obtained varying with a combination of ren./fact. scale variations
   of the Wj/Zj MiNLO generator and of the DYNNLO simulation

Matching QCD fixed order with resummation
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FIG. 2. Transverse momentum and rapidity spectrum of the electron. The gray solid (blue hatched) band shows scale
uncertainties obtained by varying µR/F (µQ) in the range mll/2  µ  2mll.
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FIG. 3. UN2LOPS prediction for the transverse momentum spectrum of the Drell-Yan lepton pair in comparison to ATLAS
data from [39] (left) and CMS data from [38] (right). The gray solid (blue hatched) band shows scale uncertainties obtained
by varying µR/F (µQ) in the range mll/2  µ  2mll.

V. OUTLOOK

We have presented a simple method for matching NNLO calculations in perturbative QCD to existing parton
showers, based on the UNLOPS technique. In contrast to the original implementation of UNLOPS, the event generation
algorithm does not lead to large cancellations, and convergence of the Monte Carlo integration is much improved.
Remaining uncertainties of the method are related to the treatment of finite remainders of the virtual corrections after
UV renormalization and IR subtraction, and to the treatment of exceptional configurations in the hard remainder of
double real corrections. Our method can be applied to arbitrary processes, and it can be systematically improved by
using parton showers with higher logarithmic accuracy, which is currently an area of active research. The combination

• Analytic resummation of log(ptV/MV)    NNLO-QCD accuracy on the total xsec + NNLL resum.
        DYqT    (β-version of DYRes)          G. Bozzi, S.Catani, D. de Florian, G. Ferrera, M. Grazzini , arXiv:1007.2351

        ResBos   partial inclusion of NNLO  F.Landry, R.Brock, P.Nadolski, C.P. Yuan, hep-ph/0212159

• Matching of NNLO-QCD matrix elements with QCD-PS
        DYNNLOPS                                   A.Karlberg, E.Re, G.Zanderighi, arXiv:1407.2940 
        UN²LOPS+NNLO                          S.Hoeche, Y.Li, S.Prestel, arXiv:1405.3607

• Matching NLO-(QCD+EW) matrix elements with (QCD+QED)-PS
        POWHEG                                      C.Bernaciak, D.Wackeroth,  arXiv:1201.4804,  L.Barzè et al., arXiv:1202.0465, arXiv:1302.4606

• The UNLOPS scheme merges 0-jet and 1-jet samples (it requires a merging scale), 
   it preserves the accuracy on the total xsec with the definition of a 0-jet bin which is not showered
• The UN²LOPS scheme extends the approach at O(alphas²)

• Important differences in the definition of the uncertainty bands between DYNNLOPS and UN²LOPS
   comparison of the two approaches is in progress

Matching QCD fixed order with resummation
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Fig. 9 The same as Fig. 8 for the lepton transverse-momentum distri-
bution

For Figs. 8–10 the complete predictions have been ob-
tained by matching the NLO QCD and EW corrections
with QCD (PYTHIA version 6.4 [46]) and QED (PHOTOS)
showers. For the sake of comparison, the pure QCD pre-
dictions of the standard POWHEG BOX are also given, to-
gether with the pure NLO EW results. The absolute predic-
tions for the various distributions are shown in the upper
panels of each plot. The lower panels display the relative
difference, in percent, between the results of the new ver-
sion of the POWHEG BOX and the standard QCD release,
as well as the relative effect due to the genuine NLO EW
corrections. Therefore the comparison between the two lines
in each lower panel of Figs. 8–10 provides a measure of the
QCD⊗EW factorization and, more precisely, of mixed lead-
ing logarithmic corrections at the order αm

emαn
s ,m,n ≥ 1.

Generally speaking, one can notice that both QCD and
EW corrections (and their combination) are necessary for a
proper control of the normalization and shape of the distri-
butions. Particularly, the invariant mass distribution in the
resonance region receives large corrections and a significa-
tive shape modification from QED corrections, as empha-
sized in previous studies [12, 13, 45]. As shown in Fig. 8, the
left tail of the distribution is enhanced by the mechanism of
final-state photon radiation by several tens of percent, while
the peak value is reduced by about 20 %. For this distribution
the effect of the EW corrections largely exceeds that of QCD
radiation, and the impact of mixed QED⊗EW contributions
is substantial, especially in the left tail of the distribution.
The same kind of effect is present in the forward–backward
asymmetry as a function of the lepton-pair invariant mass
for Ml+l− below the Z mass, as we checked explicitly in our
simulations. For the lepton p⊥ the well-known overwhelm-
ing QCD effects are by far dominant over the EW contri-
butions, whose shape is washed out by QCD radiation (see
Fig. 9). For such a distribution, the interplay of the particu-
larly large QCD corrections with the ten percent level EW

Fig. 10 The same as Fig. 8 in the region Ml+l− > 1 TeV

Fig. 11 The normalized differential cross section as a function of
pZ

⊥ for the full range up to 350 GeV (whole plot) and in the range
pZ

⊥ < 20 GeV (inset). The ATLAS data (for bare muons) are compared
with the predictions of the POWHEG BOX with full QCD⊗EW con-
tributions and QCD corrections only, and according to two PYTHIA
versions

effects gives rise to mixed contributions of the order of sev-
eral percents close to the peak, as clearly visible in the lower
panel of Fig. 9.

Non-negligible QCD⊗EW corrections are also present in
the very high tail of the invariant mass distribution shown in
Fig. 10. In this region the large EW corrections, enhanced
by Sudakov-like logarithms, in association with QCD radi-
ation induce mixed contributions which grow from a few to
several percents, as can be seen in the lower panel of Fig. 10.

Last but not least, we show for illustrative purposes in
Figs. 11–14 our results for the Z transverse-momentum dis-
tribution, whose knowledge is crucial for a precise measure-
ment of the W mass and whose description represents a
challenge for QCD. The predictions of the POWHEG BOX
are compared with ATLAS data [49] (see Figs. 11–12) and
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Fig. 12 Upper panel: ratio of the POWHEG BOX QCD predic-
tions over the ATLAS data, according to two different version of
PYTHIA. Lower panel: relative difference, in percent, between the full
QCD⊗EW predictions and the pure QCD ones of POWHEG BOX for
two different PYTHIA versions

Fig. 13 The same as Fig. 11 for CMS data (for bare muons) up to
600 GeV

CMS data [50] (see Figs. 13–14) at
√

s = 7 TeV.8 For these
results, we imposed the acceptance and invariant mass cuts
quoted in the experimental papers, we focused on the data
referring to bare muons and we used the MSTW2008 NLO
PDF set [52]. Because of the considerable dependence of the
pZ

⊥ distribution on adjustable non-perturbative parameters,
we considered POWHEG interfaced to two different ver-
sions of PYTHIA generator, namely PYTHIA version 6.4
[46] and version 8.1 [51]. While higher-order QED radia-
tion is treated with PHOTOS when POWHEG is interfaced
to PYTHIA 6.4, the simulation performed with PYTHIA 8.1

8We used the data available at the HepData repository http://hepdata.
cedar.ac.uk.

Fig. 14 The same as Fig. 12 for CMS data

uses its internal available tool for QED shower. We included
the contribution of hadronization in both PYTHIA versions
and changed the PYTHIA 8.1 default for the treatment of
the QED Shower αem(p⊥) with αem(0), for consistency with
PHOTOS.

In Figs. 11 and 13 we show the absolute predictions of
POWHEG for the normalized differential cross section as a
function of pZ

⊥ in comparison with ATLAS and CMS data,
respectively. The POWHEG results are presented both with
and without NLO EW and QED Shower corrections, and ac-
cording to the two aforementioned PYTHIA versions. The
inset figures show the data–theory comparison in the low
pZ

⊥ region. Albeit an optimal description of the Z transverse-
momentum distribution over the full range seems to be prob-
lematic, there is a rather good agreement with the data,
especially when considering moderate pZ

⊥ values, as can
be appreciated by looking at the upper panels of Figs. 12
and 14. They show the ratio of the POWHEG BOX QCD
predictions over the ATLAS and CMS data, as obtained
with PYTHIA version 6.4 and version 8.1, respectively. The
lower panels of Figs. 12 and 14 show in conclusion the
impact on the Z transverse-momentum distribution due to
NLO EW and multiple photon corrections, as well as to
O(αemαs) contributions. As can be noticed, these contribu-
tions are largely independent of the particular version of the
QCD/QED Shower generator under consideration. They in-
troduce a correction of a few percents in the whole pZ

⊥ range.
As a concluding remark, it is worth noting the possi-

bility of simulating the contribution of mixed QCD⊗EW
corrections with the new tool is due to the particular fac-
torized form of the EW corrections in the QCD POWHEG
framework. In this respect, our predictions contain comple-
mentary information with respect to the calculation of Refs.
[17–20], where QCD and EW corrections are combined ad-
ditively and QCD PS or multi-photon radiation contribu-
tions are not taken into account. In those calculations, mixed

• The matching of NLO-(QCD+EW) matrix elements with (QCD+QED)-PS
   introduces a (small) additional suppression at low ptZ values

• CC-DY and NC-DY differ for the flavor (charge) of initial state quarks → different QED effects
     relevant in the PS tuning

Matching (QCD+EW) fixed order with (QCD+QED) Parton Shower
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Interplay of QCD and EW corrections: is a factorized Ansatz (differential K-factor)   accurate ?
                                                          what is the role of the exact NLO-EW corrections ?
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• For the lepton-pair invariant mass distributions 
   the convolution of the EW kernel with QCD radiation preserves size and shape of EW corrections

• For the lepton transverse momentum distribution,
   the exact treatment of the radiation kinematics shows a large deformation of the EW effects by 
   QCD showering  (corrections of O(alpha alphas) and higher )  S.Dittmaier, A.Huss, C. Schwinn, arXiv:1403.3216 

• In the ptlep distribution, also the subleading EW terms can be enhanced by the large QCD logarithms
   (assessment of difference between pure QED-FSR and matched NLO-EW with QED PS in progress)

Matching (QCD+EW) fixed order with (QCD+QED)-PS in POWHEG

L.Barzè et al., arXiv:1302.4606
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Drell-Yan observables for MW and simulation codes

We need an accurate description of the ptV spectrum to predict the ptlep and the MT distributions
 
   • perturbative elements (matching of QCD/EW matrix elements with resummation)

   • non-perturbative elements (PDF uncertainties, 
                                               intrinsic kt of the partons in the proton, part of the PS tune)

   • different contribution of heavy- vs light- flavors in the PDF to the ptV spectrum
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PDF uncertainty affecting MW extracted from the ptlep distribution

0

0.5

1

1.5

2

2.5

3

25 30 35 40 45 50 55

δ P
D
F
(%

)

pl
⊥
(GeV)

LHC W+ 8TeV

Lower curves = normalized distribution

NNPDF2.3
NNPDF3.0

CT10
MSTW2008CPdeut

MMHT2014

Conservative estimate of the PDF uncertainty, obtained from the CC-DY channel alone,
using a template fit approach:
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we estimate which would be the difference in the fit of the data
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according to thePDF4LHC recipe[18] and by measuring thehalf-width �
PDF

of theresult ing band.
We include, in the evaluat ion of the envelope, the results of the sets CT10, MSTW2008CPdeut and
NNPDF2.3, because they are based on the same sets of data, making their comparison homoge-
neous. These results are presented in Table 2. We observe that the spread ∆

sets

represents a
large contribut ion, up to 35% of the overall uncertainty . In Table 3 we compute the envelope
of the results obtained with two more modern PDF sets, namely NNPDF3.0 and MMHT2014, which
include public data from the LHC. We observe that the width of the envelope ranges between 16
and 32 MeV, depending on the collider energy and kind and on the final state; more interest ing,
the spread of the two central values is below 5 MeV in theW� case at the LHC, while it is above
15 MeV in theW+ case and at the Tevatron.

From Table 5 we can appreciate the impact of the inclusion of the new LHC data, which have
been used in the determinat ion of the NNPDF3.0 set . Beside a few MeV o�set for the central
values, it is possible to observe a small (few MeV) reduct ion of the PDF uncertainty, which is
roughly 20% smaller than the one computed with NNPDF2.3.

Thedependenceof thePDF uncertainty with thecollider energy is illustrated in Table4, using
the NNPDF3.0 PDF set.

no p

W

? cut p

W

? < 15 GeV
�

PDF

(MeV) ∆
sets

(MeV) �

PDF

(MeV) ∆
sets

(MeV)
Tevatron 1.96 TeV 27 16 21 15
LHC 8 TeV W

+ 33 26 24 18
W

� 29 16 18 8
LHC 13 TeV W

+ 34 22 20 14
W

� 34 24 18 12

Table 2: Half-width �

PDF

of the envelope of the PDF uncertainty intervals by CT10,
MSTW2008CPdeut and NNPDF2.3. Corresponding spread ∆

sets

of the central predict ions.

no p

W

? cut p

W

? < 15 GeV
�

PDF

(MeV) ∆
sets

(MeV) �

PDF

(MeV) ∆
sets

(MeV)
Tevatron 1.96 TeV 16 4 9 15
LHC 8 TeV W

+ 32 33 21 21
W

� 22 6 12 0
LHC 13 TeV W

+ 30 24 18 16
W

� 23 16 11 5

Table 3: Same as in Table 2, now considering only the two recent PDF sets NNPDF3.0 and
MMHT2014.

11

the PDF4LHC recipe defines the half-width of the envelope δPDF  
and the spread of the central values Δsets

G.Bozzi, L.Citelli, AV, arXiv:1501.05587
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PDF uncertainty affecting MW extracted from the ptlep distribution
The dependence of the MW PDF uncertainty on the acceptance cuts provides interesting insights

● the additional cut on PTW reduces the MW uncertainty
   • suppression of the large-x region
   • steeper shape of the ptlep distribution

G.Bozzi, L.Citelli, AV, arXiv:1501.05587

3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the m

W

PDF uncertainty on additional cuts on the lepton-pair
transverse momentum p

W

? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large p

W

? yields an important contribution

normalized distributions
cut on p

W

? cut on |⌘
l

| CT10 NNPDF3.0

inclusive |⌘
l

| < 2.5 80.400 + 0.032� 0.027 80.398± 0.014
p

W

? < 20 GeV |⌘
l

| < 2.5 80.396 + 0.027� 0.020 80.394± 0.012
p

W

? < 15 GeV |⌘
l

| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
p

W

? < 10 GeV |⌘
l

| < 2.5 80.392 + 0.015� 0.012 80.394± 0.007

p

W

? < 15 GeV |⌘
l

| < 1.0 80.400 + 0.032� 0.021 80.406± 0.017
p

W

? < 15 GeV |⌘
l

| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
p

W

? < 15 GeV |⌘
l

| < 4.9 80.400 + 0.009� 0.004 80.401± 0.003
p

W

? < 15 GeV 1.0 < |⌘
l

| < 2.5 80.392 + 0.025� 0.018 80.388± 0.012

Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /E

T

� 25 GeV are always applied. In the first four rows we vary the cut on p

W

? , for fixed
|⌘

l

| interval. In the second four rows we vary the pseudorapidity acceptance, with p
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PDF uncertainty affecting MW extracted from the ptlep distribution
The dependence of the MW PDF uncertainty on the acceptance cuts provides interesting insights

G.Bozzi, L.Citelli, AV, arXiv:1501.05587

3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the m

W

PDF uncertainty on additional cuts on the lepton-pair
transverse momentum p

W

? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large p

W

? yields an important contribution

normalized distributions
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Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /E

T

� 25 GeV are always applied. In the first four rows we vary the cut on p

W

? , for fixed
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l

| interval. In the second four rows we vary the pseudorapidity acceptance, with p

W
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to the PDF uncertainty, which can be reduced by a suitable cut on this variable. A tight cut like
p

W

? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
direction.
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   • PDF sum rules →
      non trivial compensations between different rapidity intervals
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PDF uncertainty affecting MW extracted from the ptlep distribution
The dependence of the MW PDF uncertainty on the acceptance cuts provides interesting insights

G.Bozzi, L.Citelli, AV, arXiv:1501.05587

3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the m
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PDF uncertainty on additional cuts on the lepton-pair
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in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
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● are PDFs a bottleneck for MW?  can we improve? 
   2 complementary answers: 1)  more inputs to the PDF fit; 2) exploting ptZ info 
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Non-perturbative effects and the ptV spectrum

● In the ptV description (V=W,Z) we find
     • perturbative elements (factorization/renormalization/resummation scales, matching schemes)
     • non-perturbative elements (e.g. intrinsic kt of the partons in the proton, part e.g. of the PS tune)
     • PDFs (and their uncertainties)
     • different contribution of heavy- vs light- flavors in the PDF to the ptV spectrum
   All these elements are entangled.

● the ptlep spectrum receives a very large contribution from the recoil of  W,Z against QCD radiation
   it is crucial to get an accurate description of ptW
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Non-perturbative effects and the ptV spectrum

● In the ptV description (V=W,Z) we find
     • perturbative elements (factorization/renormalization/resummation scales, matching schemes)
     • non-perturbative elements (e.g. intrinsic kt of the partons in the proton, part e.g. of the PS tune)
     • PDFs (and their uncertainties)
     • different contribution of heavy- vs light- flavors in the PDF to the ptV spectrum
   All these elements are entangled.

● The accurate ptZ measurement may constrain several parameters of the model-dependent part
                                                                    (e.g. the PS tune) of the simulations
   but
     • the interplay between the various effects above is not trivial (a global analysis would be needed)

     • the QCD scales can NOT be measured
       the fit of the model dependent part depends on the QCD scales

     • How accurate is the transfer of the ptZ description to the ptW simulation?
        Are the non-perturbative parameters universal? phase-space independent?

     • the use of the ptZ information to improve the description of the ptW spectrum
       is equivalent to say that one measures a W/Z relation 

● the ptlep spectrum receives a very large contribution from the recoil of  W,Z against QCD radiation
   it is crucial to get an accurate description of ptW
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DY  W/Z ratios

since W and Z observables share several common (QCD) features
 ⇒  convenient observables to extract MW are defines as ratio of W/Z quantities W.T.Giele, S.Keller, hep-ph/9704419W /Z ratio of observables: the qT spectrum

DYqT resummed predictions for the ratio of
W /Z normalized qT spectra.

The use of the W /Z ratio observables
substantially reduces both the experimental
and theoretical systematic uncertainties
[Giele,Keller(’97)].

Resummed perturbative prediction for

1
σW

dσW
dqT

1
σZ

dσZ
dqT

(µR , µF ,Q)

with the customary scale variation.

NNLL perturbative uncertainty band very
small: 2-5% for 1 < qT < 2GeV, 1.5-2% for
2 < qT < 30GeV.

Non perturbative effects within 1% for
1.5 < qT < 5GeV and negligible for
qT > 5GeV.

Giancarlo Ferrera – Università & INFN Milano Mw meeting – Florence – 20/10/2014
Drell-Yan qT resummation at NNLL+NNLO 16/17

plot by G. Ferrera, talk at GGI workshop Joint ATLAS+CMS+TH meeting on M_W
http://www.ggi.fi.infn.it/talkfiles/slides/talk3553.pdf

ratio of shapes ptW/ptZ

NNLL perturbative uncertainty band very small: 

2-5% for 1 < qT < 2 GeV, 1.5-2% for 2 < qT < 30 GeV.

Non perturbative effects within 1% for 1.5 < qT < 5 GeV 
and negligible for qT >5GeV.

A systematic study of the potential of W/Z ratios for an accurate MW determination is in progress

The amount of information, of experimental input, relevant for the MW central value determination

is the same as in the case of  W observables

The more symmetric treatment of  W w.r.t. Z allows a discussion of systematic errors (e.g. pQCD)

which would be otherwise “frozen” in the steps 1) extract from the Z and 2) input in the W simulation

http://www.ggi.fi.infn.it/index.php?page=events.inc&id=168
http://www.ggi.fi.infn.it/index.php?page=events.inc&id=168
http://www.ggi.fi.infn.it/talkfiles/slides/talk3553.pdf
http://www.ggi.fi.infn.it/talkfiles/slides/talk3553.pdf
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Feasibility of a MW measurement at the 10 MeV level
It requires that several “minor” effects are under control

 ● impressive progress of MC generators, already available and with further developments,

    both for pure QCD and QCDxEW corrections

    ⇒ understanding the size of the impact on MW of several classes of available corrections is in

        progress (not trivial) L.Barzè, C.M.Carloni Calame, H.Martinez, G.Montagna, O.Nicrosini, F.Piccinini. AV, in progress

                                                                               MC working group of the CERN EW-WG

    ⇒ assessing the residual error due to missing higher order corrections is even less trivial

 

● a global improvement of PDFs will be made possible by the new LHC data

   the very accurate ptZ measurement should allow a detailed Parton Shower tune;

● for the ptlep distr. of CC-DY alone, non-perturbative uncertainties could be very hard to beat;

    ⇒ if  W/Z ratios are less sensitive to all these effects, we could mitigate the bottleneck

        are experimental ratios W/Z as accurate as the individual observables?

   for the MT  of CC-DY distribution, much milder pQCD and non-pert. QCD effects

   more problematic experimental reconstruction (pile-up?)
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mtop value and the stability of the EW vacuum

  

Vacuum Stability boundVacuum Stability bound

Quantum corrections to the classical Higgs potential can modify its shape

λ runs

B<0 at the weak scaleFirst case: λ~0 (M
H
~0)

potential becomes negative and unbounded.

But B runs …..

Other case: B ~ 0, M
H
 large
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Avoiding a Landau pole 

sets an upper bound on λ, i.e. on MH

The request that λ remains positive 

(stability bound, potential bounded from below)

sets a lower bound on MH 
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mtop value and the stability of the EW vacuum

  

The problemThe problem

There is a transition probability between 

the false and true vacua 

It is really a problem ?

It is a problem that must be cured via the appearance of New Physics at a scale below

that where the potential become unstable ONLY if the transition probability is smaller

than the life of the universe.

Metastability condition: if λ  becomes negative provided it remains small in absolute

magnitude the SM vacuum is unstable but sufficiently long-lived compared to the age of 

the Universe

Intermediate scenario: 

the potential remains bounded from below,

but new local minima appear with a non-vanishing tunneling probability

two different alternatives:

 • we could be living in a sufficiently long-lived (> age of the Universe)
   metastable vacuum
 • new physics appear to restore the shape of the potential
   bounded from below

• first studies on the vacuum stability
Linde (76); Weinberg (76); Cabibbo, Maiani, Parisi, Petronzio (79); Hung (79); Lindner (86); Sher(89)

• two-loop effective potential
Ford, Jack, Jones 92,97; Martin (02)

• three-loop beta function
Mihaila, Salomon, Steinhauser (12), v. Ritbergen, Vermaseren, Larin (97); Czakon (05), Chetyrkin, Zoller (12, 13,); Bednyakov et al. (13)

• two-loop threshold corrections at the weak scale
Chetyrkin, Steinhauser (00); Melnikov, v. Ritbergen (00), Bezrukov, Kalmykov, Kniehl, Shaposhnikov (12), Buttazzo,Degrassi, Giardino, Giudice, Sala, Salvio, Strumia, (13)

Bezrukov et al. (12), Di Vita et al. (12)  Di Vita, Degrassi, Elias-Miro, Espinosa, Giudice, Isisodri, Strumia, (12) Buttazzo,Degrassi,Giardino, Giudice, Sala, Salvio, Strumia, (13)
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The stability bound (  λ(M_Planck)>0    )

depends on the precise value of mtop (and of alpha_s)

Here we assume the validity of the SM up to M_Planck

Different conclusions if we assume the existence of

   new physics at some intermediate scale

mtop value and the stability of the EW vacuum 
D.Buttazzo, G.Degrassi, P.Giardino, G.F.Giudice, F.Sala, A.Salvio, A.Strumia, arXiv:1307.3536

6 8 10

0 50 100 150 200
0

50

100

150

200

Higgs pole mass Mh in GeV

To
p
po
le
m
as
sM

t
in
G
eV

LI=104GeV
5
6 7

8 9
10
12 14

16
19

Instability

N
on-perturbativity

Stability

Met
a-st

abili
ty

107 108
109

1010

1011

1012
1013

1014

1016

120 122 124 126 128 130 132
168

170

172

174

176

178

180

Higgs pole mass Mh in GeV

To
p
po
le
m
as
sM

t
in
G
eV

1017

1018

1019

1,2,3 s

Instability

Stability

Meta-stability

  

We live in a metastable universe close to the border with the stability  region.

Stability condition:

SM phase diagram SM phase diagram 

SM stability phase diagram

as a function of MH, mtop

we live in a metastable vacuum

close to the stability region

the stability bound is:
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mtop value, MW and the stability of the EW vacuum
•  The stability arguments indicates a preference for a low mtop value   mtop ≲ 172 GeV 

•  With such values, the MW prediction in the SM decreases w.r.t. its central value, 

      reaching a deviation of 2σ from the world average

      mtop=171.5 GeV       would predict a too light MH value in the SM

•  Low values are disfavored by the SM global EW fit,  

    which prefers as indirect mtop ~ 173.5 (177.0) GeV 

•  The determination of mtop from multiparticle final states suffers, at present, 

   of some problems of conversion between: 

   -the parameter present in the MC (with LO matrix elements and no control on the 

      top mass renormalization) and fit to the data

   -the renormalized quantities (pole mass, MSbar mass) used in theoretical studies   

  cfr   S.Moch et al.,arXiv:1405.4781 S.Moch,arXiv:1408.6080

• The top MSbar mass, measured from the study of the total ttbar production xsec,

   leads to a value which, converted into a pole mass, is “low”

   mtop^MSbar = 162.3 ± 2.3 GeV   →  mtop_pole = 171.2 ± 2.4 GeV  S.Moch,arXiv:1408.6080
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Conclusions

• The theoretical prediction of MW and the analysis of the EW vacuum stability

  may offer insights about possible BSM signals and about the consistency of the SM

• The measurements of MW at the O(10 MeV) level and of mtop at the O(0.5 GeV) level 

   are very challenging

• in the MW case, a very long list of O(5 MeV) effects comes into the game

  we need to understand new observables that help us to reduce some important systematic effects

                    plan a global improvement of PDFs

                    develop a systematic assessment of (PDF+Parton Shower) systematics

   LHC has the potential to provide all the inputs needed to constrain the DY system and to allow

   EW precision tests


