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ARGO

Tibet ASϒYANGBAJING COSMIC RAY OBSERVATORY

(Astrophysical Radiation with Ground-based Observatory at YangBaJing) 

‣ Longitude  90° 31’ 50” East 
‣ Latitude   30° 06’ 38” North 
‣ Altitude 4300 m a.s.l.(approx 600 g/cm2)

Istituto Nazionale di Fisica Nucleare (INFN) - Chinese Academy of Science (CAS)

•COSMIC RAY PHYSICS 
•GAMMA RAY ASTRONOMY

THE ARGO—YBJ EXPERIMENT
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2.3 L’apparato sperimentale 27

Figura 2.2: Schema del rivelatore ARGO e delle unità in cui è suddiviso. Il rivelatore

è costituito da 130 cluster nella parte centrale e 23 nell’anello esterno per un totale di

1836 camere RPC. Ogni cluster è formato da 12 camere RPC, a loro volta suddivise in

10 pad da 8 strip ciascuna.

2.3.1 Le camere RPC

Le camere RPC sono largamente utilizzate negli esperimenti di fisica delle alte

energie poiché sono rivelatori in grado di garantire prestazioni molto elevate, con

un’e�cienza di rivelazione pari a circa il 98% e una risoluzione temporale dell’or-

dine di 1 ns, ad un costo di produzione relativamente modesto. Gli RPC sono

dei rivelatori a gas in grado di rivelare il passaggio di particelle cariche mediante

processi di ionizzazione e moltiplicazione a cascata nella miscela di gas contenuta

al loro interno.

Il principio di funzionamento alla base di questo tipo di rivelatori è il processo di

ionizzazione. Quando una particella carica attraversa la miscela di gas, interagi-

sce con le molecole del mezzo attraverso un certo numero di processi di natura

Figure 2.3: Layout of the ARGO-YBJ detector.

many practical advantages like easy mounting without mechanical support,

robust assembling and easy access to any part of the detector. The RPCs

are low noise detector usually operated for triggering and tracking purposes,

however the layout of the chambers built for the ARGO-YBJ experiment

has been optimized for the detection of EAS secondaries. Each chamber

consists on two Bakelite foils, a polymer with a resistivity ⇢ ⇠ 5 · 1011 ⌦ cm,

assembled to form a gas gap 2 mm wide. A grid of plastic cylindrical spacers

(10 cm pitch) is used in order to maintain the gas volume plane and flat.

A schematic layout of a RPC is reported in figure 2.4. In order to have

a homogeneous distribution of the high voltage to the Bakelite electrodes,

a layer of conductive material (graphite) is laid on the electrode surface.

The choice of a high-resistivity material for the electrodes is related to the

necessity to reduce the dead time of the detector. In this way the signal

formation on the electrodes is a localized phenomena and the regions of the

chamber which are not interested in the ionization process remain sensitive.

The RPCs used in the ARGO-YBJ experiment are operated in streamer

mode at a voltage of about 7400 V with a gas mixture of Tetrafluoroethane

R134A, Isobutane and Argon in the proportion 75:10:15%. Argon is the

active component of the gas mixture while the other two components are

needed to quench the discharge by absorbing the ultraviolet photons and

secondary electrons emitted in recombination processes. The signal is picked

0.056 X 0.62 m2 

Single layer of Resistive Plate Chambers (RPCs)

• time resolution ~ 1 ns 
• space pixel = 5.6 x 62 cm2  
• Angular resol. = 0.5° (Nhit ⩾ 500)

‣ DIGITAL READOUT  
‣ ANALOG READOUT 
‣ COVERS THE ENERGY RANGE 1-5000 TeV

‣ High Altitude 
‣ Full Coverage 
‣ High segmentation 

‣ IMAGE THE SHOWER WITH UNPRECENDENTED DETAIL

Two independent readout 
systems

THE DETECTOR
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ANALOG READOUT

‣ Extend the covered energy range 
‣ Access the LDF down to the shower core 
‣ Sensitivity to primary mass 
‣ info/checks on Hadronic Interactions

Extend the maximum energy range up to the PeV region

Digital readout:  
Showers up to ~23 particles/m2

Analog readout: 
Showers up to ~104 particles/m2

SF57 lead glass is 2.61 cm). The scatter plot of Fig. 7 shows the sig-
nal of the first RPC along the beam line (mean value ± r.m.s.) in
bins of ADC counts in the calorimeter. Assuming the linearity of
the RPC behavior and the amplitude of the single particle men-
tioned before, we reconstructed between 7 to 30 particles imping-
ing on the RPC surface. This number is fully consistent with the
estimate provided by the beam monitoring system of the BTF. On
the right scale of Fig. 7 the corresponding particle density of the
beam is reported. To check the consistency with linear response,
the experimental data have been fitted with the red straight line
shown in Fig. 7 and the residual values, normalized to the fit val-
ues, are reported in the histogram of Fig. 8. The gaussian fit to
the residual distribution (Fig. 8) shows a good agreement, as con-
firmed by the value of the v2=d:o:f .. From the fitted values of the
gaussian parameters one can say that local deviations are con-
tained within a few per cent (r.m.s), while the integral deviation
(mean) is below 1%. The offset of the RPC response in Fig. 7 is
due to the strong attenuation of the calorimeter signal and to its
adaptation to match the specifications of the readout electronics.
In conclusion, up to 30 particles on 15 cm2 there is no evidence
of deviation from linearity behavior of the RPC, which means line-
arity response up to density of about 2! 104=m2. Of course this
value is conservative because the particle density of the beam spot
is not properly uniform.

5. Local Station and trigger system

The trigger of the experiment is generated by the digital signals
sent by the Front-End boards mounted on the RPCs. These digital

signals are processed by a specific crate named Local Station (LS)
[29] – the Cluster DAQ Unit –, as depicted in Fig. 9, that provides
the pad multiplicity to the trigger system. The LS crate contains
and manages 12 receiver cards, one I/O card for the communica-
tion with the DAQ and one active backplane. Each receiver card
collects the signals coming from one RPC chamber and provides
the fast-OR signals which start the TDC counting. When a trigger
occurs, a common stop signal goes from the backplane to the recei-
ver cards, which store the patterns of the active strips, and to the
TDCs which perform the arrival time measurement. Each LS out-
puts two busses, namely a 6-bit Low Multiplicity (LM) weighted
bus (providing signal when P1, P2, P3, P4, P5, P6 pads are
fired within 150 ns) and a 4-bit High Multiplicity (HM) weighted
bus (providing signal when P7, P16, P32, P64 pads are fired
within 60 ns).

The trigger system [30], which has the LM and HM busses in
input, implements two different selection algorithms based on a
simple, yet robust, majority logic which takes into account the
topology and the time distribution of the fired pads. The LM trigger
implements a selection of small-size showers by requiring at least
Ntrig fired pads in the central carpet. The HM trigger has been
designed to select showers with a much higher particle density.
The whole trigger electronics is hosted in 2 VME crates as shown
in Fig. 9.

The LM trigger is implemented with a four-level hierarchical
architecture, where each level correlates only pads belonging to
adjacent areas. According to simulations and to the measured
pad rate ("400 Hz/pad), the number of spurious hits in the
420 ns trigger window has been estimated to be less than 3.

The data collected in each LS, that is the pattern of the fired
strips and the arrival time of the particles, are packed and trans-
mitted at each trigger occurrence to the central DAQ at a rate of
160 Mbit/s (16-bit word in 100 ns) by means of the I/O card.

The present trigger set-up enables just the LM selection with a
threshold of 20 pads. Since the amount of data for each event
strongly depends on the shower size and the cosmic ray spectrum
follows a power law, the data frame of the event ranges from about
hundred bytes to Mbytes, with an average event size of about
2 kbytes.

6. The charge readout system

The BP signals of two adjacent Clusters are processed by elec-
tronic modules hosted in a custom crate, called MINICRATE, that
has two independent sections, each one containing 3 readout cards
(CHargeMeter cards) and a Control Module (see Fig. 10). The
CHargeMeter (CHM) processes 8 analog signals and digitizes them,
while the Control Module builds the data frame of 3 CHM boards
and transfers it to the LS, which finally provides the data to the

Fig. 6. Experimental setup of the test beam at the BTF.
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Fig. 7. Result of the RPC linearity test performed at the BTF (see text for details).
The fit with a straight line, in red, has been performed. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
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Fig. 8. Residuals normalized to the fit values (see Fig. 7). The gaussian fit to the
distribution shows a good agreement (see text for details).
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Digital Readout

Same event 😄
Analog Readout

The RPC analog readout (II) 

Eight gain scales (G0, G1, … G7) to get good linearity up 
to about 2 x 104 particles/m2 
 

G7 data overlap the digital-mode linearity range, and 
have been used for intercalibration and cross checks 
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Fig. 1. Average strip and pad sizes compared to the total and truncated
sizes for proton-induced air showers on the ARGO-YBJ central carpet.

10 6

10 7

10 8

10
3

10
4

10
5

DIGITAL
ANALOG 0-330 mV
ANALOG 0-2.5 V

Nx

dN
EV

T/d
N x*N

x2.
4

Mean density (particles/m2)

Proton mean energy (TeV)

Fig. 2. Comparison between the digital strip size spectrum and the analog
big pad spectrum. Two different amplitude scales have been used to extend
the energy range. In the upper scale the corresponding proton mean energy
is reported.

Clusters (ARGO-42, ª1820 m2 out of ª6700 m2), has been
put in data taking with a so-called ”Low Multiplicity Trigger”,
requiring at least 60 fired pads on the whole detector [13].
The corresponding median energy of proton-induced triggered
showers is º6 TeV. In this paper we present a first measure-
ment of the strip size spectrum performed with the ARGO-42
detector.

II. THE ARGO-YBJ DETECTOR
The ARGO-YBJ detector is constituted by a single layer of

RPCs with ª93% of active area. This carpet has a modular
structure, the basic module being a Cluster (5.7£7.6 m2),
divided into 12 RPCs (2.8£1.25 m2 each). Each chamber
is read by 80 strips of 6.75£61.8 cm2, logically organized
in 10 independent pads of 55.6£61.8 cm2 [14]. The central
carpet, constituted by 10£13 clusters, is enclosed by a guard
ring partially instrumented (ª40%) in order to improve the
rejection capability for external events. The full detector is
composed by 154 clusters for a total active surface of ª6700
m2. A lead converter 0.5 cm thick will uniformly cover the
apparatus in order to improve the angular resolution. The main
features of the ARGO-YBJ experiment are: (1) time resolution
ª1 ns; (2) space information from strips; (3) time information
from pads. Due to its small size pixels, the detector is able to
image the shower profile with an unprecedented granularity,
with high duty cycle (º 100%) in the typical field of view of
an EAS array (ª2 sr).

A. The digital read-out
The particle density measurement with the digital read-out

provided by the strip system is limited to showers with a
primary energy up to º 100 TeV (for proton-induced events)

due to a strip density of ª22 strips/m2. In Fig. 1 we show the
average strip and pad sizes (Ns and Npad) as a function of the
primary energy for proton-induced showers. For comparison,
the total shower size Nch and the so-called ”truncated size”
Ntr

ch, i.e., the size sampled by the ARGO-YBJ carpet, are also
plotted. In calculations only quasi-vertical (zenith angle µ <
15±) showers with core reconstructed inside a small fiducial
area (260 m2 around the center of the carpet corresponding
to the inner 6 clusters) have been used. An average strip
efficiency of 95% and an average strip multiplicity m = 1.2
have been taken into account. As can be seen from the figure,
log(Ns) is a linear function of log(E) up to about 100 TeV
(corresponding to a particle density of º 12-15 m°2) and
”saturates” above 1000 TeV. Accordingly, the digital response
of the detector can be used to study the primary spectrum up
to energies of a few hundreds of TeV.

B. The analog read-out

In order to extend the dynamic range up to PeV energies, a
charge read-out has been implemented by instrumenting every
RPC also with two large size pads of dimension 140£125 cm2

each (the so-called ”big pads”) [12]. The signal from the big
pad is read by a 12 bits ADC. Different signal amplitude scales
(0-330 mV, 0-2.5 V and 0-20 V) have been implemented in
order to extend the particle density measurement up to º104
particles/m2.
Since November 2004 the analog read-out has been put

in data taking into increasing portions of the full carpet
with a trigger requiring more than 32 particles on at least
one Cluster. In Fig. 2 a comparison between the measured
digital strip size spectrum and the analog big pad spectrum is
shown. Two different amplitude scales have been used in this
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Strips 
(digital)

Big Pads 
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…extending the dynamical range up to PeV

• Extend the covered energy range 
• Access the LDF in the shower core 
• Sensitivity to primary mass
• Info/checks on Hadronic Interactions

4 different gain scales used to cover a 
wide range in particle density:

ρmax−strip  ≈ 20 particles/m2 

ρmax−analog ≈ 10
4

particles/m
2

42 

G1 G4 

G1 sensitivity 

N
part

 

Not all distances can be 
accessed at a given gain 
scale 
 
We focused on the first 
10 meters from the core, 
this being the ARGO-YBJ 
peculiarity and 
innovative aspect  
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Figure 7: Result of the RPC linearity test performed at the BTF (see text for details).
The fit with a straight line, in red, has been performed.
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• In observation since July 2006 (commissioning phase)

• Stable data taking since November 2007

• End/Stop data taking: January 2013

• Average duty cycle ~87%

• Trigger rate ~3.5 kHz @ 20 pad threshold 

• N. recorded events: ≈ 5·1011 from 100 GeV to PeV

• 100 TB/year data

Intrinsic Trigger Rate stability 0.5% 
(after corrections for T/p effects)

Energy calibration!
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‣ Full and stable data taking since Nov. 2007 
‣ End of data taking in Feb. 2013 
‣ Average duty cycle ~87% 
‣ Trigger rate ~ 3.5 kHz @ 20 Pad threshold 
‣ ~ 5 x 1011 events recorded 
‣ ~ 100 TB/year 

G. Di Sciascio . Frascati Workshop 2013 - Palermo May 29, 201

Status and 
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• In observation since July 2006 (commissioning phase)

• Stable data taking since November 2007

• End/Stop data taking: January 2013

• Average duty cycle ~87%

• Trigger rate ~3.5 kHz @ 20 pad threshold 

• N. recorded events: ≈ 4·1011 from 100 GeV to PeV

• 100 TB/year data

Intrinsic Trigger Rate stability 0.5% 
(after corrections for T/p effects)

Energy calibration!

ARGO-YBJ: performance 

CSN2, April 2013 I. De Mitri: Review Linea scientifica 3 16  

Intrinsic Trigger Rate stability 0.5% 
(after corrections for T/p effects) Days 

2008 2009 2010 2011 2012 

Event Rate ~ 3.5 kHz for Nhit >20  - Duty cycle ~ 86% - 1011 evts/yr – 100TB/yr      

High space/time granularity  
+ Full coverage 
+ High altitude 

detailed study on the  
EAS space/time structure 
with unique capabilities 
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G. Di Sciascio, Meeting INFN/IHEP, LNGS Italy, Sept. 16-17, 2013

The Moon shadow 
analysis

12

Angular resolution!

Energy calibration!

★A  tool to evaluate the detector performance 

• Pointing accuracy
• Angular resolution                
• Absolute energy calibration

The$energy$scale$uncertainty$is$estimated$to$be$smaller$
than$13%$in$the$energy$range$1$–$30$(TeV/Z).?PRD 84 (2011) 022003 

PRD 85 (2012)  022002  

martedì 17 settembre 13
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• COSMIC RAY ANISOTROPY 

• COSMIC RAY ENERGY SPECTRUM 

• ALL-PARTICLE 

• PROTON + HELIUM 

• ANTIPROTON-PROTON RATIO [Phys. Rev. D 85 (2012) 022002] 

• P-AIR CROSS SECTION [Phys. Rev. D 80 (2009) 092004] 

• GEOMAGNETIC EFFECTS  [Phys. Rev. D 89 (2014) 052005] 

• SHOWER TIME STRUCTURE
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Tail-in excess region! Loss-cone deficit region!

E ≈1 TeV, 3.6 × 1010 events in the 
declination band -10º < δ < +70º

2 years data: 2008 - 2009, during minimum of 
solar activity

3

with two large size pads (139 × 123 cm2) to collect the total
charge developed by the particles hitting the detector. The full
experiment is made of 153 clusters (18360 pads), for a total
active surface of ∼6600m2.
ARGO-YBJ operates in two independent acquisition

modes: the shower mode and the scaler mode. In shower
mode, all showers with a number of hit pads Nhits ≥ 20 in the
central carpet in a time window of 420 ns generate the trigger.
The events collected in shower mode contain both the digital
and the analog information on the shower particles. In this
analisis we refer to the data recorded in digital shower mode.
The primary arrival direction is determined by fitting the

arrival times of the shower front particles. The angular reso-
lution for cosmic ray induced showers has been checked using
the Moon shadow (i.e. the shadow cast by the Moon on the
cosmic ray flux), observed by ARGO-YBJ with a statistical
significance of ∼9 standard deviations per month. The shape
of the shadow provided a measurement of the detector PSF,
that has been found in agreement with expectations. The an-
gular resolution depends on Nhits (hereafter referred to as pad
multiplicity) and varies from 0.3◦ for Nhits >1000 to 1.8◦ for
Nhits=20-39 (Bartoli et al. 2011).
The pad multiplicity is used as an estimator of the primary

energy. The relation between the primary energy and the pad
multiplicity is given by Monte Carlo simulations. The re-
liability of the energy scale has been tested with the Moon
shadow. Due to the geomagnetic field, cosmic rays are de-
flected according to their energy and the Moon shadow is
shifted with respect to the Moon position by an amount de-
pending on the primary energy. The westward shift of the
shadow has been measured for different Nhits intervals and
compared to simulations. We found that the total absolute en-
ergy scale error is less than 13% in the proton energy range
∼1-30 TeV, including the uncertainties on the cosmic ray ele-
mental composition and the hadronic interaction model (Bar-
toli et al. 2011).

3. DATA SELECTION AND ANALYSIS TECHNIQUE
The full ARGO-YBJ detector was in stable data taking from

2007 November to 2012 February, with a trigger rate of ∼3.5
kHz and an average duty cycle of ∼86%. For this analysis,
the events recorded in 2008-2009 were selected according to
the following requirements:
(1) more than 40 pads fired in the central carpet: Nhits ≥ 40;
(2) shower zenith angle θ < 45◦
About 3.6×1010 events survived the selection, with arrival

directions in the declination band -10◦ < δ < +70◦.
The isotropic CR background was estimated via the equi-

zenith (EZ) angle method, where the expected distribution
was fitted to the experimental data by minimising the residu-
als with an iteration technique (Amenomori et al. 2005). This
approach undoubtedly presents the advantage that it can ac-
count for effects that are caused by instrumental and environ-
mental variations, such as changes in pressure or temperature.
The method assumes that the events are uniformly distributed
in azimuth for a given zenith angle bin, or at least that gradi-
ents are stable over a long time, as is the case for ARGO-YBJ
(Bernardini et al. 2014; He et al 2007).
Two sky maps are built with cells of 1◦×1◦ in right ascen-

sion α and declination δ: the event map N(αi,δ j) containing
the detected events, and the backgroun map Nb(αi,δ j) con-
taining the background events as estimated by the EZ method.
The maps are smoothed to increase the statistical significance,
i.e. for each map bin, the events inside a circle of radius 5◦

Figure 1. Upper panel: significance map of the cosmic ray relative intensity
in the equatorial coordinate system. Medium panel: relative intensity map.
Lower panel: relative intensity as a function of the right ascension (integrated
over the declination). The line represents the best fit curve obtained with the
harmonic analysis.

around that bin are summed.
Let Ii, j denote the relative intensity in the sky cell (αi, δ j),

defined as the ratio of the number of detected events and the
estimated background events:

Ii, j =
N(αi,δ j)
Nb(αi,δ j)

(1)

The statistical significance s of the excess (or deficit) of cos-
mic rays with respect to the expected background is given by

s =
Ii, j −1.
σIi, j

(2)

where σIi, j is calculated from N(αi,δ j) and Nb(αi,δ j) taking
into account the number of bins used to evaluate the average
background with the EZ method, and can be approximated as

σ2Ii, j =
N(αi,δ j)
Ii, j2

(3)

4. SIDEREAL ANISOTROPY
The sky map showing the relative intensity of cosmic rays

obtained with the ARGO-YBJ data is given in the second
panel of Fig.1, while the corresponding statistical signifi-
cances of the excesses are reported in the first panel of the
same figure.
Two distinct large structures are visible: a complex ex-

cess region at r.a. = 50◦-140◦ (the so called “tail-in” excess)
and a broad deficit at r.a. = 150◦-250◦ (the “loss-cone”).
A small diffuse excess around R.A.= 310◦ and δ = 40◦ is
also present, with a significance of about 13 standard devi-
ations, corresponding to the Cygnus region, mostly due to
gamma ray emission. The Cygnus region hosts a number of
gamma-ray sources, plus an extended emission detected by

First measurement with an EAS array in an 
energy region so far investigated only by 

underground muon detectors

R.A. profile of anisotropy can be described 
with 2 harmonics

I = 1 +A1 cos[2⇡(x� �1)/360]+

A2 cos[2⇡(x� �2)/180]

significance

rel. intensity

Ap. J. 809:90 (2015) 
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Figure 2. (a) Cosmic ray relative intensity maps for different Nhits intervals; from top to bottom, Nhits=40-59, 60-99, 100-159, 160-299, 300-699, 700-999, and
Nhits ≥1000; (b) significance maps for the same Nhits intervals; (c) projection of the two-dimensional intensity maps onto the right ascension axis; the curves are
the best fit functions obtained with the harmonic analysis.

larger than the angular resolution for gamma rays. Since the
excesses due to gamma rays are highly localized, they do not
alter the large scale structure of the map.

The lower panel of Fig.1 shows the intensity as a func-
tion of the right ascension, obtained by projecting the two-
dimensional map on the right ascension axis, in bins of 15◦,
and averaging over the declination values. Following the s-
tandard harmonic analysis procedure, we fit the projected in-
tensity with the first two terms of the Fourier series:

I = 1 + A1cos[2π(x −φ1)/360] + A2cos[2π(x −φ2)/180], (3)

where x is the right ascension.
The obtained best values of the amplitudes and phases of

the two harmonics are: A1 = (6.8±0.06)×10−4 , A2 = (4.9±
0.06)× 10−4 , φ1 = (39.1± 0.46)◦ and φ2 = (100.9± 0.32)◦ ,
with a χ2/d.o.f. = 1273/20.

The given errors are purely statistical. The poor χ2/d.o.f.
value is due to the simple fitting function, that is not able to
describe the complex morphology of the map, in particular the
right ascension region from 50◦ to 140◦. Indeed, the fit does
not improve substantially even by adding a third harmonic.
More detailed analysis on these structures and their energy
dependence have been discussed in (Bartoli et al. 2013). De-
spite the large χ2 value due to the small structures superim-
posed to the smoother modulation, the figure shows that the
general shape of the anisotropy can be described enough sat-
isfactorily with two harmonics.

Our data, as previous measurements by other detectors, rule

out the hypothesis that the sidereal Compton-Getting effect is
the dominant anisotropy component. The Compton-Getting
effect has a purely kinetic nature, and directly follows from
the relative motion of the observer and the medium. If the
velocity field is uniform, the intensity of the anisotropy de-
pends on v(t) · n, where v(t) is the velocity of the medium
with respect to the observer and n the observing direction.
Assuming that cosmic rays do not co-rotate with the Galaxy
(Amenomori et al. 2006), taking into account the Sun’s or-
bital speed (∼200 km s−1), the CG effect predicts a dipole
anisotropy of amplitude ACG = 3.5×10−3, much larger than
what we observe, with the maximum in the direction of the
motion of the solar system around the Galactic Center, (i.e.
R.A.= 315◦ and δ = 49◦) and the minimum in the opposite
direction, not consistent with the position of the excess and
deficit regions observed in our analysis.

4.1. Anisotropy vs Energy
Recent and past observations of cosmic rays have shown

that the anisotropy is energy dependent. Thanks to its high
statistics, ARGO-YBJ can study separately the anisotropy in
different energy ranges. We divided the data in seven sub-
sets, according to the number of fired pad: Nhits=40-59, 60-
99, 100-160, 160-300, 300-700, 700-1000, and Nhits ≥1000.
The median energy corresponding to the above intervals have
been estimated by means of a Monte Carlo simulation. The
showers were generated by the CORSIKA code v.6.502 (Heck
et al. 1998) assuming a power law spectrum with a differen-
tial index α=-2.63 (Bartoli et al. 2014d) and a primary energy

0.98 TeV

1.65 TeV

2.65 TeV

4.21 TeV

7.80 TeV

13.6 TeV

29.1 TeV
G. Di Sciascio, TAUP 2013, Monterey USA, Sept. 09, 2013

Amplitude and phase of the first harmonic

30

– 16 –

Fig. 3.— The Amplitude(A) and the phase(B) of first harmonics of the sidereal daily vari-

ation as a function of CR’s median energies(in the unit of: eV), compared with the results

from other experiments .

• ARGO-YBJ

ARGO-YBJ results in good 
agrrement with other 

experiments.

Analysis with the full 
statistics under way to 

extend the measurement up 
to the 100 TeV energy region

sabato 7 settembre 13

Good agreement with other experiments 

Structures appear to dissolve to a smaller angular 
scale at high energy 

Ap. J. 809:90 (2015) 
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plot shows the statistical significance of the observation,
while the lower one shows the relative excess with respect
to the estimated background. They look slightly different
because of the atmosphere thickness that the showers must
cross before triggering the apparatus, increasing with the
arrival zenith angle. As a consequence, most significant
regions do not necessarily coincide with most intense
excesses. It should be noticed that also gamma-ray-induced
signals are visible because no gamma/hadron separation
is applied.

The most evident features are observed by ARGO-YBJ
around the positions !! 120", "! 40", and !! 60",
"!#5", spatially consistent with the regions detected
by Milagro [22]. These regions are observed with a statis-
tical significance of about 15 s.d. and are represented on
the significance map together with the other regions of
interest described in this paper (see Sec. IVA and
Table II). As known from literature [22,23], the deficit

regions parallel to the excesses are due to using also the
excess events to evaluate the background, which turns out
to be overestimated. Symmetrically, deficit regions, if any,
would be expected to be surrounded by weaker excess
halos, which were not observed. On the left side of the
sky map, several new extended features are visible,
although less intense than the ones aforementioned.
The area 195" $ R:A: $ 290" seems to be full of few-
degree excesses not compatible with random fluctuations
(the statistical significance is up to 7 s.d.). The observation
of these structures is reported here for the first time.
The upper plot of Fig. 2 is represented in Galactic

coordinates in Fig. 3. As it is clearly visible in this figure,
the hot spots 1 and 2 are distributed symmetrically with
respect to the Galactic plane and have longitude centered
around the Galactic anticenter. The new detected hot spots
do not lie on the Galactic plane, and one of them is very
close to the Galactic north pole.

A. Localization of the MSA regions

Looking at the map of Fig. 2, apart from the Galactic
plane, where the gamma-ray sources Crab Nebula,
MGRO J1908þ 06 [52], MGRO J2031þ 41 [53], and
HESS J1841# 055 [54] are visible, four regions have a
significance greater than 5 s.d.

FIG. 2 (color online). ARGO-YBJ sky map in equatorial co-
ordinates for events with Nstrip > 25. The maps have been

smoothed with an angle given by the PSF of the detector. Plot
(a): statistical significance of the observation in s.d. The boxes
represent the parametrization of the regions of interest (see
Sec. IVA and Table II). Plot (b): relative excess with respect to
the estimated background. The dashed line represents theGalactic
plane, and the black point represents theGalactic center. Eachmap
is aMollweide projection on theHealpix pixelization scheme [58].

TABLE II. Parametrization of the four MSA regions.

Region
name

Lowest
R.A.

Highest
R.A.

Lowest
Dec.

Highest
Dec.

Subregion
name

Region 1 58.5" 75.5" 3" 20" Region 1U

46" 76" #15" 3" Region 1L

Region 2 119" 143" 39" 55" Region 2U

113.5" 129.5" 19" 39" Region 2M

118.5" 136.5" #3" 19" Region 2L

Region 3 234" 255" 41" 55" Region 3U

247" 263" 33" 41" Region 3M

247" 282" 15" 33" Region 3L

Region 4 200" 216" 24" 34"

FIG. 3 (color online). ARGO-YBJ sky map of Fig. 2(a) in
Galactic coordinates. Themap center points toward the anticenter.

B. BARTOLI et al. PHYSICAL REVIEW D 88, 082001 (2013)
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Data: November 8, 2007 - May 20, 2012

≈ 3.70×1011 events

Proton median energy ≈ 1 TeV

CRs excess ≈ 0.1 %  
with signifincance up to 15 s.d. 
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pressure provides very good time resolution (1.8 ns) and
the high electrode resistivity limits the area interested by
the electrical discharge to few mm2. The apparatus has a
modular structure, the basic data-acquisition sector be-
ing a cluster (5.7×7.6 m2), made of 12 RPCs (2.85×1.23
m2 each). Each chamber is read by 80 external strips
of 6.75×61.8 cm2 (the spatial pixel), logically organized
in 10 independent pads of 55.6×61.8 cm2 which repre-
sent the time pixel of the detector [? ]. The read-out of
18360 pads and 146880 strips are the experimental out-
put of the detector. The RPCs are operated in streamer
mode by using a gas mixture (Ar 15%, Isobutane 10%,
TetraFluoroEthane 75%) for high altitude operation [?
]. The high voltage settled at 7.2 kV ensures an overall
efficiency of about 96% [? ]. The central carpet contains
130 clusters (hereafter ARGO-130) and the full detector
is composed of 153 clusters for a total active surface of
∼6700 m2. The total instrumented area is ∼11000 m2.
A simple, yet powerful, electronic logic has been imple-

mented to build an inclusive trigger. This logic is based
on a time correlation between the pad signals depending
on their relative distance. In this way, all the shower
events giving a number of fired pads Npad ≥ Ntrig in the
central carpet in a time window of 420 ns generate the
trigger. This trigger can work with high efficiency down
to Ntrig = 20, keeping the rate of random coincidences
negligible. The time calibrations of the pads is performed
according to the method reported in [? ? ].
abcd (almeno questo capoverso da correggere?) The

whole system, in smooth data taking since July 2006 with
ARGO-130, has been in stable data taking with the full
apparatus of 153 clusters since November 2007 with the
trigger condition Ntrig = 20 and a duty cycle ≥85%. The
trigger rate is ∼3.5 kHz with a dead time of 4%.
Once the coincidence of the secondary particles has

been recorded, the main parameters of the detected
shower are reconstructed following the procedure de-
scribed in [? ]. In short, the reconstruction is split into
the following steps. Firstly, the shower core position is
derived with the Maximum Likelihood method from the
lateral density distribution of the secondary particles. In
the second step, given the core position, the shower axis
is reconstructed by means of an iterative un-weighted
planar fit able to reject the time values belonging to non-
gaussian tails of the arrival time distribution. Finally,
a conical correction is applied to the surviving hits in
order to improve the angular resolution. Details on the
analysis procedure (e.g., reconstruction algorithms, data
selection, background evaluation, systematic errors) are
discussed in [? ? ? ].
The performance of the detector (angular resolution,

pointing accuracy, energy scale calibration) and the op-
eration stability are continuously monitored by observing
the Moon shadow, i.e., the deficit of CRs detected in its
direction [? ? ]. ARGO-YBJ observes the Moon shadow
with a sensitivity of ∼9 standard deviations (s.d.) per
month. The measured angular resolution is better than
0.5◦ for CR-induced showers with energy E > 5 TeV and

Strip-multiplicity number of E50
p [TeV]

interval events
25− 40 1.1409 × 1011 (38%) 0.66
40− 100 1.4317 × 1011 (48%) 1.4
100− 250 3.088 × 1010 (10%) 3.5
250− 630 8.86× 109 (3%) 7.3
more than 630 3.52× 109 (1%) 20

TABLE I: Multiplicity intervals used in the analysis. The
central columns report the number of events collected. The
right column shows the corresponding isotropic CR proton
median energy.

the overall absolute pointing accuracy is ∼0.1◦. The ab-
solute pointing of the detector is stable at a level of 0.1◦

and the angular resolution is stable at a level of 10% on
a monthly basis. The absolute rigidity scale uncertainty
of ARGO-YBJ is estimated to be less than 13% in the
range 1 - 30 TeV/Z [? ? ]. The last results obtained by
ARGO-YBJ are summarized in [? ].

III. DATA ANALYSIS

The analysis reported in this paper used abcd∼3×1011

showers recorded by the ARGO-YBJ experiment from
November 8th, 2007 till May 20th, 2012, after the follow-
ing selections: (1)≥25 strips must be fired on the ARGO-
130 central carpet; (2) zenith angle of the reconstructed
showers ≤50◦; (3) reconstructed core position inside a
150×150 m2 area centered on the detector. Data have
been recorded in 1587 days out of 1656, for a total obser-
vation time of 33012 hrs (86.7% duty-cycle). The zenith
cut selects the dec. region δ ∼ -20◦÷ 80◦. According to
the simulation, the median energy of the isotropic cosmic
ray proton flux is E50

p ≈1.8 TeV (mode energy≈0.7 TeV).
No gamma/hadron discrimination algorithms have been
applied to the data. Therefore, in the following the sky
maps are filled with all CRs possibly including photons,
without any discrimination.
In order to investigate the energy dependence of the

observed phenomena, the data-set has been divided into
five multiplicity intervals. The Table ?? reports the size
boundaries and the amount of events for each interval.
As a reference value, the right column reports the me-

dian energy of isotropic CR protons for each multiplic-
ity interval obtained via Monte Carlo simulation. This
choice is inherited from the standard LSA analyses, but
it can be only approximately interpreted as the energy of
the CRs giving the MSA. In fact the elemental composi-
tion and the energy spectrum are not known and that of
CR protons is just an hypothesis. In addition, as it will
be discussed in more detail, the multiplicity-energy rela-
tion is a function of the declination, which is difficult to
be accounted for for sources as extended as 20◦ or more.

The background contribution has been estimated with
the Direct Integration and the Time Swapping methods

dec. region δ ∼ -20◦÷ 80◦
Map smoothed with the detected PSF for CRs

Galactic plane 

CRAB 

Cygnus Region 

Galactic center 

PRD in press
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Data: November 8, 2007 - May 20, 2012

≈ 3.70×1011 events

Proton median energy ≈ 1 TeV

CRs excess ≈ 0.1 %  
with signifincance up to 15 s.d. 
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pressure provides very good time resolution (1.8 ns) and
the high electrode resistivity limits the area interested by
the electrical discharge to few mm2. The apparatus has a
modular structure, the basic data-acquisition sector be-
ing a cluster (5.7×7.6 m2), made of 12 RPCs (2.85×1.23
m2 each). Each chamber is read by 80 external strips
of 6.75×61.8 cm2 (the spatial pixel), logically organized
in 10 independent pads of 55.6×61.8 cm2 which repre-
sent the time pixel of the detector [? ]. The read-out of
18360 pads and 146880 strips are the experimental out-
put of the detector. The RPCs are operated in streamer
mode by using a gas mixture (Ar 15%, Isobutane 10%,
TetraFluoroEthane 75%) for high altitude operation [?
]. The high voltage settled at 7.2 kV ensures an overall
efficiency of about 96% [? ]. The central carpet contains
130 clusters (hereafter ARGO-130) and the full detector
is composed of 153 clusters for a total active surface of
∼6700 m2. The total instrumented area is ∼11000 m2.
A simple, yet powerful, electronic logic has been imple-

mented to build an inclusive trigger. This logic is based
on a time correlation between the pad signals depending
on their relative distance. In this way, all the shower
events giving a number of fired pads Npad ≥ Ntrig in the
central carpet in a time window of 420 ns generate the
trigger. This trigger can work with high efficiency down
to Ntrig = 20, keeping the rate of random coincidences
negligible. The time calibrations of the pads is performed
according to the method reported in [? ? ].
abcd (almeno questo capoverso da correggere?) The

whole system, in smooth data taking since July 2006 with
ARGO-130, has been in stable data taking with the full
apparatus of 153 clusters since November 2007 with the
trigger condition Ntrig = 20 and a duty cycle ≥85%. The
trigger rate is ∼3.5 kHz with a dead time of 4%.
Once the coincidence of the secondary particles has

been recorded, the main parameters of the detected
shower are reconstructed following the procedure de-
scribed in [? ]. In short, the reconstruction is split into
the following steps. Firstly, the shower core position is
derived with the Maximum Likelihood method from the
lateral density distribution of the secondary particles. In
the second step, given the core position, the shower axis
is reconstructed by means of an iterative un-weighted
planar fit able to reject the time values belonging to non-
gaussian tails of the arrival time distribution. Finally,
a conical correction is applied to the surviving hits in
order to improve the angular resolution. Details on the
analysis procedure (e.g., reconstruction algorithms, data
selection, background evaluation, systematic errors) are
discussed in [? ? ? ].
The performance of the detector (angular resolution,

pointing accuracy, energy scale calibration) and the op-
eration stability are continuously monitored by observing
the Moon shadow, i.e., the deficit of CRs detected in its
direction [? ? ]. ARGO-YBJ observes the Moon shadow
with a sensitivity of ∼9 standard deviations (s.d.) per
month. The measured angular resolution is better than
0.5◦ for CR-induced showers with energy E > 5 TeV and

Strip-multiplicity number of E50
p [TeV]

interval events
25− 40 1.1409 × 1011 (38%) 0.66
40− 100 1.4317 × 1011 (48%) 1.4
100− 250 3.088 × 1010 (10%) 3.5
250− 630 8.86× 109 (3%) 7.3
more than 630 3.52× 109 (1%) 20

TABLE I: Multiplicity intervals used in the analysis. The
central columns report the number of events collected. The
right column shows the corresponding isotropic CR proton
median energy.

the overall absolute pointing accuracy is ∼0.1◦. The ab-
solute pointing of the detector is stable at a level of 0.1◦

and the angular resolution is stable at a level of 10% on
a monthly basis. The absolute rigidity scale uncertainty
of ARGO-YBJ is estimated to be less than 13% in the
range 1 - 30 TeV/Z [? ? ]. The last results obtained by
ARGO-YBJ are summarized in [? ].

III. DATA ANALYSIS

The analysis reported in this paper used abcd∼3×1011

showers recorded by the ARGO-YBJ experiment from
November 8th, 2007 till May 20th, 2012, after the follow-
ing selections: (1)≥25 strips must be fired on the ARGO-
130 central carpet; (2) zenith angle of the reconstructed
showers ≤50◦; (3) reconstructed core position inside a
150×150 m2 area centered on the detector. Data have
been recorded in 1587 days out of 1656, for a total obser-
vation time of 33012 hrs (86.7% duty-cycle). The zenith
cut selects the dec. region δ ∼ -20◦÷ 80◦. According to
the simulation, the median energy of the isotropic cosmic
ray proton flux is E50

p ≈1.8 TeV (mode energy≈0.7 TeV).
No gamma/hadron discrimination algorithms have been
applied to the data. Therefore, in the following the sky
maps are filled with all CRs possibly including photons,
without any discrimination.
In order to investigate the energy dependence of the

observed phenomena, the data-set has been divided into
five multiplicity intervals. The Table ?? reports the size
boundaries and the amount of events for each interval.
As a reference value, the right column reports the me-

dian energy of isotropic CR protons for each multiplic-
ity interval obtained via Monte Carlo simulation. This
choice is inherited from the standard LSA analyses, but
it can be only approximately interpreted as the energy of
the CRs giving the MSA. In fact the elemental composi-
tion and the energy spectrum are not known and that of
CR protons is just an hypothesis. In addition, as it will
be discussed in more detail, the multiplicity-energy rela-
tion is a function of the declination, which is difficult to
be accounted for for sources as extended as 20◦ or more.

The background contribution has been estimated with
the Direct Integration and the Time Swapping methods

dec. region δ ∼ -20◦÷ 80◦
Map smoothed with the detected PSF for CRs

Galactic plane 

CRAB 

Cygnus Region 

Galactic center 

mercoledì 29 maggio 13

Data: November 8, 2007 - May 20, 2012  

≈ 3.70×1011 events dec. region δ ∼ -20◦÷ 80◦  

Map smoothed with the detected PSF for CRs        
Proton median energy ≈ 1 TeV 

CRs excess ≈ 0.1 % with significance up to 15 s.d.  

The size spectra look quite 
harder than the CR isotropic 
flux  
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use the complete set of events as reference for the 
estimation of the background of a particular subset of 
events. The idea is to measure the local fraction of selected 
to all events  

“ratio-method”

Data: January 1, 2008 - December 31, 2012 

In the energy region below 10 TeV the contamination 
does not exceed 0.3%, in the range(10–100) TeV is 
4.2% and at energies higher than 100 TeV it has been 
evaluated as 9%.  

Selection of light elements
Same criteria used for the light component 
energy spectrum analysis 

R. Iuppa, PM, et al ICRC 2015 ID 290
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• Analysis of digital RPC data alone and 
statistical measurement of the energy 
spectrum by using a bayesian approach: p+He 
spectrum 

• Analysis of analog RPC data alone and 
statistical measurement of the energy 
spectrum by using a bayesian approach: all 
particle and p+He spectra 

• Analysis of analog RPC data alone and energy 
determination on an event by event basis:  all-
particle and p+He spectra 

• Hybrid technique by using data from an 
imaging  Cherenkov telescope in addition to 
analog RPC information: p+He spectrum

6
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FIG. 4: Overview of the spectrum from below the knee to the ankle with the fit of Table III. Air shower data shifted as in
Figs. 2 and 3. Left: lines showing individual groups of nuclei from all populations compared to data from PAMELA [9] and
CREAM [7] at low energy. Right: shaded regions show the overlapping contributions of the three populations.

the all-particle spectrum is given by

φi(E) = Σ3
j=1 ai,j E

−γi,j
× exp

[

−
E

ZiRc,j

]

. (3)

The spectral indices for each group and the normaliza-
tions are given explicitly in Table II. The parameters for
Population 1 are from Refs. [7, 8], which we assume can
be extrapolated to a rigidity of 4 PV to describe the knee.
In Eq. 3 φi is dN/dlnE and γi is the integral spectral in-
dex. The subscript i = 1, 5 runs over the standard five
groups (p, He, CNO, Mg-Si and Fe), and the all-particle
spectrum is the sum of the five. This model is plotted as
the solid line in Figs. 2 and 3.

B. An alternative picture and global fit

Spectra for the second fit are given by the same Eq. 3
but with qualitatively different parameters, as given in
Table III. In particular, the first population has a much
lower cutoff of Rc = 120 TV. This description is related
to the significantly harder spectra assumed for the first
population. Each component in the first population is fit-
ted only above Rc = 200 GV, after the spectra hardening
noted in Refs. [8] and [9]. With these harder spectra (as
compared to Table II), the heavy components cannot be
extended past the knee region. It is interesting to note
that Rc ≈ 100TV is the classical result for the expected
maximum energy of supernova remnants expanding into
the interstellar medium with an un-amplified magnetic
field of a few µGauss [44].

The spectrum with the parameters of Table III is
shown in Fig. 4 from below the knee to the ankle. The
contributions of individual groups of nuclei are shown,
as well as the spectra of nuclei from CREAM [8]. We
note that the bump in the spectrum around 1017 eV cor-
responds with the “iron knee” reported by KASCADE-
Grande in their electron rich sample [45] and also noted
by GAMMA [37]. A tendency for increasing mass above
the knee has been noted for a long time (for example by
CASA-MIA [46]), which seems now to be confirmed with
higher resolution.
Another noteworthy feature is the possibility illus-

trated in this fit of explaining the ankle as a Peters cy-
cle containing only protons and iron. This possibility is
also suggested in Ref. [32] as an example of their “disap-
pointing” model [47] of the end of the cosmic-ray spec-
trum. Such a picture is disappointing because the end of
the spectrum would correspond to the highest energy to
which cosmic-ray acceleration is possible, rather than to
the Greisen-Zatsepin-Kuz’min effect in which higher en-
ergy particles lose energy in interactions with the cosmic
microwave background [48, 49].

C. Comments on fitting with several populations

In both fits above we refer to three populations of par-
ticles, with spectral indices for each nuclear component
and a single characteristic maximum rigidity for each
population. The latter assumption has the effect of mak-
ing the composition become heavier as each population

ARGO Digital
ARGO Analog

Different approaches & data sets

ARGO Hybrid
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elements (heavy component). The plot shows that the
selected sample is essentially made of light nuclei.

IV. THE LIGHT COMPONENT SPECTRUM

The analysis was performed on the sample selected by
the criteria described in Sec. III. Simulated events have
been sorted in 16 multiplicity bins and 13 energy bins in
order to minimize the statistical error and to reduce bin
migration effects. The Monte Carlo data sample was
analyzed in order to evaluate the probability distribution
PðMjEÞ and the energy resolution which turns out to be
about 10% for energies below 10 TeV and of the order of
5% at energies of about 100 TeV. The multiplicity dis-
tribution extracted from data has been unfolded according
to the procedure described in Sec. III A. Results are
reported in Fig. 4 for each year of data taking and also

for the full sample. In order to investigate the stability of the
detector over a long period the analysis was performed
separately on the data samples collected during each solar
year in the period 2008–2012. The values of the proton plus
helium flux measured at 50 TeV are reported in Table I. A
power-law fit has been performed on the measured spec-
trum of each year and of the full data sample, the resulting
spectral indices are reported in Table II. Both the spectral
indices and the flux values are in very good agreement
between them, demonstrating the long-period reliability
and the stability of the detector. The spectral index
γ ¼ −2.64$ 0.01, obtained by analyzing the full data
sample, is in good agreement with the one measured by
using a smaller data sample collected in the first months of
2008 [4] which was not corrected by the contamination
from heavier nuclei (see Sec. IVA 4).
In Table III and Fig. 5 the flux obtained by analyzing the

full data sample is reported. The spectrum covers a wide
energy range, spanning about two orders of magnitude and
is in excellent agreement with the previous ARGO–YBJ
measurement. Statistical errors are of the order of 1‰,
more than 105 events have been selected in the highest
energy region, while at the lowest energies more than 107

events have been selected. Systematic errors are discussed
in the next section. The ARGO–YBJ data are in good
agreement with the CREAM proton plus helium spectrum
[24]. At energies around 10 TeV and 50 TeV the fluxes
differ by about 10% and 20%, respectively. This means that
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FIG. 2 (color online). Distribution of reconstructed core posi-
tions of showers selected by applying the criteria described in
Sec. III C. The boxes represent the clusters layout.
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FIG. 3 (color online). Energy distribution of all Monte Carlo
events (black) and of those surviving the fiducial cuts (blue) and
the density cut (green and red) described in Sec. III C according
to the Hörandel model [23].

TABLE I. Proton plus helium flux measured at 5.0 × 104 GeV.

Year Flux $ tot. error ½m−2 s−1 sr−1 GeV−1&
2008 ð4.53$ 0.28Þ × 10−9

2009 ð4.54$ 0.28Þ × 10−9

2010 ð4.54$ 0.28Þ × 10−9

2011 ð4.50$ 0.27Þ × 10−9

2012 ð4.36$ 0.27Þ × 10−9

TABLE II. Spectral indices of the power-law fit of the light
component spectrum measured by analyzing the data sample
collected in the period 2008–2012. The spectral index obtained
in a previous analysis of the ARGO–YBJ data is shown as
2008* [4].

Year Events Gamma

2008* 7.5 × 107 2.61$ 0.04
2008 5.57 × 1010 2.63$ 0.01
2009 5.65 × 1010 2.63$ 0.01
2010 5.56 × 1010 2.63$ 0.01
2011 5.64 × 1010 2.64$ 0.01
2012 5.69 × 1010 2.65$ 0.01
Full sample 2.81 × 1011 2.64$ 0.01
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Event selection based on: 
➡ Shower size on detector, M (strip multiplicity)  
➡ Reconstructed zenith angle 
➡ Core Position 

elements (heavy component). The plot shows that the
selected sample is essentially made of light nuclei.

IV. THE LIGHT COMPONENT SPECTRUM

The analysis was performed on the sample selected by
the criteria described in Sec. III. Simulated events have
been sorted in 16 multiplicity bins and 13 energy bins in
order to minimize the statistical error and to reduce bin
migration effects. The Monte Carlo data sample was
analyzed in order to evaluate the probability distribution
PðMjEÞ and the energy resolution which turns out to be
about 10% for energies below 10 TeV and of the order of
5% at energies of about 100 TeV. The multiplicity dis-
tribution extracted from data has been unfolded according
to the procedure described in Sec. III A. Results are
reported in Fig. 4 for each year of data taking and also

for the full sample. In order to investigate the stability of the
detector over a long period the analysis was performed
separately on the data samples collected during each solar
year in the period 2008–2012. The values of the proton plus
helium flux measured at 50 TeV are reported in Table I. A
power-law fit has been performed on the measured spec-
trum of each year and of the full data sample, the resulting
spectral indices are reported in Table II. Both the spectral
indices and the flux values are in very good agreement
between them, demonstrating the long-period reliability
and the stability of the detector. The spectral index
γ ¼ −2.64$ 0.01, obtained by analyzing the full data
sample, is in good agreement with the one measured by
using a smaller data sample collected in the first months of
2008 [4] which was not corrected by the contamination
from heavier nuclei (see Sec. IVA 4).
In Table III and Fig. 5 the flux obtained by analyzing the

full data sample is reported. The spectrum covers a wide
energy range, spanning about two orders of magnitude and
is in excellent agreement with the previous ARGO–YBJ
measurement. Statistical errors are of the order of 1‰,
more than 105 events have been selected in the highest
energy region, while at the lowest energies more than 107

events have been selected. Systematic errors are discussed
in the next section. The ARGO–YBJ data are in good
agreement with the CREAM proton plus helium spectrum
[24]. At energies around 10 TeV and 50 TeV the fluxes
differ by about 10% and 20%, respectively. This means that
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FIG. 2 (color online). Distribution of reconstructed core posi-
tions of showers selected by applying the criteria described in
Sec. III C. The boxes represent the clusters layout.
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FIG. 3 (color online). Energy distribution of all Monte Carlo
events (black) and of those surviving the fiducial cuts (blue) and
the density cut (green and red) described in Sec. III C according
to the Hörandel model [23].

TABLE I. Proton plus helium flux measured at 5.0 × 104 GeV.

Year Flux $ tot. error ½m−2 s−1 sr−1 GeV−1&
2008 ð4.53$ 0.28Þ × 10−9

2009 ð4.54$ 0.28Þ × 10−9

2010 ð4.54$ 0.28Þ × 10−9

2011 ð4.50$ 0.27Þ × 10−9

2012 ð4.36$ 0.27Þ × 10−9

TABLE II. Spectral indices of the power-law fit of the light
component spectrum measured by analyzing the data sample
collected in the period 2008–2012. The spectral index obtained
in a previous analysis of the ARGO–YBJ data is shown as
2008* [4].

Year Events Gamma

2008* 7.5 × 107 2.61$ 0.04
2008 5.57 × 1010 2.63$ 0.01
2009 5.65 × 1010 2.63$ 0.01
2010 5.56 × 1010 2.63$ 0.01
2011 5.64 × 1010 2.64$ 0.01
2012 5.69 × 1010 2.65$ 0.01
Full sample 2.81 × 1011 2.64$ 0.01
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2. Reliability of the detector simulation

A systematic effect could arise from inaccuracies in the
simulation of the detector response. The quality of the
simulated events has been estimated by comparing
the distribution of the observables obtained by applying
the same selection criteria to Monte Carlo simulations
and the data sample collected in each different year. As an
example in Fig. 6 the multiplicity distribution obtained
from the Monte Carlo events is reported with the multi-
plicity distribution of the data. The ratio between the two
distributions is also reported showing a good agreement
between the two distributions. The contribution to the total
systematic uncertainty due to the reliability of the detector
simulation has been evaluated by using the unfolding
probabilities and turns out to be about !6%.

3. Hadronic interaction models

In order to estimate effects due to the particular choice of
the high energy hadronic interaction model in Monte Carlo
simulations, a data set has been generated by using the
SIBYLL 2.1 [27,28] model. A small data set has also been
simulated using the EPOS 1.99 [29] model. These data
have been compared with the QGSJET data set used in this
analysis. In Fig. 7 the ratio between the multiplicity
distributions obtained by using QGSJET model and the
one obtained by respectively using SIBYLL and EPOS is
reported as a function of primary energy. The plot shows
that the variation of the multiplicity distributions obtained
with the three hadronic models is of order of a few percents,
giving a negligible effect on the measured flux. All these
models have a different description of the underlying
physics, including the extrapolations of the hadronic cross
sections at higher energies. There is therefore an intrinsic

systematic uncertainty related to the reliability of the
description of the hadronic cross sections at the highest
energies.

4. Contamination of heavier elements

A possible systematic effect relies on the contamination
of elements heavier than Helium. The selection criterion

Energy [GeV]

3
10

4
10

5
10

6
10

]
1.

6
 G

eV
-1

 s
r

-1
 s

-2
 [m

2.
6

 E×
F

lu
x

3
10

4
10

ARGO-YBJ - P+He
ARGO-YBJ - P+He (2012)
CREAM - P+He
Pamela - P
Pamela - He
Horandel - P+He
Gaisser-Stanev-Tilav - P+He
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Light - Heavy discrimination 
Constraint on strip density (ρ) in the 
innermost and outermost area of the 
detector

The cut based on the particle 
density on the detector surface 
selects showers with well–shaped 
core 

Mainly produced by light 
elements

Five years of data taking 
~3 x 1011 events 

3 - 300 TeV energy range

Data 

MC

Bayesian Approach

Phys. Rev. D 85 092005 (2012) 
Phys. Rev. D 91 112017 (2015)
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➡  Excellent stability over a long period 
➡  Overlap with direct measurements in a wide energy region 
➡ Total systematic uncertainty ~ 5%

2. Reliability of the detector simulation

A systematic effect could arise from inaccuracies in the
simulation of the detector response. The quality of the
simulated events has been estimated by comparing
the distribution of the observables obtained by applying
the same selection criteria to Monte Carlo simulations
and the data sample collected in each different year. As an
example in Fig. 6 the multiplicity distribution obtained
from the Monte Carlo events is reported with the multi-
plicity distribution of the data. The ratio between the two
distributions is also reported showing a good agreement
between the two distributions. The contribution to the total
systematic uncertainty due to the reliability of the detector
simulation has been evaluated by using the unfolding
probabilities and turns out to be about !6%.

3. Hadronic interaction models

In order to estimate effects due to the particular choice of
the high energy hadronic interaction model in Monte Carlo
simulations, a data set has been generated by using the
SIBYLL 2.1 [27,28] model. A small data set has also been
simulated using the EPOS 1.99 [29] model. These data
have been compared with the QGSJET data set used in this
analysis. In Fig. 7 the ratio between the multiplicity
distributions obtained by using QGSJET model and the
one obtained by respectively using SIBYLL and EPOS is
reported as a function of primary energy. The plot shows
that the variation of the multiplicity distributions obtained
with the three hadronic models is of order of a few percents,
giving a negligible effect on the measured flux. All these
models have a different description of the underlying
physics, including the extrapolations of the hadronic cross
sections at higher energies. There is therefore an intrinsic

systematic uncertainty related to the reliability of the
description of the hadronic cross sections at the highest
energies.

4. Contamination of heavier elements

A possible systematic effect relies on the contamination
of elements heavier than Helium. The selection criterion
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YEAR Gamma
2008 2.63 ± 0.01
2009 2.63 ± 0.01
2010 2.63 ± 0.01
2011 2.64 ± 0.01
2012 2.65 ± 0.01

YEAR Flux x 10-9 ± tot. err
2008 4.53 ± 0.28
2009 4.54 ± 0.28
2010 4.54 ± 0.28
2011 4.50 ± 0.27
2012 4.36 ± 0.27

3 - 300 TeV energy range

FLUX @ 50 TeV

Phys. Rev. D 85 092005 (2012) 
Phys. Rev. D 91 112017 (2015)

� = 2.64± 0.01Full sample

Extension of the previous ARGO-YBJ light component 
spectrum measurement in the low energy region

Bayesian Approach
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G4 
ALL-PARTICLE 40 - 800 TeV 
P+He 10—100 TeV

G1  
P+He 100 - 3000 TeV

Showers mainly produced by light elements
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ALL PARTICLE & P+HE
➡P+HE SPECTRUM 
➡Overlap with direct measurements in a wide energy region 

➡ Gradual change of the spectral index at E ~ 700 TeV 
➡Consistent with the Digital Readout data (different data set)  
➡Systematics ~10% 
➡ ~10-12% of contamination of heavy elements (mainly CNO) at the highest energies
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➡Good agreement with other experiments 
➡Systematics ~10%

� = 2.60± 0.05

� = 2.66± 0.05

Error bars: statistical uncertainty 
Shaded area: systematic uncertainty 
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MASS INDEPENDENT ENERGY RECONSTRUCTION

16

The truncated size as (mass dependent) energy estimator
Np8 (number of particles within 8m from the core): 

• well correlated with primary energy 
• not biased by finite detector size effects 
• weakly affected by shower fluctuations

The LDF slope s’ is related to the 
shower age independently on the 
primary mass

Look for information on the shower age in order to have 
a mass independent energy estimator.  

Assume an exponential absorption after the shower 
maximum Get the correct signal at maximum (Np8max) 
by using Np8 and s’ measurements for each event. 

⇢NKG = A ·
⇣ r

r0

⌘s0�2
·
⇣
1 +

r

r0

⌘s0�4.5

NMax

p8 ⇡ N
p8 · e

h0 sec#�X

max

(s0)
�

abs
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The measurement of Np8 and the (age correlated) LDF slope allows estimating the truncated size at the 
shower maximum. 
This ensures a mass independent Energy determination.

Discrimination parameter 
s’ VS Np8P

He

CNO Fe

MASS INDEPENDENT ENERGY RECONSTRUCTION
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•  Consistent picture with models and previous 
measurements 

•  Cross check with another ARGO-YBJ analysis 
•  Nice overlap with the two gain scales (different 

data set,…) 
•  Suggest spectral index of -2.6 below 1 PeV and 

smaller at larger energes 

•  Same considerations as for the all-particle 
spectrum 

•  Gradual change of the slope starting around 700 
TeV  

•  Agreement with other two ARGO-YBJ independent 
analyses 

• Overlap with direct measurements at low energy 
•  Flux systematics as for the all particle spectrum ⊕ 

< 15% mainly for the CNO   contamination ➔ 
Overall < 20 %

The all-particle and the p+He energy spectra with ARGO-YBJ I. De Mitri
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Figure 3: The Np8 distributions for the two real
data samples with different gain setting configura-
tions (see text).
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Figure 4: The all-particle energy spectrum of
primary CRs resulting from this work. The
parametrizations provided by [5] and [24] are
shown for comparison.

age. The LDF slope s′ is a mass-independent estimator of the average slong (or Xmax). Obviously
shower-to-shower fluctuations introduce unavoidable systematics, whose effects can be anyway
quantified and taken into account. Another implication is that s′ from the LDF fit close to the
shower axis, together with the measurement of the truncated size Np8, can give information on the
primary particle nature, thus making possible the study of mass composition and the selection of a
light-component data sample (see below).

By assuming an exponential absorption after the shower maximum, we get Nmax
p8 , a variable

linearly correlated to the size at the shower maximum, using Np8 and s′ measurements for each
event and simply correcting with: Nmax

p8 ≈ Np8 · exp[(h0secθ −Xmax(s′))/λabs]. A suitable choice
of the absorption lenght λabs (=100 g/cm2) allows to get Nmax

p8 , a parameter correlated with pri-
mary energy in an almost linear and mass independent way, providing an energy estimator with
a Log(E/TeV) resolution of 0.10–0.15 (getting better with energy) and Log(E/TeV) bias less than
0.05 [20]. We also checked that using more realistic parametrizations of the EAS longitudinal ab-
sorption, given the age values and the role of shower-to-shower fluctuations, leads to consistent
results

As described in [21], the RPC charge readout system has 8 different and overlapping gain
scale settings (G0,....,G7 from smaller to larger gains, with nominal shifts of a factor two) in order
to explore the particle density range ≈20 – 104 particles/m2. In this analysis the results obtained
with two gain scales (so-called G1 and G4) are presented. The analog system response, for each
considered data set and gain scale has been carefully calibrated by following the procedures fully
discussed in [21, 22]. In Fig.3 the Np8 distributions are shown for two real data samples (with
different gain setting configurations), in the intervals considered for this analysis. As can be seen,
the overlap among different gain scales is more than satistafctory, thus also validating the adopted
calibration procedure.

Selecting quasi-vertical events (θ < 15◦) with different values of the truncated size Np8, using
the described procedure, we reconstructed the CR all-particle energy spectrum shown in the Fig.4
in the energy range 80TeV→ 20PeV. In the plot the overall systematic uncertainty, due to hadronic
interaction models, selection criteria, unfolding algorithms, and aperture calculation, is shown by

4

The all-particle and the p+He energy spectra with ARGO-YBJ I. De Mitri

Figure 5: The LDF slope s′ as a function of the truncated size Np8 as reconstructed for showers initiated by
different primary nuclei, as indicated in the upper left labels. The p+He selection cut is shown by the pink
line.

(E/TeV)
10

log
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

)
-1

sr
-1 s

-2
m

1.
6

 (G
eV

Ω
dA

dt
d

Ed
dN

 × 
2.

6
E

210

310

410

ARGO-YBJ Analog (p+He) G4

ARGO-YBJ Analog (p+He) G1

Horandel 2003 (p + He)

 1 PeV×knee at Z 
Horandel 2003 (p+He) 

Gaisser et al. 2013 (p + He)

 

Figure 6: Light (i.e. p+He) component energy spectrum of primary CRs as measured in this work (see text).

6

Error bars: statistical uncertainty 
Shaded area: systematic uncertainty 

ALL-PARTICLE SPECTRUM

P+He SPECTRUM
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p+He spectrum: 
measurement of Cerenkov light 

Wide Field of View Cerenkov 
Telescope (Array): (WFCTA) 

 
5m2 spherical mirror 

16×16 PMT array 
14◦ ×16◦  Field Of View 

Elevation angle: 60 ◦  

Energy easurement by using 
the Cerenkov signal and the 
shower geometry as 
reconstructed with the 
ARGO-YBJ analog data. 
 
Light elements are selected 
by using information of 
particle desity near the core 
(ARGO-YBJ) and the shape 
of the Cerenkov image 
Chin. Phys. C 38 (2014) 045001 

25  

Nmax 

Energy measurement obtained by using the 
shower geometry reconstructed by ARGO—YBJ 
and the Cherenkov signal

✦ ARGO—YBJ: NMax — Lateral distribution 

✦ WFCTA: Longitudinal distribution →  Hillas parameters 
(composition sensitive)

WFCTA - Wide FoV Cherenkov Telescope Array

✦ 5 m2 spherical mirror 

✦ 16 X 16 PMT Array 

✦ Pixel size 1° 

✦ FOV: 14°X16° 

✦ Elevation angle: 60°

• From 2010.12 ~ 2012.02: Coincidence  events; 
• Good weather selection: 7.28×105 sec.

G. Di Sciascio, 5th Workshop of EAS detection at high altitude, Paris (France), 26-28 May 2014

Extending the energy range 

31

To extend the energy range up to 10 PeV we use different eyes:

!

❖ ARGO-YBJ Analog Readout

!

❖ Wide Field of view Cherenkov Telescope (WFCTA)

…to performe 2 different analysis:

!

❖ ARGO-YBJ Analog Readout alone

!

❖ Hybrid measurement ARGO-YBJ/WFCTA

a single electron is considerably weaker and isotropic. In the
Cherenkov detector, the telescopes run in high elevation mode
to directly measure Cherenkov light from the showers, similar to
what was done in the Dice experiment [16]. A Cherenkov light

radiation provides considerably more photons along the shower
axis that are useful for lowering the shower energy.

In 2007, two prototype Cherenkov telescopes [5,6] were
deployed at Yangbaijing (YBJ) Cosmic Ray Observatory near the
ARGO-YBJ experiment [7]. Moreover, two WFCTA telescopes have
been successfully running in Cherenkov mode beginning August
2008. To date, millions of cosmic ray events that simultaneously
trigger the telescopes and the ARGO-YBJ detector carpet array have
been collected. An analysis of these events is carried out to study the
performance of the telescopes. Detailed descriptions of the tele-
scopes and the analysis of the findings are presented in this paper.

Several details about the apparatus are presented in Section 2.
The detector calibration is then discussed in Section 3. The test run
of the two telescopes and results are reported in Section 4 including
summaries on the detector performance. The conclusions drawn
are provided in the last section.

2. Apparatus

The two prototype telescopes are deployed near the ARGO-YBJ
carpet detector array at a longitude of 90.531E, and a latitude of
30.111N and 4300 m a.s.l. One telescope is about 25 m away from
the west side of the ARGO-YBJ array. The other is also 25 m away
from the south side of the array with separation distance between
the two telescopes is 50 m. Each telescope has an FOV of 141 in
elevation by 161 in azimuth. The focal plane camera is made of a
16!16 photomultiplier tube (PMT) array, and the pixel size is
approximately 11. Because both telescopes are tilted up to 601
pointing in the same direction, they can be operated in stereoscopic
mode, i.e., showers striking an area covered by the telescopes will
be seen simultaneously. Since the Cherenkov light from a shower is
very concentrated in a forward region; thus, the telescopes can be
triggered by showers coming within a cone of approximately 81
with respect to the main optic axes of the telescopes.

The entire telescope system is composed of an optic ultraviolet
light collector, a focal plane camera, front end electronics (FEE) based
on 50-MHz flash analog-to-digital-converters (FADC), data acquisi-
tion (DAQ) based on an embedded ARM processor and PC104 bus,
power supplies for low and high voltages, and a slow control system.
Everything is installed in a shipping container with dimensions of
2.5 m!2.3 m !3 m (Fig. 1). Mirrors are mounted at one end of the
container and the camera is located at the other end where the focal
planes of the mirrors are. The FEE and DAQ are placed at the back
plane of the PMT camera. A glass window is installed at the entrance
aperture to keep dust from entering the apparatus. The container is
mounted on a dump-truck frame with a hydraulic lift that allows the
container to be lifted up from 01 to 601. The mobility of the entire
telescope allows for freely switch between configurations of the
telescope array for different observational modes. The architecture of
the electronic data acquisition and the slow control system are shown
in Fig. 2, whereas that of a sub-cluster is shown in Fig. 3. The PMT

Fig. 1. Photograph of the telescope with the doors open.

Fig. 2. Communications diagram of one telescope; for details of the sub-cluster see
Fig. 3.

Fig. 3. Photograph of a sub-cluster (left) and schematic of the sub-cluster (right).

S.S. Zhang et al. / Nuclear Instruments and Methods in Physics Research A 629 (2011) 57–6558

Air Shower Detection at High Altitude - 2013 I. De Mitri: Cosmic Ray Physics with ARGO-YBJ 27 

Multicore events with analog data 
Preliminary results show the feasibility of these studies. 

Hadronic physics, pt distributions,.. 

‣ 5 m2 spherical mirror

‣ 16 ⨉ 16 PMT array

‣ pixel size 1º

‣ FOV: 14º ⨉ 14º


‣ Elevation angle: 60º

Talk by Zhen Cao

G. Di Sciascio, 5th Workshop of EAS detection at high altitude, Paris (France), 26-28 May 2014

ARGO-YBJ + WFCTA

35

Extension to 100 TeV -1 PeV @ light spectrum

Un-biased measurement

❖ ARGO-YBJ: lateral distribution         
In the core region  ! mass sensitive 

❖ Cherenkov telescope: longitudinal information 
Hillas parameters  ! mass sensitive 
Better energy resolution

� ARGO-YBJ:  
              lateral distribution 

▪ In the core region Æ mass sensitive 

� Cherenkov Telescope:  
          longitudinal  information  

▪ Hillas parameter Æ mass sensitive 
 
 

▪ Better energy resolution 

Hybrid Measurement proton 
iron 

� ARGO-YBJ:  
              lateral distribution 

▪ In the core region Æ mass sensitive 

� Cherenkov Telescope:  
          longitudinal  information  

▪ Hillas parameter Æ mass sensitive 
 
 

▪ Better energy resolution 

Hybrid Measurement proton 
iron 

H&He Selection 
• Elongation of the shower image 
              L/W ~ 0.09(Rp/10m) 

2L 

2W 

• angular resolution: 0.2º


• shower core position resolution: 2 m

Iron

Proton
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stant, with an offset less than 3% throughout the energy range377

up to 3 PeV (Table II). This helps to achieve a minimal dis-378

tortion of the spectrum in the interested energy range.379
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FIG. 4. The simulated largest number of particles in the RPC (Nmax)
as a function of the simulated number of photo-electrons in the
Cherenkov telescope (Npe

0 , normalized to Rp=0 and α=0◦). The
separation between the different mass groups is visible.
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FIG. 5. The length to width ratio (L/W ) of the shower Cherenkov
image as a function of the impact parameter Rp, for showers with
log10N

pe
0 between 5.0 and 5.3, according to simulations. The sepa-

ration between the different mass groups is visible.

VI. ENERGY SPECTRUM OF PROTON AND HELIUM380

Following the H&He selection and energy reconstruction381

procedures described above, we have obtained the energy382

spectrum of the H&He component shown in FIG. 10. The383

number of events in each energy bin and the corresponding384

detector aperture are shown in Table II. The bin width is cho-385

sen to be 0.2 in log10(E/1TeV ), corresponding to the resolu-386

tion listed in the 5th row of Table II. To take into account the387

energy resolution and possible smearing like bin-to-bin mi-388

gration between the true and reconstructed primary energies, a389
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FIG. 6. Composition-sensitive parameters pL and pC for two mass
groups, H&He (solid contours) and heavier masses (dashed con-
tours). The numbers on the contours indicate the percentage of con-
tained events.
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FIG. 7. Aperture of the hybrid experiment. Solid circles represent
the aperture for all particles, solid squares for the selected H&He
events, triangles for the H&He events obtained with stricter cuts for
calibration purposes using the low energy part of the spectrum18.

Bayesian algorithm38 was applied to unfold the reconstructed390

events. The selection efficiency for He showers is about 80%391

of that for H showers. The observed spectrum can be success-392

fully fitted with a broken power law function393

dN/dE =

{
J(Ek) · (E/Ek)β1 (E < Ek)
J(Ek) · (E/Ek)β2 (E > Ek)

(1)394

with Ek=700±230 TeV, J(Ek) = (4.65 ± 0.27) ×395

10−12 GeV −1 m−2 s−1 sr−1, β1=-2.56±0.05 and β2=-396

3.24±0.36. The relatively large error on the breaking energy397

is the total number of photo-electrons normalized to Rp = 0 and α=0°
Rp: the impact parameter; 
α: the space angle between shower direction and Cherenkov telescope main axis.

p
L

= log10 Nmax

� 1.44 log10 N
pe

0

pc = L/W �Rp/109.9m� 0.1 log10 N
pe
0

Npe
0

H&He selection criteria : pL>-4.53 & pC>0.78 

• The purity of H&He showers: ~93% below 700 TeV; 
• The contamination of heavy nuclei increases with energy: 

13% @ 1 PeV, gradually increases to 27% @ 3 PeV

Energy reconstruction 
based on ∑Npe in the 
Cerenkov image
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‣ The knee of H&He spectrum at (700±230) TeV is clearly measured 
‣ Broken power law fits data well with indices 
‣ -2.56 ± 0.05 and -3.24 ± 0.36 below and above the knee  
‣ Consistent with other two independent analyses

100-2500 TeV energy range



P. MONTINI COSMIC RAY PHYSICS WITH ARGO—YBJ CRIS2015 14 SEP. 2015

P+HE & ALL-PARTICLE: THE OVERALL PICTURE

22



P. MONTINI COSMIC RAY PHYSICS WITH ARGO—YBJ CRIS2015 14 SEP. 2015

CONCLUSIONS

23

• Cosmic Ray Anisotropy 
•Large scale anisotropy: 2 harmonic profile - agreement with other experiments 
•Measurement of the medium scale anisotropy 
•First attempt of measuring the anisotropy of light elements 

• P+He spectrum in the energy range 3-300 TeV  
•Analysis of ~5 years of digital readout data 
•Excellent detector stabilty over a long period 

• P+He spectrum by using the analog readout data 
•10-100 TeV energy range 

•Good agreement with the digital analysis 
•100-3000 TeV energy range 

•Evidence of a gradual change of the spectral index at energies around 700 TeV 
•Good agreement with two other independent analysis within systematic errors 

• All—particle spectrum in the energy range 40—800 TeV 
•Good agreement with other experiments



MORE STUFF



Energy reconstruction: 
bias and resolution

ICRC - 2015 I. De Mitri: All particle and p+He energy spectra with ARGO-YBJ

Bias < +/- 0.05

Bin size chosen for the 
energy spectrum

The response function is gaussian in LogE. 
The spectra are then given in LogE bins, much larger 
than the estimated bias and well above the LogE 
resolution, in the considered energy range.  

Measurement energy rangeMeasurement energy range

8 



Systematics from the  
hadronic interaction models

The dependence on the adopted hadronic interaction model is small. 
The differences among the QGSJET-II.03 and Sibyll-2.1  are within few percent 
in the explored energy range (no bias due to muon number). 
All further results shown here were obtained with QGSJET-II.03.

ICRC - 2015 I. De Mitri: All particle and p+He energy spectra with ARGO-YBJ 24 



• Impact	
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E-reconstruction

• Systematic  
   bias: <3% 
• Constant 

resolution: 25% 
• Gaussian 

Energy resolution：
~25%  
Offset: < 3%

300 TeV                              1 PeV                                           3 PeV
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Amplitude and Phase 
of the first harmonic

29

dipole component as a tracer 
of the CR source distribution

• Consistency between different sets of data       
up to PeV.


• Extremely small amplitude: 10-4 — 10-3


• Slow increase of A1 with increasing energy to 
a maximum around 10 TeV.


• Slow fall of A1 to a minimum at about 100 TeV.


• Evidence of increasing A above 100 TeV.


• Phase nearly constant (slowly decreasing) 
around 0 hrs.


• Dramatic change (decrease) of phase above 
100 TeV.

8 G. Di Sciascio and R. Iuppa
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Figure 1: First harmonics of the sidereal daily variations measured by underground
muon detectors ([14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31])
and EAS arrays ([32, 33, 34, 35, 12, 36, 37, 38, 39, 40, 41, 42]). The amplitude (a)
and the phase (b) are plotted as a function of the primary CR energy. For clarity,
the points are not labeled with citation information.
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Figure 1: First harmonics of the sidereal daily variations measured by underground
muon detectors ([14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31])
and EAS arrays ([32, 33, 34, 35, 12, 36, 37, 38, 39, 40, 41, 42]). The amplitude (a)
and the phase (b) are plotted as a function of the primary CR energy. For clarity,
the points are not labeled with citation information.

G. Di Sciascio and R. Iuppa, arXiv:1407.2144 
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Medium Scale Anisotropy

30

On the observation of the Cosmic Ray Anisotropy below 1015 eV 29

Figure 14: 2D anisotropy maps of galactic CRs observed and reproduced at the
modal energy of 7 TeV by the Tibet-ASγ experiment [92]. (a): the observed CR
intensity; (b): the best-fit large scale component; (c): the significance map of the
residual anisotropy after subtracting the large scale component; (d): the best-fit
medium scale component; (e): the best-fit large+medium scale components; (f):
the significance map of the residual anisotropy after subtracting the large and the
medium scale component. The solid black curves represent the galactic plane. The
dashed black curves represent the Hydrogen Deflection Plane reported by [93] and
[94]. The helio-tail direction (α, δ) = (75.9◦ , 17.4◦) is indicated by the black filled
circle. The open cross and the inverted star with the attached characters “F” and
“H” represent the orientation of the local interstellar magnetic field by [95] and [96],
respectively. The open triangle with “B” indicates the orientation of the best-fit
bi-directional cosmic-ray flow obtained in the reference [92].

Tibet ASγ 2007

Past%Observa5ons%

2%Jul%2013% ICRC%2013%@%Rio%de%Janeiro% 5%

Cygnus% Region%B%

Region%A%

A.%Abdo%et%al.,%ApJ%698:2121,%2009%

A.%Abdo%et%al.,%PRL%101:221101,%2008%

Milagro 2008

Galactic plane 

CRAB 

Cygnus Region 

Galactic center 

ARGO-YBJ

Cosmic ray anisotropy studies with IceCube, IceTop, and AMANDA - CR anisotropy workshop (Madison, WI)M. Santander 

IceCube - Small-scale anisotropy 

8

• Statistically significant structure with typical sizes of 10°-20°

20° scale 12° scale

Abbasi et al., ApJ, 740, 16, 2011 arxiv/1105.2326 IceCube

HAWC 

CR anisotropy is not a dipole
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relative intensity equatorial coordinates

20 TeV

400 TeV

360˚

-90˚

0˚

-90˚

0˚360˚

IceCube-59

IceCube-59

deficit 
6.3 σpost

IceCube: large scale 
anisotropy

31

NOTE: anisotropy is not a dipole !
topology changes above ≈ 100 TeV

with systematic uncertainties

IC59 Abbasi et al., ApJ, 746, 33, 2012 
IC22 Abbasi et al., ApJ, 718, L194, 2010
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IceTop: large scale anisotropy
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Figure 8. Comparison between the relative intensity projections for the IceTop
low-energy sample (blue filled circles) and the IceCube 400 TeV sample (black
open circles) reported by Abbasi et al. (2012). The location and amplitude of
both deficits are consistent given the statistical and systematic uncertainties. The
declination range for the IceCube plot is −75◦ < δ < −25◦, slightly different
from the IceTop one.
(A color version of this figure is available in the online journal.)

4. SYSTEMATIC UNCERTAINTIES

A number of tests have been performed in order to quantify
the systematic uncertainties associated with the observation of
anisotropy in the IceTop data.

In the first study, the anisotropy search was performed on
three independent data subsamples, each containing events
recorded during the operation of the three different detector
configurations IT59, IT73, and IT81 considered in this work.
In this manner we can determine the possible systematic effect
introduced by the changing geometry of the detector on the
observed anisotropy.

The results of this comparison are shown in Figure 9,
where the relative intensity as a function of right ascension
for the declination band −75◦ < δ < −35◦ is displayed for
all three detector configurations and for the low- and high-

energy samples separately. The anisotropy observed by all three
configurations is consistent within statistical uncertainties.

Another test was performed to evaluate the impact of the
seasonal variation of the cosmic-ray rate at the south pole (Tilav
et al. 2009). In this study, four different time periods were
selected from the data: June through August, September through
November, December through February, and March through
May for each year of operation of the detector. These four data
sets contain events taken with comparable detector geometries,
but recorded during different phases of the seasonal variation
cycle. The results of this study indicate that the anisotropy
observed in each of the four time periods is consistent within
statistical uncertainties.

Other possible seasonal effects on the anisotropy are also
investigated. First, an analysis was performed to look for
anisotropy in the so-called solar time frame, defined as having
365.25 (i.e., complete revolutions in the coordinate frame) per
year. The motion of the Earth around the Sun should create
a dipolar anisotropy in the solar frame with an amplitude of
4.7 × 10−4. No anisotropy was observed using IceTop data.
However, simulations of the solar dipole assuming the IceTop
acceptance in local coordinates indicate that the current size
of the data set is insufficient for a statistically significant
observation.

The second analysis consists of a search for anisotropy
analysis in the “anti-sidereal” time frame, defined as having
364.25 days. No signal should be observed in this frame unless
there exists a seasonal variation in the solar time frame that could
affect the anisotropy in sidereal time (period of 366.25 days).
See Abbasi et al. (2011) for details.

We performed the anti-sidereal analysis on the combined
three-year data set and obtained both skymaps and one-
dimensional relative intensity projections for the low- and high
energy bands. The skymaps produced for the anti-sidereal frame
do not exhibit any significant anisotropy that could indicate a
possible systematic bias in the sidereal frame. The systematic
uncertainty of the sidereal anisotropy due to seasonal variations,
shown in Figure 7, is obtained from the relative intensity pro-
jections in the anti-sidereal frame. This uncertainty is conserva-
tively estimated as the maximum departure from the reference
level of the anti-sidereal right ascension distribution.

Figure 9. Relative intensity as a function of right ascension for the low-energy (left) and high-energy (right) data samples in the declination band −75◦ < δ < −35◦

for the three detector configurations of IceTop considered in this work (IT59, IT73, and IT81). For clarity, only statistical error bars are shown.
(A color version of this figure is available in the online journal.)
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