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A detailed knowledge of the heavy ions interaction processes with matter is of great interest in13

basic and applied physics. As an example, particle therapy and space radioprotection require highly14

accurate fragmentation cross section measurements to develop shielding materials, estimate acute15

and late health risks for manned missions in space and for treatment planning in particle therapy.16

The FIRST (Fragmentation of Ions Relevant for Space and Therapy) experiment at the Helmholtz17

Center for Heavy Ion research (GSI) was designed and built by an international collaboration from18

France, Germany, Italy and Spain for studying the collisions of a 12C ion beam with carbon and gold19

thin targets. The experiment main purpose is to provide the first measurement of double differential20

cross section measurement of carbon ion fragmentation at energies that are relevant both for tumor21

therapy and space radiation protection applications. The SIS (heavy ion synchrotron) was used22

to accelerate the 12C ions at the energy of 400 MeV/u: this energy is particularly interesting for23

particle therapy applications, where 12C ions of such an energy are used for the treatment of deep24

seated tumors.25

This paper presents the single differential fragmentation cross section, measured as a function of26

the fragments angle and kinetic energy. The impact on the applied fields relevant for such studies27

as well as the comparison with other published data in similar conditions will be also presented.28
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I. INTRODUCTION30

The study of the mechanisms underlying the ion frag-31

mentation in collisions at energies in the 10-1000 MeV/u32

range has been already object in the past of several ex-33

perimental campaigns, either aiming at thin or thick tar-34

get single or double differential cross section measure-35

ments [1–6]. Such measurements have been performed in36

different experimental conditions, covering in some cases37

only the very forward fragment emission region and in38

other cases few other fixed target angle configurations.39

Recently a double differential cross section measurement40

in thin targets has been performed using 12C ions of41

95 MeV/u kinetic energy as projectiles, with an experi-42

mental setup able to cover a large angular range: 0◦ [7]43

and 4◦-45◦ [8].44

The interest in such measurements is driven by the45

possible use in space [9, 10] and particle therapy appli-46

cations [11, 12] of an improved description of the heavy47

ions interactions with matter. In particular, for both ap-48

plications, one of the most interesting ion type/energy49

range pair to be explored is 12C in the 200−1000 MeV/u50

range: cross section measurements using thin targets are51

needed in order to provide the missing information in52

the nuclear fragmentation databases, as NASA recently53

pointed out [13]. Deep seated tumors particle therapy54

with 12C ions is indeed spanning this energy range and55

a better understanding of the fragmentation of a carbon56

beam inside a patient will allow a better treatment plan-57

ning.58

The FIRST (Fragmentation of Ions Relevant for Space59

and Therapy) collaboration principal aim is to perform60

double differential cross section measurements (DDCS)61

using fully stripped 12C ions as projectiles on thin targets62

of carbon, gold and other materials in the energy range63

not yet covered by other experiments [14]. The data tak-64

ing took place in the GSI laboratory (Darmstadt) in 201165

summer and about 25 (5) million events of collisions be-66

tween a 12C ion beam with a thin carbon (gold) target67

were recorded.68

The experimental setup, which included a trigger69

counter, a beam monitor, a vertex pixel detector, a plas-70

tic scintillator calorimeter and a time of flight wall (TW)71

made of plastic scintillators, is fully described in sec-72

tion II, together with the experiment Data AcQuisition73

(DAQ) system. The performances obtained by the vari-74

ous subdetectors are outlined together with their calibra-75

tion strategies and results.76

Details on the data sample and on the MonteCarlo77

(MC) simulation are given in section III, the description78

of the global reconstruction algorithms that have been79

used to fully reconstruct all the fragments and particles80

traversing the detector in each event can be found in sec-81

tion IV, while the results are presented in section V. The82

studies performed to assess the systematic uncertainty83

are documented in section VI.84

The impact of the obtained results for particle therapy85

applications, as well as some considerations about the86

future developments of the still ongoing data analysis are87

finally discussed in section VII.88

II. EXPERIMENTAL SETUP89

Fragmentation cross sections are measured in FIRST90

using an experimental setup, already described in [14],91

that has been designed and optimized using a dedicated92

MC simulation. The schematic view of the FIRST exper-93

imental setup is shown in Fig.1, together with the axis94

orientation of the reference frame.95

The detection of the incoming 12C ions has been ac-96

complished by means of a Start Counter (SC), described97

in detail in § II A, made of a thin layer of plastic scin-98

tillator whose geometry and read-out were optimized in99

order to maximize the counting efficiency while keeping100

the pre-target fragmentation as low as possible. The SC101

was used to trigger the data acquisition using a minimum102

bias strategy: whenever a 12C ion was detected inside the103

SC the event was acquired.104

A pixel silicon detector (VTX), described in detail in105

§ II C, was placed just behind the target, allowing a pre-106

cise reconstruction of the fragments produced in the tar-107

get and their angle with respect to the incoming beam108

direction, as well as their production vertex. The tech-109

nology adopted for the vertex detectors [15, 16] allowed110

to have the required efficiency with extra thin detection111

layers that minimized the out-of-target fragmentation of112

an elastically scattered 12C ion or other heavy fragments113

coming out from the target.114

The long read-out time of the pixel detector, with an115

incoming beam rate in the 1-10 kHz range, required the116

development of a dedicated fast Beam Monitor (BM) de-117

tector, capable of resolving the event Pile Up (PU) am-118

biguity in the VTX by providing the position of the im-119

pinging 12C ion in the target. The technology chosen and120

the performances of such detector are presented in § II B.121

A plastic scintillator calorimeter (Kinetic ENergy and122

Time Resolution Optimized on Scintillator, KENTROS)123

has been used to detect fragments, mainly protons and124

heliums, emitted at large angles. This detector surrounds125

the target and vertex detector region covering the az-126

imuthal angle (defined as the angle between the incom-127

ing 12C ion and the fragment direction) region between128

5◦ and 90◦. The results obtained in that region are not129

presented here and will be subject of a dedicated paper130

in the future, where a fully detailed description of the131

detector technology will be published.132

The charged fragment momentum is computed by mea-133

suring the bending of the trajectory in the z-x plane in-134

duced by the magnetic field provided by the ALADIN135

magnet, whose description is reported in § II D.136

The fragment identification and energy measurement137

are performed using scintillating detectors placed six me-138

ters away from the target region, arranged in a wall139
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FIG. 1. Top view (x,z plane) of the FIRST experiment. From left to right: the beam pipe after the last collimator and the
beam exit window; the table supporting the SC, the BM and the VTX detectors, enclosing the target holder; the KENTROS
calorimeter, just before the magnet entrance window; the ALADIN magnet region; the TW detector at the right most position.

(TW), described in § II E. Together with the time of140

flight (ToF) measurement, TW provides the detected141

fragment coordinates and a measurement of the energy142

released inside the plastic scintillators: this information143

allows, when combined, a clean separation of fragments144

with different charge.145

An additional detector, a large volume time projection146

chamber (TP-MUSIC IV [17]), was placed after the AL-147

ADIN magnet and before the TW, but could not be oper-148

ated during the datataking: the experiment full simula-149

tion takes this detector into account in order to properly150

evaluate the material traversed by each fragment before151

reaching the TW and account for a possible secondary152

fragmentation.153

A. Start Counter Detector154

The SC detector is used in FIRST to provide a mea-155

surement of the total number of 12C ions used for the156

cross section evaluation and the trigger signal for the157

data acquisition system. The SC, shown in Fig. 2, also158

provides the reference time for all the other detectors, al-159

lowing the measurement of the drift time inside the BM,160

and of the fragment ToF using the TW information. The161

layout optimization, described in detail in [18], was hence162

performed carefully balancing the detector time resolu-163

tion and the thickness minimization, in order to have164

a pre–target particle interaction probability that is less165

than 1% with respect to the on–target one.166

The efficiency [18] showed an excellent stability during167

z axis

FIG. 2. Schematic view of the mechanical installation of SC
and BM detectors. The picture shows the BM, with six wire
planes on both xz and yz views, encapsulated by the SC me-
chanical structure. The four arms of the SC, holding the fibers
and the PMTs used for the read-out can be clearly seen. The
beam (z) axis is also shown, crossing the SC and the BM in
the middle of their entrance window. On the right, the alu-
minum box that encapsulates the target holder and the vertex
detector is shown.

the whole data taking, with a measured mean value of168

(99.7±0.15)%. A good performance was also observed169

for the time resolution (σt), with a measured average170

value of σt ≈ (150 ± 2) ps, where marginal fluctuations171

(maximum ≈ 5 ps) were observed.172
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B. Beam Monitor Detector173

The BM, described in detail in [18] and shown in Fig. 2,174

is a drift chamber designed for charged particles trajec-175

tory reconstruction. This detector is used to measure176

the ion impinging point on the target, a crucial informa-177

tion needed to address the pile up ambiguity in the VTX178

detector (see II C 2).179

The detector is made of twelve alternated horizontal180

(along x axis) and vertical (along y axis) wire planes.181

Each plane is composed of three rectangular cells cen-182

tered around the sense wires, with dimensions x(y)×z =183

16 mm×10 mm, for a total of 36 cells/sense wires. The184

geometrical layout has been optimized in order to min-185

imize ions interactions with the wires still maintaining186

the required cell resolution. The twelve planes (six on187

each “view”) provide tracking redundancy and ensure a188

high tracking efficiency and an excellent spatial resolu-189

tion. The Beam Monitor was operated at 1.8 kV with an190

Ar/CO2 (80%/20%) gas mixture, at atmospheric pres-191

sure.192

The detector tracking algorithms have been presented193

elsewhere (in Ref. [18]): the tracking calibration has been194

performed using the tracks reconstructed in the VTX de-195

tector in a dedicated run in which the target was re-196

moved, thus allowing the detector alignment and the197

track intercalibration.198

The chamber hit detection efficiency was measured to199

be ∼97% and was stable during the run as shown in Fig.3200

(black triangles) with the largest variation of ∼3%. The201

mean track spatial resolution at the chamber center was202

measured to be σx ≈140 µm, with the dependence on the203

distance from the cell center described in [18].204

C. Vertex Detector205

The main purpose of the vertex detector (VTX) is206

the trajectory and fragmentation vertex reconstruction of207

fragments produced in the target with the largest possi-208

ble angular coverage. The detector has been optimized in209

order to achieve an angular resolution better than ∼ 0.3◦210

for the two tracks separation.211

The whole detector thickness could not exceed a few212

per cent of the target thickness to keep the probability213

of fragmentation inside the sensors at the few per cent214

level. A dynamic range from about two MIPs (Minimum215

Ionizing Particle), for the proton signal, to the two or216

three order of magnitude larger signal from low kinetic217

energy 12C ions has also to be considered. To satisfy218

those requirements the MIMOSA26 (M26) pixel sensor219

has been chosen to equip the vertex detector with four220

sensor layers: the best compromise between the need of221

having a minimal track reconstruction redundancy and222

the sensor total thickness minimization.223

224

M26 is a sensor chip developed by the Strasbourg group225

[15, 16] for high energy physics experiments. A sensitive226

Run number
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FIG. 3. Beam monitor tracking efficiency as a function of run
number. The small fluctuations (≤3%) that can be observed
against the mean value of 96.8% is due to the changes in the
beam position, as well as to changes in the temperature and
pressure of the gas mixture.

area of 10.6 mm × 21.2 mm is covered by 576 rows and227

1152 columns of pixels with 18.4 µm pitch with a read-out228

time of 115.2 µs per frame.229

All the pixels are read-out per column with a row230

read-out time of 200 ns. At the end of each column231

a discriminator is used to produce the input to the232

following zero suppression logic, that removes the empty233

pixel information and stores the data in two buffer234

memories. The data is thus sent off chip with two 80235

MHz serial differential outputs. Only four discriminator236

thresholds, each common to 288 discriminators, are237

provided.238

239

To fit the experimental conditions a custom hous-240

ing board has been designed with two M26 glued on241

both sides of a square hole to obtain a sensitive area242

of ∼ 2× 2 cm2 including a small superimposition region243

essential to align all VTX sensors. The use of 1 mm244

thick PCB (Printed Circuit Board) and low profile com-245

ponents, allowing a distance of two consecutive boards of246

2 mm, produces an overall thickness of the four vertex247

stations of 12 mm, as shown in Fig. 4. In these condi-248

tions the angular coverage is ±40◦. Finally, the overall249

thickness of about 50 µm per sensor, allows to minimize250

the lateral straggling of the impinging particles.251
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Ion Beam
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Acceptance Angle
± 40º

FIG. 4. Sketch of the VTX detector arrangement: the beam is
impinging on 8 mm thick carbon target. Each of the four fol-
lowing PCBs is housing two sensors, one on each side, placed
over a square hole (2 cm side length ) in the PCB itself.

1. Performances252

The VTX detector data processing proceeds from the253

raw data file reading, from which a list of fired pixel is254

extracted, to the clusters reconstruction, centroid evalu-255

ation and combination into a list of tracks and vertices.256

A clustering algorithm is performed for each sensor to257

reconstruct the crossing point of the ionizing particles258

going through the M26 sensor. The algorithm is based259

on a recursive method looking for the next neighboring260

fired pixel and was able to reconstruct correctly the clus-261

ters with an efficiency higher than 99.9% [19].262

Tracking reconstruction is based on standard algo-263

rithms tuned for the specific applications of CMOS sen-264

sors aiming for the reconstruction of a track going from265

a given plane to the next. Starting from the last plane266

and proceeding backwards with respect to the beam di-267

rection, a road to the position given by the BM extrap-268

olation on the target is defined. Then all the available269

clusters on each plane within this road are identified and270

selected. The tracking reconstruction efficiency, eval-271

uated on Monte Carlo simulation events (see § III) is272

98.7 ± 0.1%, with a measured proportion of fake tracks273

of 1.99± 0.01% [19].274

Two other different tracking approaches have been im-275

plemented and tested to assign a systematic uncertainty276

on the VTX tracking: one is based on the Hough transfor-277

mation, while the other implements a different iterative278

procedure to scan the VTX planes to assign fired pixels279

to a given track in which consecutive planes are used. In280

the following, the first algorithm is used for track recon-281

struction since it is faster and exhibits a lower proportion282

of fake tracks.283

The fragmentation vertices reconstruction is performed284

using an algorithm based on a probability distribution285

approach. Using the MC simulation a vertex recon-286

struction efficiency of 98.6 ± 0.2%, with a proportion287

of 2.30 ± 0.01% fake vertices, has been estimated. The288

resolution of the vertex reconstruction, evaluated using289

Monte Carlo events, is better than 10 µm in X and Y290

directions and better than 50 µm in Z direction [19].291

More than one 12C ion can impinge on the VTX de-292

tector during the M26 sensor integration time of 115 µs293

(pile-up effect).294

Using a Poisson distribution for pile-up events, with a295

λ parameter determined by data collected with the SC296

detector, it was found that only in (2.4 ± 0.1)% of the297

events, the vertex reconstruction algorithm could not dis-298

entangle the different vertices. From the data we obtain299

λ = 0.63 ± 0.12 where the uncertainty comes from the300

distribution of the λ values for different data samples.301

More details about the performance of the VTX detector302

can be found in reference [19].303

The VTX alignment procedure is based on the mini-304

mization of the distance between the reconstructed clus-305

ters centroid and the intersection of the reconstructed306

tracks on the plane. The free parameters to be mini-307

mized are the displacement in the orthogonal plane with308

respect to the beam (X-Y plane) and the rotation around309

the beam axis (Z axis) for each sensor. Other rotations310

are neglected since the tracking procedure is less sensitive311

to them. The minimization is stopped once the variation312

of the displacement and angle is lower than a given value313

(∆X,∆Y < 5 µm and angle < 0.1◦). Figure 5 shows the314

residuals obtained using 12C ions straight track events at315

400 MeV/u for X and Y coordinates after the alignment316

procedure. The residuals are defined as the distance be-317

tween the cluster positions and the fitted track line: their318

distribution was used to evaluate the resolution (σ) of the319

tracking device by means of a Gaussian fit. The resolu-320

tion in X and Y directions is better than σ = 5 µm and321

the fraction of tails outside a 4σ window is smaller than322

17%.323
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FIG. 5. Residuals obtained for reconstructed tracks in the X324

(left plot) and Y (right plot) directions. The data distribu-325

tion is shown in blue, while the result of a Gaussin fit to the326

histogram is superimposed in black.327



6

2. Matching with the BM328

Since the tracks reconstructed by the VTX are the seed329

for the global track reconstruction algorithm (see § IV),330

it is crucial to preselect the tracks that belong to each331

event, getting rid of the piled-up tracks that may have332

been reconstructed. The ambiguities on which tracks be-333

long to the current event can be resolved by using the334

information from the BM track, extrapolated to the tar-335

get since the BM read-out time is fast enough to ensure336

that tracks belonging to different events cannot be mixed.337

The track reconstructed in the BM is used to pre-338

dict the impact point in the center of the target. The339

positions of the vertices reconstructed by the VTX for340

each event are compared with the position predicted by341

the BM and the closer vertex to the BM is selected as342

matched vertex. The impact of this selection on the fi-343

nal result and the relative systematic uncertainty on the344

cross section measurement is discussed in § VI.345

The BM and VTX detectors were software aligned us-346

ing calibration events taken without any target, with347

tracks traversing both detectors without any fragmenta-348

tion or scattering. The alignment constants were tuned349

by minimizing the distance between the two predicted350

track intersections with a virtual plane in the target po-351

sition (VTX - BM residual distribution) and the differ-352

ence between the track parameters (like the angle with353

respect to the beam axis θ). The aligment result is shown354

in Fig. 6, where a bias in the VTX - BM residual distri-355

bution smaller than 200 µm and a resolution of the order356

of 300 µm for the X coordinate is shown, with similar357

results for the Y coordinate.358
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FIG. 6. Mean value of the residuals obtained for the X track at359

target position as measured using the BM and VTX detectors.360

The error bars are showing the sigma obtained from a fit done361

with a Gaussian PDF to the residual distribution and hence362

are representing the detector matching resolution.363

D. ALADIN Magnet364

The p/Z ratio of charged fragments is reconstructed365

using the horizontal deflection in the Large Acceptance366

DIpole magNet (ALADIN). The magnetic field acts on367

the particles travelling in the magnet gap, operated in368

vacuum, that has an approximate volume of 155(H) ×369

50(V )× 230(L) cm3. The magnet angular acceptance is370

limited to 5.7◦ by a circular collimator of 15 cm diameter371

positioned at 75 cm from the target.372

The value of the magnet current has been choosen so373

that a non interacting beam particle crosses the central374

region of the TW, and it has been kept constant dur-375

ing the data taking within ±0.5%. The corresponding376

deflection for a 400 MeV/u 12C ion is 5.3◦.377

The values of the magnetic field used in the reconstruc-378

tion and simulation comes from interpolation of maps379

measured at GSI along the three coordinate axes on380

about 10 thousand grid points for different current val-381

ues.382

The actual current value used for the data analysis (∼383

680 A) is determined with the MC by requiring that a384

beam particle crosses the TW in the same positions as385

measured in special runs with and without the magnetic386

field. The uncertainty on the magnet current and field387

scale is limited by the TW position resolution and esti-388

mated to be 2.5%. The uncertainty on the field scale and389

on the position of the magnet with respect to the rest of390

the apparatus is taken into account in the evaluation of391

the cross section measurement systematic errors.392

E. ToF-Wall Detector393

The ToF-Wall (TW) detector has the aim of mea-394

suring the arrival time, the energy release and the395

impinging position of ions or fragments produced within396

the angular acceptance of the ALADIN entrance col-397

limator (. 5◦). Moreover, exploiting the information398

of energy release and arrival time, the TW allows the399

identification of the particles (incident 12C beam and400

fragments) arriving on it.401

402

The detector, described in detail in [14], consists of403

two walls of BC-408 plastic scintillator slats (110 cm404

long, 1 cm thick) divided in 12 modules of 8 slats each.405

The detector is placed at a distance d ' 600 cm from406

the target, along the trajectory of the 12C beam. The407

two walls are 8 cm far from each other.408

At top and bottom ends of each slat, the signal of the409

impinging particle is read by two photomultiplier tubes410

(PMT) and then it is split and acquired by Fastbus411

Analog to Digital Converters (ADC) and, after being412

processed by Constant Fraction Disciminators (CFD)413

and digital delay modules, by Time to Digital Converters414

(TDC) for charge and time measurements, respectively,415

as shown in Fig. (7).416

417

1. TW calibration418

As mentioned before, the TW detector is fundamental419

in the experiment layout because it measures the hor-420

izontal and vertical coordinates (X, Y ) of the impact421
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HV	  dividers	  
PMTs	  

Plas/c	  scin/llators	  
BC408	  
(110	  mm	  long	  
25	  mm	  wide	  
10	  mm	  thick,	  
covered	  with	  
Aluminum	  foil)	  

Primary	  beam	  
window	  
(75	  mm	  wide	  
50	  mm	  high)	  

OR	  trigger	  

FIG. 7. Sketch of layout and connections of TW scintillator
modules and of the read-out eletronics with splitters, constant
fraction discriminators (CFDs), digital delays, TDC and ADC
boards.

point, the arrival time (ToF) and the energy released in422

the slats (Eloss) of each impinging particle.423

In particular, the coordinate in the horizontal plane424

is related to the slat number, which gives information425

on the X position of the particle and also on the fired426

wall (i.e. Z coordinate). The Y coordinate, instead,427

can be calculated in two ways: either starting from the428

difference of top and bottom TDC readings or by com-429

paring the signals recorded in the two ADCs. The sum430

of top and bottom TDC readings is used to derive the431

particles ToF. Finally, the ADC channel measurements,432

providing information on the collected charge, allow to433

calculate the energy loss, Eloss, by the particle in the slat.434

435

The calibrations of the quantities of interest have been436

performed exploiting particular data sets, called “sweep-437

runs”, collected without target, in which the beam con-438

ditions were known. In these runs the 12C ion beam (at439

400 MeV/u) has been deflected, on the horizontal plane440

over all the slats, by varying the magnetic field. 12C ions441

flew at known energy – and thus at known velocity – on442

tracks which could be reconstructed by geometrical cal-443

culations. The hit coordinates (X,Y, Z), ToF and Eloss444

are known on average for sweep-run hits: delays, con-445

stant factors and gains can thus be calibrated comparing446

the measured quantities, with the known values.447

In addition to the ToF calibration, a data sample has448

been collected with dedicated runs in order to take into449

account the time dependence on the energy released by450

the fragments in each slat. A scan of the TW with the451

beam hitting an alluminium bar placed immediately be-452

fore the scintillator front plane was performed. The time453

dependence on the released energy (time-walk effect) has454

been found to be <0.5 ns and thus has been neglected in455

the TW hit reconstruction.456

While the ToF is known, since the path length for C457

projectiles with known energy (and velocity), deflected458

from the beam line on a given slat, can be computed459

through a geometrical reconstruction algorithm, the ver-460

tical coordinate can be calculated in two different ways,461

thanks to a redundancy in the information provided by462

TDCs and ADCs.463

The first possibility is to calculate Y through the ADCs464

(YADC), assuming that an exponential attenuation is re-465

sponsible of the signal decrease as a function of the lenght466

traversed along each slat and that the two photomulti-467

pliers can have different light gains. The calibration pa-468

rameters have been measured by using the positions (Y469

coordinates) of the intercept between the VTX track ex-470

trapolation and the TW planes as a reference.471

The second possibility is, instead, to use the TDC read-472

ings and the light speed in the scintillator (vsl, slat de-473

pendent) to compute the Y coordinate (YTDC): in the474

sweep-runs, on the horizontal plane taken as a reference,475

the vertical coordinate is known (Y = 0). However this476

latter method suffer for a bigger uncertainty on the po-477

sition and is only used for slats in which only one ADC478

was working.479

After the pedestal subtraction, the ADC readings can480

be related to the scintillation light released by the particle481

by knowing the attenuation and the gain of the photo-482

multipliers for each slat.483

In sweep-runs the C ion energy is known and the en-484

ergy loss can be evaluated according to the Bethe-Bloch485

formula. The computed Eloss is hence used to calibrate486

the TW detector parameters, taking also into account487

the non-linear response of plastic scintillators to the ion-488

ization density by applying the semi-empirical Birks’ for-489

mula [20], with parameters that are determined from the490

data.491

2. TW efficiency492

The efficiency of the TW for proton detection is lim-493

ited by the minimum signal needed to trigger the Con-494

stant Fraction Discriminators and to digitize the time495

information in the TDCs.496

In order to simulate accurately this effect, for each497

TW channel the fraction of events with a detected TDC498

hit is studied as a function of the ADC counts after499

pedestal subtraction, as shown in Fig. 8 (for slat 33, top).500

The sharp transition from 0 to 1 (parameterized with a501

sigmoid fit) corresponds to the minimum ADC counts502

needed to trigger a TDC hit in each channel. The mini-503

mum released energy needed to trigger the TDC in each504

channel is estimated using the calibration parameters and505

Birks’ factors, and used in the Monte Carlo simulation506

to discard hits with an energy below threshold.507

The minimum TW energy that can be detected in at508

least one of the two TDCs depends on the threshold val-509

ues and on the Y position along the TW, due to the light510

attenuation along the slats. The energy threshold is be-511

low the energy released by a minimum ionizing particles,512
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excluding some regions, expecially close to the impact513

point of the carbon beam, where there is an efficiency514

loss for protons of high kinetic energy.515
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FIG. 8. Fraction of events with a TDC hit as a function of517

ADC counts for slat 33 of the TW.518

3. TW Resolution519

The resolutions in the TW reconstructed quantites520

(Eloss, Y, ToF) are estimated by comparing the val-521

ues measured for hits in the two planes compatible with522

the same particle. The selection of the hits in different523

planes, optimized using the full Monte Carlo simulation,524

is based on the geometrical topology of the event and uses525

as input information the hits slat and Y positions. The526

resolutions are used for the tuning of the Monte Carlo527

signal processing.528

The YADC coordinate resolution was also evaluated529

using the uncertainty propagation, obtaining similar re-530

sults. The resolution we found, as expected, depends on531

the value of the vertical coordinate itself and it is shown532

as a function of the fragment energy, in Fig. 9 (top, right).533

The energy resolution is shown in Fig. 9 (bottom,534

right), for data and Monte Carlo as a function of the535

released energy. The ToF resolution shown in Fig. 9 (bot-536

tom, left) is about 800 ps while the YTDC resolution (top,537

left plot) is 8 cm and is nearly independent of the energy.538

F. Trigger and DAQ539

The read-out of the detector electronics is performed540

on an event-by-event basis using the Multi Branch Sys-541

tem (MBS) [21], a general DAQ framework developed at542
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FIG. 9. Top left: YTDC resolution. Top right: YADC resolu-
tion. Bottom left: ToF resolution. Bottom right: energy res-
olution. All the distributions are shown for data (red squares)
and MC (blue circles) event samples as a function of the re-

leased energy. A red line, showing a ∝ 1/
√
E distribution is

superimposed to the energy resolution distribution.

GSI. For each trigger, the MBS system handles the read-543

out of the bus controllers hosted in different crates and544

takes care of the trigger synchronization through signals545

distributed on a common trigger bus. The event frag-546

ments collected from all the individual controllers are547

transmitted during the beam inter-spill period to a host548

PC where the data merging and saving is performed.549

The signals from single detectors are locally pro-550

cessed with NIM electronics to generate trigger primi-551

tives. The final trigger logic is implemented in a FPGA552

programmable VME module (VULOM4 [22]), where the553

local trigger primitives are combined in logic matrices.554

The accepted triggers for different logical conditions are555

propagated to the read-out electronics via the trigger bus.556

Different trigger outputs are generated with downscale557

factors or at random times for calibration purposes, while558

the main physical trigger is based only on the signal from559

the SC detector, thus providing an unbiased selection of560

primary beam particles for the data analysis.561

The typical beam rate during the data taking was562

around 1 kHz, with instantaneous fluctuations related563

to the spill structures provided by the SIS. The mean ac-564

quisition rate was 150 Hz due to the dead times of the565

single read-out nodes.566
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III. DATA SAMPLE AND MC SIMULATION567

The collected data sample of 12C ions collisions on568

the thin carbon target corresponds to 24 milion unbi-569

ased triggers, while 4.5 milion events have been collected570

with the thin gold target.571

The simulation of the experiment is based on the gen-572

eral purpose Monte Carlo (MC) code Fluka [23, 24], used573

with the “HadronTherapy” physical model, which in-574

cludes accurate simulation of non-elastic hadronic inter-575

actions at low energy and the evaporation and radioactive576

decays of heavy fragments.577

The detector geometry and materials are modeled in578

a considerable detail, to properly evaluate the interac-579

tions in all the active detectors and the production of580

secondary particles in out-of-target fragmentation pro-581

cesses. The absolute positions of the detectors in the582

experimental area are fixed on the basis of the optical583

survey measurements results performed at the end of the584

data taking, complemented with alignment studies from585

the collected data.586

The comparison of Eloss, ToF and Y coordinate mea-587

sured from the TW detector for DATA and MC events588

in which a fragmentation occurred are shown in Fig. 10,589

where the distributions have been normalized in order to590

have the same integral. The fragmentation events are591

defined as those in which at least one vertex has been592

reconstructed in the VTX detector and more than one593

track is associated to it. The energy loss distribution for594

data is shown up to 100 MeV for fragments with Z rang-595

ing from one to five, since energy releases above 100 MeV596

are related to carbon ions. A detailed discussion on the597

charge identification of the fragments on the basis of en-598

ergy loss and time of flight can be found in § IV A.599

The pile-up of VTX tracks from different primary600

particles is simulated by adding additional tracks from601

events stored in a software FIFO, according to a trigger-602

conditioned Poissonian distribution determined from a603

data sample, with λ = 0.76 (to account for the large pile-604

up condition measured in some data acquisition runs).605

The distributions of the number of vertices reconstructed606

with the VTX detector in data (for a large pile up run)607

and Monte Carlo simulation are compared in Fig. 11.608

The detailed MC simulation of the geometry and of the609

detector response is needed to evaluate the acceptances610

and resolutions for the cross section measurement. For611

this purpose each reconstructed track is associated with612

a MC generated track and the reconstructed variables613

(kinetic energy, mass, charge, emission angle, momen-614

tum) are compared with the corresponding true value615

at generator level. A MC sample of 105 million events616

of 12C ions interactions with a carbon target has been617

used for this purpose: the tracking resolutions and ef-618

ficiencies as well as a study of the combinatorial and619

misidentification background contamination in the frag-620

ments reconstruction have been performed on this sample621

(see § IV C).622
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FIG. 10. Comparison of data and Monte Carlo distributions
for TW reconstructed variables in fragmentation events. The
data and MC spectra have been normalized in order to have
the same integral.

IV. GLOBAL RECONTRUCTION623

The fragment reconstruction in FIRST proceeds along624

two possible strategies, accordingly to their production625

angle: for small angle production (polar angle θ less than626

∼6◦) the fragment enters the ALADIN magnet region,627

where the momentum is computed measuring the bend-628

ing in the x–z plane, and is then detected by the TW; for629

large angle production (θ larger than ∼6◦), the fragments630

cannot enter the magnet region and hence are detected631

by the KENTROS calorimeter.632

The data analysis presented here covers only the small633
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FIG. 11. Number of reconstructed vertices for DATA and
MC. The MC distribution is normalized to the same number
of entries of the data.

angle production region: fragments are reconstructed, in634

this case, using an iterative procedure that matches the635

VTX tracks and TW hits detected in each event. An ex-636

ample of a fully reconstructed fragmentation event, in637

which four fragments are produced at small angle, is638

shown in Fig. 12. The fired BM wires/cells are high-639

lighted in blue in the grayish box in the bottom left corner640

of the picture. The KENTROS blue barrel and endcap641

modules, surrounding the target/VTX region (not visi-642

bile in this global view scale) are shown as well. The643

fragment tracks are represented as “dots” in space con-644

necting the target origin position, and the relative four645

fragment tracks in the VTX, with the four pairs of red646

bands on the TW (two for each fragment as it traverses647

both the front and the rear wall) representing the TW648

slats that have been hit. The TW hits used to build the649

track are shown as tiny spots in green.650

The tracks bending happens in the grey box, repre-651

senting the ALADIN magnet region: before and after652

that region the magnetic field intensity is negligible and653

the track trajectory is assumed to be a straight line.654

A. Fragment charge identification655

In order to fully reconstruct the fragment path and656

reconstruct its momentum, the fragment charge has to657

be measured. Two algorithms, based on the informations658

from the TW and VTX detectors, have been developed.659

The TW fragment charge identification is performed660

using the measurements of Eloss and ToF. The TW per-661

formances are good enough to allow the discrimination662

of six spots in the Eloss-ToF plane, related to different663

fragment charges as shown in figure 13. Each spot is fit-664

ted with the Bethe-Bloch formula with Z corresponding665

FIG. 12. 3D view of a fully reconstructed fragmentation
event, with four fragments produced in the small angle region.
Fragment tracks are built by pairing tracks reconstructed in
the VTX detector (not shown in this figure, as the scale is
too large) with the TW hits detected by the TW (shown in
green in the top right light blue region that represents the
TW). The tracks are represented as dots connecting the tar-
get/VTX region with the green dots on the TW. The magnet
region is represented as a grey box between the KENTROS
detector and the TW.

to the spot charge. Figure 13 shows the measured distri-666

butions for 12C ions on carbon target data, with Bethe-667

Bloch curves superimposed in black. For each point of the668

Eloss-ToF plane the minimum distance from each curve669

is calculated and six distributions of these distances are670

obtained. Performing a gaussian fit has been possible to671

get the mean value µdist and the sigma σdist for each dis-672

tance distribution. For each TW hit the identification al-673

gorithm computes the normalized distances distance−µdist

σdist
674

from the 6 different curves and assigns the charge corre-675

sponding to the one that minimizes it.676

The VTX detector identification algorithm exploits the677

correlation between the size of the hit clusters and the678

fragment charge, as discussed in [25].679

To benchmark the capabilities of the VTX detector,680

a clean sample of fragments whose charge was obtained681

from the TW detector has been used to estimate the682
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correlation with the cluster size. The result is shown in683

Fig. 14.684
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FIG. 14. Number of pixel associated to a given VTX cluster,686

as a function of the fragment charge as assigned from the TW687

detector reconstruction algorithm.688

B. The global tracking algorithm689

The global tracking algorithm implements three main690

steps.691

1. First of all the event is pre-selected, applying sev-692

eral filters: at least one hit on the TW and one693

track in the VTX detector have to be reconstructed;694

if more than one vertex is found in the VTX detec-695

tor, the one closest to the BM extrapolated on-696

target position is taken as the true vertex for the697

event under study, while the others are discarded698

as PU vertices; only hits on the TW for which699

a charge assignement was possible are considered700

(see § IV A); only VTX tracks that are in the AL-701

ADIN magnet window entrance acceptance are con-702

sidered.703

2. For all the preselected events an iterative scan of704

the matching between VTX tracks and TW hits is705

performed, producing a list of global track candi-706

dates. Each track from the VTX is paired with707

each hit from the TW: clustering of TW hits is708

done afterwards, when the candidates are ranked709

and combined. For each candidate a minimization710

algorithm determines the optimal value of pc/Z and711

find the corresponding trajectory that matches the712

VTX track before the magnet and the TW position713

after the magnet.714

3. The track candidates are finally combined and715

ranked accordingly to the VTX-TW matching qual-716

ity in a final list to be used for the cross section717

measurements. To remove duplicates from the list718

referring to the same fragment to which more than719

one hit on the TW belongs, hits in the front and720

real planes that are compatible with the same par-721

ticle according to geometrical and energetic criteria722

are clustered and treated in the reconstruction as723

a single hit. A scoring function to select the best724

candidates is then applied to the purged list.725

A scoring algorithm combines the information from the726

VTX and the TW detectors to select the best track can-727

didates. The measured quantities used to compute the728

weight for each VTX track / TW hit pair are: the differ-729

ence between the particle charge as reconstructed from730

the VTX and from the TW detectors (∆Chg) and the731

difference between the Y position as extrapolated from732

the VTX and as measured with the TW (∆Y ). The733

adopted scoring function is
√

∆2
Chg · Chg2W + ∆2

Y · Y 2
W .734

The ChgW and YW weights have been tuned using the735

full MC simulation by minimizing the fraction of combi-736

natorial tracks reconstructed. An example is shown in737

Fig. 15 for fragments with Z equal to one or two: the738

fraction of tracks in which the VTX track and the TW739

hits are not correctly paired with respect to the total740

number of reconstructed tracks is shown as a function of741

the charge weight ChgW . The final ChgW value chosen742

for the fragments reconstruction is eight.743

For each selected final global track candidate, all the744

measured quantities are computed: the charge and the745

ToF are measured by the TW (for details see § IV A);746

the particle path (L) and the momentum over charge ra-747

tio (pc/Z) are determined by the tracking algorithm, al-748

lowing a measurement of the fragment speed (β defined749

as L/ToF); the mass is computed as p
γ·β . The quan-750

tities used to build the single differential cross sections751

are respectively the fragment normalized kinetic energy752

(Ekin/u), computed as the total fragment kinetic energy753

divided by the atomic number, and the fragment produc-754
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FIG. 15. Optimization of the ChgW weight, based on the TW
and VTX charge identification criteria, in the reconstruction.
the fraction of tracks in which The VTX track and the TW
hits are not correctly paired with respect to the total number
of reconstructed tracks is shown as a function of the weight.

tion angle (θ) with respect to the beam axis, measured755

using the tracks reconstructed by the VTX detector.756

C. Tracking algorithm performances757

The global reconstruction algorithms have been bench-758

marked against the full MC simulation (see § III). The759

angular and kinetic energy resolutions have been mea-760

sured in order to evaluate any possible bias introduced by761

the reconstruction and to optimize the binning adopted762

for the SDCS measurement. The tracking efficiency and763

the background characterization have been performed on764

the full MC simulation as well. The observed discrepan-765

cies between the collected data and the MC simulation766

have been taken into account when assessing the system-767

atic uncertainties on the result.768

1. Angular resolution769

The angular resolutionfor the different fragments has770

been measured using fully reconstructed tracks from the771

full MC sample and it has been determined comaparing772

the true generated fragment direction with the one re-773

constructed by the FIRST tracking algorithm. The res-774

olution is found to be stable against the track angle, as775

shown in Fig. 16 with mean values that are in the range776

0.054◦ (for carbons and borons) to 0.076◦ (for protons).777

Such numbers are entirely dominated by the intrinsic res-778

olution of the VTX detector.779

The reconstruction resolution with respect to the angle780

of the track generated inside the target is instead about781

0.1–0.15◦, depending on the fragment charge and energy782

and the multiple scattering undergone inside the target.783
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FIG. 16. Angular resolution as a function of the fragment784

azimutal angle.785

2. Normalized kinetic energy resolution786

The kinetic energy resolution (σEkin) has been mea-787

sured using fully reconstructed tracks from the full MC788

sample.789

Two main event categories are contributing to the790

σEkin distribution: events in which the tracks are built791

using the correct combinations of VTX track and TW792

hits and events in which a wrong pair of VTX segments793

and TW hits was used. The reconstrution biases, as well794

as the resolutions, measured for the two categories are795

significantly different, as shown in Fig. 17 for fragments796

of charge 1.797

The reconstruction efficiency and resolutions are esti-798

mated using the first sample of tracks, while the second799

sample is a combinatorial background to be subtracted on800

statistical bases from the sample of reconstructed tracks801

(see § IV D).802

As an example, fig. 18 shows the resolution in the ratio803

of Ekin/u for tracks with right matches between VTX804

and TW hits of charge 1. The resolution increases at805

higher values of Ekin/u due to the reduced bending in806

the magnetic field and the limited spatial resolution of807

the TW detector.808

The TW spatial granularity in the bending plane pro-809

duces an increase of the mass resolution with the frag-810

ment charge, which ranges from 0.05–0.2 (MeV) for pro-811

tons to 0.3–0.5 (MeV) for carbons.812
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3. Tracking efficiency813

The tracking algorithm efficiency has been evaluated814

using the full MC simulation sample available (see § III).815

For charged fragments emerging from the target region,816

that are additionally required to point inside the geo-817

metrical acceptance of the ALADIN magnet (nPROD),818

we check if there is a reconstructed global track that is819

built using the true TW hit and VTX hits belonging to820

the true MC tracks under study (nREC). The efficiency821

is hence defined as εtrk = nREC/nPROD and it is shown822

in Fig. 19, as an example, as a function of the measured823

angle θ. The uncertainties shown are statistical only.824

The observed drop around 5◦ is due to the geometrical825
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FIG. 19. Tracking efficiency (εtrk) as a function of fragment
measured angle θ.

acceptance of the ALADIN magnet entrance window. A826

similar distribution has been obtained as a function of the827

normalized kinetic energy and has been used to compute828

the SDCS as defined in Eq. 1.829

D. Combinatorial background evaluation830

When pairing VTX tracks and TW hits to fully recon-831

struct the fragments as described in § IV B one has to832

account for the possibility that hits and tracks are not833

correctly matched or that background hits are paired to834

VTX tracks forming a random combination that is se-835

lected by the scoring algorithm. Such candidates are de-836

fined as “combinatorial background”, since it represents837

the effect of a fragment reconstruction that artificially838

pairs (combines) tracks and hits not belonging to the839

same fragment.840

The mass spectra of such candidates have to be mea-841

sured and properly taken into account when measuring842

the fragment production yields. Figure 20 shows, for the843

full MC sample, the mass spectra for two different kinetic844

energy ranges (200-230 MeV/u and 350-380 MeV/u) for845

fully reconstructed fragment candidates selected requir-846

ing that the VTX tracks and the TW hits used to build847

the track are belonging to two different particles.848

In Fig. 20 the probability density function (PDF) used849

to model the combinatorial background in the unbinned850

likelihood fits used to measure the fragment production851

yields is shown, as a blue curve, superimposed to the re-852

constructed mass spectra (black dots). The PDF is built853

from the measured spectra using the one dimensional ker-854

nel estimation method [26] provided by the RooFit pack-855

age [27].856
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FIG. 20. Mass distribution for two different kinetic energy
ranges, 200-230 MeV/u (left) and 350-380 MeV/u (right), for
fully reconstructed fragment candidates with charge three.

Two different components can be identified in the com-857

binatorial background mass spectra: a broad, nearly flat,858

component that is due to combination of background or859

noise hits and tracks and a peaking contribution, with860

peak position related to the charge assigned by the TW861

detector, that is due to tracks and hits from real frag-862

ments that are wrongly paired by the reconstruction al-863

gorithm.864

The uncertainties related to the mass spectra, like the865

data/MC agreement and relative shape modifications,866

the different composition (in data and MC samples) of867

combinatorial background sample and relative weight of868

peaking and non peaking components have to be taken869

into account when fitting the data distributions. The870

treatment of such uncertainty and the contribution to871

the evaluation of the overall systematic uncertainty on872

the cross section measurement are discussed in § VI.873

E. Cross feed evaluation874

The amount of cross feed between fully reconstructed875

fragments, due to the fragment misidentification on the876

TW, has been evaluated using the full MC sample.877

The effect due to the wrong reconstruction of the frag-878

ment charge is shown clearly in Fig. 21, where the recon-879

structed mass spectrum is shown for the full MC sample,880

for events in which the reconstructed charge (ZrecID , iden-881

tified as outlined in § IV A) is equal to three. The total882

spectrum is shown in black (solid line). The contribution883

from the combinatorial background (see § IV D) is shown884

in red full squares, while the main signal contributions885

to the spectrum, respectively from 6Li, 7Li and 8Li are886

shown as open marks (circle, square and triangle respec-887

tively). A clear contamination from 4He appears (in blue888

full triangles), under the 6Li peak: such contamination889

cannot ben distinguished by the mass fit machinery (the890

slight shift in central mass value cannot be used in data891

due to the poor mass resolution) and hence has to be892

properly subtracted from the fitted yield (Y rawi in § V).893

To compute the correction factors εxfi that have to be894

applied to the Y rawi reconstructed yields for each isotope,895

we have analyzed the full MC sample, in bins of recon-896
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FIG. 21. Reconstructed mass spectrum for charge equal to
three fragments (Li) from the full MC simulation sample. The
black spectra is the total reconstructed spectrum. The red
full squares are showing the combinatorial background con-
tamination. The main signal contributions to the spectrum,
respectively from 6Li, 7Li and 8Li are shown as open marks
(circle, square and triangle respectively). The cross feed back-
ground from 3He and 4He is shown in full triangles (green and
blue, respectively).

structed angle and kinetic energy and identified and com-897

puted using the MC simulation the contaminations that898

cannot be subtracted or removed directly by the mass fit.899

While the absolute amount of a given contamination un-900

der a certain reconstructed peak depends clearly on the901

absolute fragmentation cross section implemented in the902

MC, the cross feed contamination is a relative correction903

that depends on the capability of the MC simulation to904

reproduce the ratio between the different cross sections.905

We have therefore changed the εxfi factors in order to906

take into account the difference in the integrated cross907

sections between data and MC: the change in the total908

cross section result for each isotope has been used to909

assign a systematic uncertainty (see § VI).910

V. CROSS SECTION MEASUREMENTS911

The double differential cross section of fragment pro-912

duction as a function of the normalized kinetic energy913

(E) or angle with respect to the beam axis (θ) is defined914

as:915

d2σi
dE, dθ

=
Yi

N12C ×Nt,S × Ω(ph.sp.)× εtrk(E, θ)
(1)916

where Yi is the number of reconstructed fragments that917

have a given charge, Nt,S is the number of particles in the918
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target per unit surface, N12C is the number of 12C ions919

impinging on the target, εtrk is the tracking reconstruc-920

tion efficiency (defined in § IV C 3) and Ω(ph.sp.) is a921

numerical factor accounting for the phase space relative922

to a given angular and kinetic energy bin.923

The target particles per unit surface are mea-924

sured, for the FIRST experimental setup, as Nt,S =925

ρtgttNa

A where the target density (ρtgt) was measured926

to be 4.25±0.01 g/cm3, the target thickness (t) was927

8.07±0.01 mm and Na and A are the Avogadro number928

and the carbon atomic number respectively.929

The phase space factor (Ω(ph.sp.)) is defined, accord-930

ingly to the angular (BWθ = θmax − θmin) and kinetic931

energy range (BWE = Emax−Emin) of the selected frag-932

ments, as Ω(ph.sp.) = (Emax −Emin) · 2π · (cos(θmin)−933

cos(θmax)). When the integrated SDCS are computed,934

either integrating on E or θ, the corresponding Ω(ph.sp.)935

is computed as either 2π · (cos(θmin) − cos(θmax)) or936

(Emax−Emin). The size of BWE and BWθ windows used937

to display the results have been chosen to be larger than938

the measured resolutions (see § IV) in order to limit the939

migrations of the fragments between the different bins.940

The number of 12C ions impinging on the target (N12C)941

has been computed counting the physics unbiased trig-942

gers as defined in II F. The occurrence of multiple943

12C ions in a single event has been measured and found944

negligible in our data sample: for each trigger we count945

a single 12C ion crossing.946

While the charge of each fragment is reconstructed us-947

ing either the VTX or the TW detector, the production948

abundance of each fragment (Y rawi ), as well as the iden-949

tification of different isotopes for each charge hypothesis950

is measured using the reconstucted mass spectra.951

The Y rawi yields are measured using an unbinned maxi-952

mum extended likelihood fit, performed using the RooFit953

ROOT toolkit [27]. An example of such fits, for frag-954

ments of different charge and selected in different E and955

θ ranges, is shown in figure 22: superimposed to the956

data distribution (black dots), the total PDF is shown957

(in blue) while the signal PDF, modeling the various iso-958

topes, is shown in red. A magenta dotted line shows the959

contribution from the combinatorial background.960

The signal PDFs are gaussians, one gaussian for each961

isotope that is compatible with a given reconstructed962

charge, while the background PDFs, that are account-963

ing for the combinatorial background that is the main964

contribution, have been described in § IV D and shown965

in Fig. 20.966

Figure 22 shows the fit results for different charge and967

E, θ ranges: the top row shows the invariant mass fits to968

the Z equal to one spectra in a given bin of angle (left)969

and energy (right), while the bottom row shows the same970

information for Z equal to three in different angle (left)971

and energy (right) bins.972

The Y rawi yields from the fit have yet to be corrected973

for the cross feed contamination (see § IV E), while the974

combinatorial background is taken into account with a975

dedicated PDF. We compute the yields used for the cross976
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FIG. 22. Fit results for charge 1 (top) and 3 (bottom) mass
spectra in different E, θ ranges. The top left shows the in-
variant mass fits for charge equal to one fragments and angle
between 0.4◦ and 0.8◦, the top right for fragments with the
same charge and a normalized kinetic energy in the range be-
tween 200 MeV/u and 230 MeV/u. The bottom left shows
the invariant mass fits for charge equal to three fragments and
angle between 1.2◦ and 1.6◦, the bottom right fragments with
the same charge and a normalized kinetic energy in the range
between 260 MeV/u and 290 MeV/u.

section calculation as Yi = εxfi × Y rawi .977

The single differential cross section measured as a func-978

tion of the angle with respect to the beam axis and of979

the normalized kinetic energy are shown, for the differ-980

ent measured charges, respectively in figures 23 and 24.981

The uncertainty shown in the plot is statistical only.982

The histograms for each charge have been obtained983

by summing up all the non negligible contributions from984

different isotopes for a given charge: for example, the985

result shown in the first bin of the Z equal to one is986

obtained summing the proton, deuteron and triton yields987

as measured from the fit shown in Fig. 22 (top left).988

VI. SYSTEMATIC CHECKS989

Several systematic checks have been performed on the990

cross section measurement in order to assess the im-991

pact of the limited knowledge of different crucial analysis992

items and to account for the use of MC related quantities993

and for possible discrepancies between data and MC.994

The analysis has been redone several times, changing995

the recontruction algorithms, MC models, measurement996

strategies, and we have finally assigned to each measure-997

ment a systematic uncertainty by looking at the results998

measured spread (RMS). In the following we will refer to999
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puted using Eq. 1.

the result obtained following the prescriptions and strate-1000

gies outlined in the previous sections as Default result.1001

An important contribution to the systematic uncer-1002

tainty quoted for the proton cross section, comes from1003

the modeling of the TW hit detection efficiencies: we1004

have done the analysis considering and neglecting pro-1005

ton events in which both TDCs, for the different TW1006

slats, gave a signal. While the Default result contains1007

the events in which only one TDC, for a given slat, gave1008

a signal, we have re-computed the analysis efficiencies1009

and cross sections, considering only events in which both1010

TDCs gave a signal. The difference observed is signifi-1011

cant only for protons and is shown, in red full topside1012

down triangles in Fig. 25 (SCC spectrum).1013

The analysis has also been redone by changing both1014

the scoring function (using only the ∆Y weight) and dis-1015

abling the TW hits clustering algorithm. The result, for1016

protons is shown in Fig. 25 (Cls/Sco spectrum) in blue1017

empty circles. The analysis has also been redone drop-1018

ping the requirement of a matched BM track with the1019

VTX detector (Fig. 25, BM mat spectrum) and by chang-1020

ing the VTX tracking algorithm, in order to test the VTX1021

tracking robustness when removing the BM information1022

for the track reconstruction (Fig. 25, VTX trk spectrum).1023

The results fluctuation has been used to compute the sys-1024

tematic uncertainty to be quoted on the Default result.1025

To evaluate the impact on the knowledge of the TW1026

position with respect to the general FIRST reference1027

frame, we have redone the analysis changing the TW po-1028

sition in the reconstruction algorithm about ±1 cm (posi-1029

tion resolution from the survey performed after the data1030

taking). The result is shown in Fig. 25 spectra labeled1031

as TW pos+(-). A similar study has been done changing1032

the magnet position and the magnetic field scale within1033

the experimental precisions. The syst study is under1034

way, plots/results will be added ASAP.1035

In order to account for possible differences between1036

data and MC and to take into account the induced bias1037

on the measurement of Y raw we have recomputed the1038

yields after changing the combinatorial mass model PDF1039

by reducing the value of the ρ parameter (promoting the1040

detail preservation over the PDF smoothness). The syst1041

study is under way, plots/results will be added1042

ASAP.1043

The systematic checks include the evaluation of the1044

MC simulation impact on the estimate of the cross feed1045

correction that is used to correct the Y raw yields as pre-1046

sented in § IV E. The correction factors computed from1047

the MC simulation have been rescaled in order to take1048

into account the difference between the ratio of fragments1049

production cross sections in data and MC: the analysis1050

has been redone with the new factors and the difference1051

with respect to the Default is used to compute a sys-1052

tematic uncertainty. The syst study is under way,1053

plots/results will be added ASAP.1054

VII. CONCLUSIONS1055

The FIRST experiment performed a measurement of1056

SDCS, as a function of fragment angles and kinetic ener-1057

gies, studying a data sample of several million collisions1058

of 12C ions impinging on a thin (8 mm) carbon target.1059

This is the first measurement ever made, in such exper-1060

imental configuration, performed with an ion energy of1061

400 MeV/u, that is particularly interesting for particle1062

therapy and space applications.1063
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The result presented here, while being systematically1064

dominated, achieves an unprecedented precision on the1065

single differential cross sections of carbon ions on a thin1066

carbon target. While this study covers only a limited1067

angular range (up to five degrees), reports only the1068

single differential cross sections on the carbon target,1069

a refined analysis, to be performed in the full angular1070

range accessible to the experiment, as a function of1071

E and θ and including the gold target sample, is in1072

preparation.1073
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TABLE I. Angular Differential Cross Section (b sr−1)

θ 1H 2H 3H 3He 4He 6He
(deg) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1)

0.2(0.2) 3.8 (0.23) 7.3 (2.3) 2.8 (0.5) 1.7 (0.38) 18 (1.2) 0.051 (0.076)
0.6(0.2) 3.7 (0.2) 4.5 (1.3) 2.6 (0.33) 1.8 (0.18) 19 (1.2) 0.28 (0.088)
1(0.2) 3.7 (0.2) 2.7 (0.41) 2.1 (0.28) 1.9 (0.19) 16 (1) 0.13 (0.066)

1.4(0.2) 3.3 (0.19) 2.3 (0.22) 1.9 (0.28) 1.9 (0.19) 13 (0.75) 0.17 (0.06)
1.8(0.2) 3 (0.18) 2.2 (0.16) 1.6 (0.17) 1.8 (0.16) 11 (0.57) 0.21 (0.033)
2.2(0.2) 2.6 (0.16) 2 (0.13) 1.5 (0.088) 1.6 (0.14) 8.7 (0.46) 0.12 (0.019)
2.6(0.2) 2.2 (0.14) 1.8 (0.11) 1.2 (0.074) 1.4 (0.095) 6.7 (0.35) 0.087 (0.0087)
3(0.2) 1.9 (0.13) 1.5 (0.085) 1 (0.079) 1.3 (0.081) 5.3 (0.28) 0.045 (0.0085)

3.4(0.2) 1.7 (0.12) 1.4 (0.084) 0.82 (0.075) 1.2 (0.068) 3.9 (0.21) 0.0087 (0.0072)
3.8(0.2) 1.5 (0.11) 1.1 (0.081) 0.72 (0.073) 0.99 (0.058) 3 (0.16) 3.4e-08 (0.0027)
4.2(0.2) 1.4 (0.1) 1 (0.076) 0.64 (0.078) 0.82 (0.046) 2.3 (0.12) 0.012 (0.0048)
4.6(0.2) 1.6 (0.1) 1.1 (0.064) 0.69 (0.069) 0.77 (0.044) 2.1 (0.12) 0.023 (0.0034)
5(0.2) 1.7 (0.1) 1.1 (0.068) 0.7 (0.06) 0.46 (0.03) 1.3 (0.078) 0.017 (0.0033)

5.4(0.2) 1.5 (0.2) 0.89 (0.13) 0.61 (0.099) 0.13 (0.01) 0.34 (0.022) 0.006 (0.0019)
5.8(0.2) 0.0091 (0.0037) 0.006 (0.0026) 0.003 (0.0015) 0.0014 (0.00055) 0.0018 (0.00069) 0.00046 (0.00025)

θ 6Li 7Li 8Li 7Be 9Be 10Be
(deg) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1)

0.2(0.2) 1.4 (0.31) 0.99 (0.46) 0.51 (0.17) 1.8 (0.25) 0.94 (0.37) 2 (0.56)
0.6(0.2) 1.5 (0.16) 1.6 (0.49) 0.18 (0.032) 1.4 (0.14) 1.2 (0.3) 1.2 (0.37)
1(0.2) 1.5 (0.22) 1.4 (0.41) 0.17 (0.036) 1.3 (0.087) 0.93 (0.16) 0.82 (0.19)

1.4(0.2) 1.3 (0.21) 0.96 (0.32) 0.18 (0.033) 1.1 (0.075) 0.69 (0.11) 0.46 (0.11)
1.8(0.2) 1 (0.16) 0.61 (0.23) 0.19 (0.046) 0.82 (0.049) 0.39 (0.063) 0.29 (0.053)
2.2(0.2) 0.8 (0.17) 0.42 (0.22) 0.15 (0.041) 0.61 (0.038) 0.33 (0.031) 0.049 (0.03)
2.6(0.2) 0.49 (0.13) 0.39 (0.13) 0.017 (0.014) 0.43 (0.026) 0.13 (0.031) 0.085 (0.018)
3(0.2) 0.36 (0.11) 0.31 (0.1) 0.01 (0.025) 0.28 (0.017) 0.072 (0.014) 0.048 (0.02)

3.4(0.2) 0.14 (0.077) 0.33 (0.078) 0.0017 (0.014) 0.18 (0.011) 0.044 (0.012) 0.029 (0.016)
3.8(0.2) 0.09 (0.039) 0.22 (0.033) 0.0017 (0.014) 0.13 (0.009) 0.014 (0.005) 0.017 (0.0055)
4.2(0.2) 0.065 (0.024) 0.15 (0.024) 0.0082 (0.004) 0.079 (0.0055) 0.017 (0.0039) 0.002 (0.0046)
4.6(0.2) 0.047 (0.017) 0.09 (0.019) 0.0013 (0.0019) 0.049 (0.0042) 0.012 (0.0028) 0.0024 (0.00074)
5(0.2) 0.036 (0.0079) 0.038 (0.0059) 0.0071 (0.0016) 0.021 (0.0022) 0.0077 (0.0017) 0.00056 (0.00024)

5.4(0.2) 0.008 (0.002) 0.0066 (0.0019) 0.00049 (0.001) 0.0046 (0.00069) 0.00058 (0.00062) 4.4e-11 (8.3e-05)
5.8(0.2) 0.0002 (0.00014) 0.0001 (9.4e-05) 5.1e-05 (6.4e-05) 6e-05 (7e-05) 3e-05 (4.8e-05) 3e-05 (4.8e-05)

θ 8Bo 10Bo 11Bo
(deg) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1) dσ/dΩ(b sr−1)

0.2(0.2) 0.16 (0.073) 4.9 (2) 4.2 (1.3)
0.6(0.2) 0.023 (0.018) 0.35 (1.5) 6.1 (1.5)
1(0.2) 0.063 (0.012) 1.8 (0.69) 2.4 (0.74)

1.4(0.2) 0.052 (0.025) 0.2 (0.32) 2.2 (0.36)
1.8(0.2) 0.06 (0.014) 0.81 (0.31) 0.45 (0.29)
2.2(0.2) 0.033 (0.013) 0.11 (0.072) 0.52 (0.093)
2.6(0.2) 0.037 (0.0057) 0.083 (0.089) 0.23 (0.095)
3(0.2) 0.016 (0.0032) 0.16 (0.055) 0.0063 (0.054)

3.4(0.2) 0.014 (0.0037) 0.052 (0.024) 0.018 (0.021)
3.8(0.2) 0.0041 (0.0023) 0.035 (0.0056) 0.0042 (0.0025)
4.2(0.2) 0.0041 (0.0014) 0.018 (0.008) 0.0047 (0.0044)
4.6(0.2) 0.0058 (0.0013) 0.0053 (0.0019) 0.0017 (0.0015)
5(0.2) 0.0011 (0.00076) 0.0037 (0.00089) 0.00036 (0.00055)

5.4(0.2) 0.00093 (0.00029) 0.00062 (0.00022) 0.00093 (0.00029)
5.8(0.2) 0 (0) 0 (0) 0 (0)
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TABLE II. Energy Differential Cross Section (b MeV/nucl−1)

Energy 1H 2H 3H 3He 4He 6He

(MeV/u) dσ/dE(b MeV/u−1) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1)
100(100) 1.28e-05 (9.01e-07) 1.73e-05 (1.03e-06) 5.43e-06 (3.14e-07) 2.10e-06 (8.90e-08) 1.58e-06 (5.94e-08) 1.94e-07 (4.14e-08)
215(15) 5.33e-05 (2.60e-06) 3.88e-05 (1.46e-06) 1.71e-05 (9.07e-07) 1.01e-05 (4.26e-07) 7.84e-06 (4.23e-07) 9.26e-07 (2.05e-07)
245(15) 8.45e-05 (2.72e-06) 6.37e-05 (2.99e-06) 3.88e-05 (3.15e-06) 2.21e-05 (7.29e-07) 2.33e-05 (1.06e-06) 1.67e-06 (3.70e-07)
275(15) 1.52e-04 (3.57e-06) 1.21e-04 (6.54e-06) 8.25e-05 (6.26e-06) 4.79e-05 (1.71e-06) 8.56e-05 (4.01e-06) 2.51e-06 (8.11e-07)
305(15) 2.40e-04 (5.12e-06) 1.98e-04 (9.93e-06) 1.54e-04 (8.01e-06) 1.01e-04 (3.45e-06) 3.37e-04 (1.78e-05) 4.33e-06 (1.30e-06)
335(15) 3.11e-04 (6.42e-06) 2.52e-04 (8.74e-06) 2.02e-04 (5.36e-06) 1.62e-04 (5.46e-06) 9.27e-04 (3.59e-05) 1.52e-05 (3.75e-06)
365(15) 3.26e-04 (6.29e-06) 2.41e-04 (7.71e-06) 1.95e-04 (3.39e-06) 1.99e-04 (4.55e-06) 1.31e-03 (2.39e-05) 1.78e-05 (5.38e-06)
400(20) 2.68e-04 (4.51e-06) 1.78e-04 (6.94e-06) 1.34e-04 (3.28e-06) 1.62e-04 (3.80e-06) 9.03e-04 (1.80e-05) 8.02e-06 (1.18e-06)
440(20) 1.79e-04 (5.71e-06) 1.07e-04 (8.13e-06) 7.35e-05 (4.58e-06) 8.04e-05 (1.64e-06) 3.52e-04 (6.35e-06) 1.61e-06 (5.01e-07)
480(20) 1.15e-04 (9.36e-06) 6.62e-05 (9.51e-06) 3.96e-05 (5.80e-06) 3.29e-05 (9.43e-07) 1.17e-04 (8.67e-06) 4.79e-07 (2.77e-07)
525(25) 7.30e-05 (1.10e-05) 3.84e-05 (8.72e-06) 2.45e-05 (6.12e-06) 1.19e-05 (8.12e-07) 3.81e-05 (6.63e-06) 5.82e-07 (2.31e-07)
575(25) 4.56e-05 (9.69e-06) 2.43e-05 (6.89e-06) 1.73e-05 (5.58e-06) 1.14e-05 (4.53e-06) 6.26e-06 (3.48e-06) 3.27e-07 (1.43e-07)
650(50) 2.69e-05 (7.16e-06) 1.67e-05 (5.46e-06) 1.02e-05 (3.54e-06) 4.55e-06 (2.22e-06) 1.16e-06 (4.39e-07) 1.15e-07 (5.37e-08)
750(50) 1.45e-05 (4.42e-06) 9.45e-06 (3.39e-06) 6.03e-06 (2.13e-06) 1.73e-06 (9.14e-07) 5.65e-07 (2.01e-07) 4.40e-08 (1.81e-08)

Energy 6Li 7Li 8Li 7Be 9Be 10Be

(MeV/u) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1)
100(100) 2.37e-08 (6.73e-09) 1.58e-08 (5.45e-09) 2.04e-11 (1.81e-10) 5.17e-09 (2.98e-09) 1.74e-09 (1.71e-09) 6.66e-10 (1.04e-09)
215(15) 5.78e-08 (2.69e-08) 5.34e-08 (2.65e-08) 1.05e-09 (3.36e-09) 4.63e-08 (2.53e-08) 8.98e-09 (1.01e-08) 5.25e-09 (7.64e-09)
245(15) 4.14e-07 (9.19e-08) 1.22e-07 (4.08e-08) 4.52e-09 (7.12e-09) 1.13e-07 (4.01e-08) 3.78e-08 (2.14e-08) 2.10e-08 (1.55e-08)
275(15) 2.85e-06 (3.30e-07) 6.53e-07 (3.84e-07) 5.30e-07 (1.89e-07) 9.17e-07 (1.39e-07) 1.77e-07 (5.23e-08) 4.97e-09 (9.08e-09)
305(15) 1.40e-05 (1.02e-06) 1.27e-05 (1.30e-06) 7.59e-07 (4.14e-07) 6.69e-06 (8.07e-07) 2.49e-06 (5.02e-07) 3.40e-07 (7.54e-07)
335(15) 6.39e-05 (2.83e-06) 5.88e-05 (6.05e-06) 9.40e-06 (1.26e-06) 3.83e-05 (2.81e-06) 1.10e-05 (5.78e-06) 2.33e-05 (6.32e-06)
365(15) 9.46e-05 (4.73e-06) 9.45e-05 (8.58e-06) 1.69e-05 (2.16e-06) 7.92e-05 (2.72e-06) 6.94e-05 (1.36e-05) 1.31e-05 (1.64e-05)
400(20) 6.32e-05 (6.30e-06) 6.12e-05 (7.68e-06) 1.38e-05 (2.30e-06) 5.94e-05 (2.03e-06) 3.13e-05 (2.65e-06) 8.63e-06 (1.14e-06)
440(20) 1.54e-05 (2.87e-06) 2.57e-05 (5.07e-06) 1.75e-06 (8.06e-07) 2.09e-05 (6.42e-07) 5.49e-06 (7.75e-07) 4.69e-06 (1.73e-06)
480(20) 3.16e-06 (4.87e-07) 4.32e-06 (1.40e-06) 2.10e-08 (1.43e-08) 7.72e-06 (9.36e-07) 1.59e-07 (5.87e-08) 6.62e-07 (1.58e-07)
525(25) 9.51e-07 (1.47e-07) 8.96e-08 (8.24e-08) 9.48e-10 (2.50e-09) 1.21e-06 (2.24e-07) 3.09e-08 (1.69e-08) 3.34e-18 (7.98e-10)
575(25) 1.97e-07 (4.57e-08) 1.14e-07 (4.61e-08) 3.47e-11 (4.73e-10) 7.59e-08 (3.16e-08) 5.29e-08 (2.44e-08) 0.00e+00 (0.00e+00)
650(50) 5.10e-08 (1.42e-08) 3.15e-08 (1.05e-08) 6.57e-11 (4.60e-10) 1.95e-08 (8.28e-09) 1.68e-08 (7.68e-09) 0.00e+00 (0.00e+00)
750(50) 1.54e-08 (8.42e-09) 1.03e-08 (6.52e-09) 0.00e+00 (0.00e+00) 2.59e-09 (2.94e-09) 2.59e-09 (2.94e-09) 2.96e-09 (3.22e-09)

Energy 8Bo 10Bo 11Bo

(MeV/u) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1) dσ/E(b MeV/u−1)
100(100) 1.53e-08 (1.09e-08) 9.38e-09 (8.04e-09) 1.33e-08 (9.98e-09)
215(15) 5.11e-08 (4.57e-08) 3.29e-08 (3.59e-08) 4.63e-08 (4.32e-08)
245(15) 1.17e-07 (7.72e-08) 7.56e-08 (5.89e-08) 1.03e-07 (7.13e-08)
275(15) 3.58e-07 (1.33e-07) 2.97e-07 (1.18e-07) 3.17e-07 (1.24e-07)
305(15) 1.27e-06 (3.86e-07) 2.58e-07 (1.47e-07) 6.58e-06 (1.59e-06)
335(15) 3.13e-06 (2.59e-07) 5.68e-06 (2.05e-06) 6.66e-05 (7.78e-06)
365(15) 4.17e-06 (3.83e-07) 6.95e-05 (1.69e-05) 1.41e-04 (2.77e-05)
400(20) 1.74e-06 (1.80e-07) 4.87e-05 (5.64e-06) 7.68e-05 (6.39e-06)
440(20) 2.93e-07 (7.61e-08) 3.99e-05 (4.04e-06) 3.47e-07 (4.45e-06)
480(20) 7.79e-08 (5.11e-08) 2.22e-05 (4.90e-06) 2.38e-07 (1.12e-07)
525(25) 5.27e-08 (3.83e-08) 1.86e-06 (1.40e-06) 6.97e-09 (1.26e-08)
575(25) 0.00e+00 (0.00e+00) 0.00e+00 (0.00e+00) 2.82e-08 (2.71e-08)
650(50) 0.00e+00 (0.00e+00) 0.00e+00 (0.00e+00) 0.00e+00 (0.00e+00)
750(50) 0.00e+00 (0.00e+00) 0.00e+00 (0.00e+00) 0.00e+00 (0.00e+00)
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FIG. 26. Isotopes result. stat only for now: syst will be added soon
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FIG. 27. Isotopes result. stat only for now: syst will be added soon


