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Vector Bosons plus Jets:
• Z+jets @ 7 TeV (SMP-12-017, arXiv:1408.3104, accepted by PRD) 
• Z+jets @ 8 TeV (CMS-PAS-SMP-13-007, CMS-PAS-SMP-14-009)
• Z/gamma+jets (CMS-PAS-SMP-14-005)
• W+jets (SMP-12-023, Phys. Lett. B 741 (2015) 12)
• Z+b, Z+bb (SMP-13-004, JHEP 1406 (2014) 120)
• Z+2B Hadrons (EWK-11-015, J. High Energy Phys. 12 (2013) 39)
• W+bb (SMP-12-026, PLB 735 (2014) 204)
QCD:
• Dijet production @ 8 TeV (CMS-PAS-SMP-14-002)
• Hadronic event shapes (SMP-12-022, JHEP 10 (2014) 087)
• Inclusive multijet production                                                                  

(QCD-11-006, arXiv.1502.04785, Submitted to EPJC)
• Inclusive jet AK5/AK7 cross section ratio                                        

(SMP-13-002, Phys. Rev. D 90 (2014) 072006)
• 3-jet mass differential cross section and αS                                        

(SMP-12-027, arXiv:1412.1633, Submitted to EPJC)
• PDF constraints and extraction of αS from the inclusive jet cross section 

(SMP-12-028, arXiv:1410.6765, Submitted to EPJC)

➡ Important tests of perturbative QCD
➡ Constraint for PDF and αS determination
➡ Characterization of backgrounds for Higgs studies and new physics searches

http://dx.doi.org/10.1007/JHEP12(2013)039
http://arxiv.org/abs/1412.1633
http://arxiv.org/abs/1410.6765
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Z → ll(e,μ) in association with at least 1 jet:
• 2011 data √s = 7 TeV, Int. luminosity: 4.9 fb-1

• 2012 data √s = 8 TeV, Int. luminosity: 19.6 fb-1

• Results unfolded at particle level: jet multiplicity, jet pT and η (≤ 4 jets), jet HT

Phase space:
• Electrons, muons: pT > 20 GeV, |η| < 2.4
• Dilepton invariant mass:  71 < mll < 111 GeV
• Jets: anti-kt (R=0.5), pT > 30 GeV, |η| < 2.5 and ΔR(jet, lepton) > 0.5

Theory comparisons:
• 7 TeV:

• Sherpa2β2, NLO ME (Z + 0/1 jets) + LO ME (≤ 4 jets) + PS
• Powheg + Pythia6, NLO ME (Z + 1 jet) + PS
• MadGraph + Pythia6, LO ME (Z + ≤ 4 jets) + PS

• 8 TeV:
• Sherpa2, NLO ME (Z + 0/1/2 jets) + LO ME (≤ 4 jets) + PS
• MadGraph + Pythia6, LO ME (Z + ≤ 4 jets) + PS
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8.1 Jet multiplicity 7

cross-section. The level of precision of the measurement does not allow to probe the improve-
ment expected from the inclusion of the NLO terms. For larger jet multiplicity the difference
between predictions and data is still within the uncertainties.
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Figure 2: Cross section measured as a function of the (left) exclusive and (right) inclusive jet
multiplicity distributions compared to the SHERPA and MADGRAPH Monte Carlo predictions.
The lower panels show the ratios of the theory predictions to data. Error bars around the
experimental points show the statistical uncertainty, while the crosshatched bands indicate the
statistical plus systematic uncertainties added in quadrature. The colored filled band around
the MC prediction represents the statistical uncertainty of the generated sample.

8.2 Differential cross sections 9

sample is too small to perform the unfolding procedure. The trend of the jet multiplicity repre-
sents the expectation of the pQCD prediction for a staircase-like scaling, with an approximately
constant ratio between cross sections for successive multiplicities [53]. This result confirms the
previous observation, which was based on a more statistically limited sample [4]. Within the
uncertainties, there is agreement between theory and measurement for both the inclusive and
the exclusive distributions.
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Figure 2: Exclusive (left) and inclusive (right) jet multiplicity distributions, after the unfolding
procedure, compared with SHERPA, POWHEG, and MADGRAPH predictions. Error bars around
the experimental points represent the statistical uncertainty, while cross-hatched bands repre-
sent statistical plus systematic uncertainty. The bands around theory predictions correspond to
the statistical uncertainty of the generated sample and, for NLO calculations, to its combination
with the systematic uncertainty related to scale variations.

8.2 Differential cross sections

The differential cross sections as a function of jet pT and jet h for the first, second, third, and
fourth highest pT jet in the event are presented in Figs. 3 and 4, respectively. In addition, the
differential cross sections as a function of HT for events with at least one, two, three, or four
jets are presented in Fig. 5. The MADGRAPH prediction provides a satisfactory description
of data for most distributions, but shows an excess in the pT spectra for the first and second
leading jets at pT > 100 GeV. SHERPA tends to underestimate the high pT and HT regions in
most of the spectra, while remaining compatible with the measurement within the estimated
theoretical uncertainty. POWHEG predicts harder pT spectra than those observed in the data for
the events with two or more jets, where the additional hard radiation is described by the parton
showers and not by matrix elements. This discrepancy is also reflected in the HT distribution.
Figures 6–9 show no significant dependence of the level of agreement between data and the

7 TeV 8 TeV

SMP-12-017 SMP-13-007

The distribution of the jet multiplicity is in good agreement with the predictions.
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Z+jets, 7 and 8 TeV - 1st Jet pT
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Figure 3: Unfolded differential cross section as a function of pT for the first (top left), second (top
right), third (bottom left), and fourth (bottom right) highest pT jets, compared with SHERPA,
POWHEG, and MADGRAPH predictions. Error bars around the experimental points represent
the statistical uncertainty, while cross-hatched bands represent statistical plus systematic un-
certainty. The bands around theory predictions correspond to the statistical uncertainty of the
generated sample and, for NLO calculations, to its combination with systematic uncertainty
related to scale variations.

8 8 Results

8.2 Differential cross section in jet p
T

The measured differential cross sections as a function of jet pT for the first, second, third fourth
and fifth jets are presented in Fig. 3, 4, and 5. The cross sections are falling rapidly with increas-
ing pT for all the jets in the final state: for the jets with the largest transverse momentum (Fig. 3
left) it decreases over almost two orders of magnitude for pT between 30 and 100 GeV, while
the cross section for the 5th jet decreases over 3 orders of magnitude in the same pT range.

For the leading jet, the agreement of the MADGRAPH prediction with the measurement is very
good up to ⇠150 GeV. Discrepancies are observed from ⇠150 GeV to ⇠450 GeV. A similar
bump on the ratio with the tree level calculation was observed at

p
s = 7 TeV in the CMS

measurement [8], using for the prediction the same generators as here, as well as in the ATLAS
measurement [5], using ALPGEN [36] interfaced to HERWIG [37] for the prediction. The SHERPA
calculation predicts a slightly harder spectrum than the measurement. The pT distributions of
subsequent jets (2nd to 5th) are well described by both models within the uncertainties. SHERPA
is predicting a different behaviour at low pT than MADGAPH. The accuracy of the measurement
does not allow arbitrating this difference.
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Figure 3: Differential cross section measured as a function of the (left) 1st and (right) 2nd jet pT
compared to the SHERPA and MADGRAPH Monte Carlo predictions. The lower panels show
the ratios of the theory predictions to data. Error bars around the experimental points show the
statistical uncertainty, while the crosshatched bands indicate the statistical plus systematic un-
certainties added in quadrature. The colored filled band around the MC prediction represents
the statistical uncertainty of the generated sample.

7 TeV 8 TeV

• Similar results at 7 and 8 TeV: LO + PS overestimates the1st jet pT above ~100 GeV 
• Similar results obtained with different PDF sets (CT10, NNPDF21, MSTW2008)
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Z+jets, 8 TeV - Leading jet double differential cross section
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Phase space:
• Muons: pT > 20 GeV, |η| < 2.4
• Dilepton inv. mass:  71 < mll < 111 GeV
• Jets: 

• anti-kt (R=0.5), pT > 30 GeV, |η| < 2.5 and 
ΔR(jet,μ) > 0.5.

• pT > 50 GeV, 2.5 < |η| < 4.7

References 5

 [GeV]
T

Leading jet p
210

(j1
) d

y(
j1

) [
pb

/G
eV

]
T

/d
P

σ 2 d

-510

-410

-310

-210

-110

1

10

210

310

410

510

610

710

CMS Preliminary
 (8 TeV)-119.6 fb

CMS Preliminary
 (8 TeV)-119.6 fb

CMS Preliminary
 (8 TeV)-119.6 fb

CMS Preliminary
 (8 TeV)-119.6 fb

CMS Preliminary
 (8 TeV)-119.6 fb

CMS Preliminary
 (8 TeV)-119.6 fb

CMS Preliminary
 (8 TeV)-119.6 fb

)6 10×0.0<|y|<0.5 (
)5 10×0.5<|y|<1.0 (
)4 10×1.0<|y|<1.5 (
)3 10×1.5<|y|<2.0 (
)2 10×2.0<|y|<2.5 (
)1 10×2.5<|y|<3.2 (
)0 10×3.2<|y|<4.7 (

 4j @LO≤MadGraph Z+ 
 4j@LO≤Sherpa Z +1,2j @NLO, 

Figure 2: Double differential cross section versus leading jet transverse momentum for various
rapidity bins in the di-muon channel. Data points are shown with statistical error bars. The
black lines are MADGRAPH predictions normalised to the inclusive NNLO cross-section. The
SHERPA 2 predictions is shown as blue band, whose thickness indicates the statistical uncer-
tainty.

SMP-14-009

➡ Similar selection to Z+jets @ 8 TeV (SMP-13-007) 
➡ Only muon channel (Z→μμ + jets) probed  
➡ Extendend η range

1

1 Introduction

The production of Z bosons in association with jets, hereafter called Z+jets, plays a crucial
role at the LHC. Apart from the important test of perturbative Quantum Chromodynamics
(QCD) predictions, it also contributes as significant background to many standard model (SM)
measurements, as well as to searches for physics beyond the SM (BSM).

Previous results of Z+jet single differential cross section measurements were published by the
Tevatron and the Large Hadron Collider (LHC) experiments. Using proton anti-proton colli-
sion data at

p
s = 1.96 TeV, the CDF experiment reported Z+jet cross-sections for jet rapidities,

y, up to 2.1 [1] and the DØ experiment up to 2.5 [2]. At the LHC, the ATLAS experiment
published results at

p
s = 7 TeV covering jet rapidities up to 4.4, using data collected in 2010

corresponding to 36 pb�1 [3], as well as using 4.6 fb�1 of data collected in 2011 [4]. The CMS ex-
periment reported a measurement with jet rapidities up to 2.4 using a low statistics

p
s = 7 TeV

data sample of 36 pb�1 [5] and with a higher statistics
p

s = 7 TeV sample of 4.6 fb�1 [6].
Recently, CMS reported the single differential Z+jet cross section measurement using

p
s = 8

TeV data collected in 2012 corresponding to an integrated luminosity of 19.7 fb�1 [7]. The study
presented in this paper is an extension of the latter measurement. This measurement extends
the jet rapidity acceptance to |y| < 4.7.

In this note, Z bosons are measured via their decays into opposite charge muon pairs accompa-
nied by jets. Measurements are based on the data collected by CMS during 2012 at

p
s = 8 TeV.

The corresponding total integrated luminosity is 19.6 fb�1. The double differential cross sec-
tion, d2s/dpj

Tdyj, is measured with respect to the transverse momentum (pT) and the rapidity
(y) of the highest pT jet, named hereafter leading jet. Differential cross sections are presented
after deconvoluting the detector effects by an unfolding procedure. The measurements pre-
sented in this note cover several kinematic regions in jet rapidity, and hence provide stringent
tests of perturbative QCD predictions merging parton shower with matrix element calculations
at leading (LO+PS) and next-to-leading (NLO+PS) order.

2 Analysis Procedure

The object definition and the reconstruction procedure as well as the data sets are the same as
for the Z+jet differential cross section measurements [7] except that the jets are accepted within
|y| < 4.7.

The signature of a Z boson decay is the presence of an isolated lepton pair. Selected events are
required to have a pair of oppositively charged muons with an invariant mass in the window
91 ± 20 GeV. The muons are required to have pT greater than 20 GeV and pseudo-rapidity (|h|)
less than 2.4. Particle-Flow jets [8] are selected in the calorimeter acceptance of |y| < 4.7 using
the anti-kT jet clustering algorithm with a cone size of DR = 0.5. The jets are required to have
pT > 30 GeV for jets in the region |y| < 2.5, and pT > 50 GeV for |y| > 2.5. The jets with
DR(j, µ) < 0.5 are not considered in the analysis.

The double differential cross section measurement is carried out with respect to the transverse
momentum and the rapidity of the highest pT jet (d2s/dpj

Tdyj). The cross section is defined as

d2s

dpj
Tdyj

=
1

L⇥ e
⇥ N

2 ⇥ D|yj|⇥ Dpj
T

(1)

where L represents the total luminosity, e is the total selection and reconstruction efficiency
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Figure 3: Ratio of theoretical predictions to the data for double differential cross section versus
leading jet transverse momentum for various rapidity bins in the di-muon channel. The statis-
tical uncertainty of the measurement is presented by error bars located around the theory/data
= 1 line. The quadratic sum of experimental uncertainties and the statistical uncertainty of
the measurement is shown as a shaded band. Error bars on the ratios represent the statistical
uncertainties of the MC predictions.
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Figure 3: Ratio of theoretical predictions to the data for double differential cross section versus
leading jet transverse momentum for various rapidity bins in the di-muon channel. The statis-
tical uncertainty of the measurement is presented by error bars located around the theory/data
= 1 line. The quadratic sum of experimental uncertainties and the statistical uncertainty of
the measurement is shown as a shaded band. Error bars on the ratios represent the statistical
uncertainties of the MC predictions.

MadGraph overestimates the 1st jet pT spectrum for pT ≳ 100 GeV
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• Analysis performed in the same phase 
space as Z+jets @ 8 TeV (SMP-13-007):

• Events selected with Z pT > 100 GeV
• Njets ≥ 1,2,3
• Jet HT > 300 GeV

• Several ratios: Z pT over jet multiplicity, jet 
pT, jet HT.

• Comparison with γ+jets spectrum: high 
statistic probe for Z→νν in searches with 
missing ET (see next slide).

• Theory predictions:
• Blackhat + Sherpa, NLO ME                

(Z + 0/1/2/3 jets)
• MadGraph and Sherpa-1.4, LO ME     

(Z + ≤ 4 jets)
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Figure 1: Left: The Z boson differential transverse momentum cross-section in an inclusive
Z/g⇤ + jets, njets � 1 selection in data compared with predictions from MADGRAPH+PYTHIA6,
SHERPA and BLACKHAT. Right: the g differential transverse momentum cross-section in
an inclusive g + jets, njets � 1 selection for central rapidities |yg| < 1.4 in data compared
with prediction from MADGRAPH+PYTHIA6. For the Z/g⇤ + jets, MADGRAPH+PYTHIA6 and
SHERPA are rescaled by a global NNLO k-Factor, for g + jets the LO cross-section from MAD-
GRAPH+PYTHIA6 is used. The hatched (grey) band represents the total uncertainty on the
measurement, while the error bars show the statistical uncertainty. The shaded bands around
MC/data ratios of MADGRAPH+PYTHIA6 and SHERPA represent the statistical uncertainty of
the MC prediction. The (green) hatched band around BLACKHAT/data ratio (using MSTW)
represents the total uncertainty of the prediction due to PDF and scale variations, while the in-
ner (dark red) hatched band the uncertainty due to PDF variations. Overlayed in dashed blue
and orange are BLACKHAT predictions using the NNPDF and CT10 PDF sets, respectively.

➡ 10 % disagreement in Z pT (Njets>1 sample) 
prediction at NLO

➡ LO ME calculations overestimate the high Z pT tails

dσ/dpT(Z)   (Njets ≥ 1)

SMP-14-005



QCD & V+Jets - A. Schizzi

Z/γ + jets, 8 TeV

8

SMP-14-005
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Figure 1: Left: The Z boson differential transverse momentum cross-section in an inclusive
Z/g⇤ + jets, njets � 1 selection in data compared with predictions from MADGRAPH+PYTHIA6,
SHERPA and BLACKHAT. Right: the g differential transverse momentum cross-section in
an inclusive g + jets, njets � 1 selection for central rapidities |yg| < 1.4 in data compared
with prediction from MADGRAPH+PYTHIA6. For the Z/g⇤ + jets, MADGRAPH+PYTHIA6 and
SHERPA are rescaled by a global NNLO k-Factor, for g + jets the LO cross-section from MAD-
GRAPH+PYTHIA6 is used. The hatched (grey) band represents the total uncertainty on the
measurement, while the error bars show the statistical uncertainty. The shaded bands around
MC/data ratios of MADGRAPH+PYTHIA6 and SHERPA represent the statistical uncertainty of
the MC prediction. The (green) hatched band around BLACKHAT/data ratio (using MSTW)
represents the total uncertainty of the prediction due to PDF and scale variations, while the in-
ner (dark red) hatched band the uncertainty due to PDF variations. Overlayed in dashed blue
and orange are BLACKHAT predictions using the NNPDF and CT10 PDF sets, respectively.
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Figure 1: Left: The Z boson differential transverse momentum cross-section in an inclusive
Z/g⇤ + jets, njets � 1 selection in data compared with predictions from MADGRAPH+PYTHIA6,
SHERPA and BLACKHAT. Right: the g differential transverse momentum cross-section in
an inclusive g + jets, njets � 1 selection for central rapidities |yg| < 1.4 in data compared
with prediction from MADGRAPH+PYTHIA6. For the Z/g⇤ + jets, MADGRAPH+PYTHIA6 and
SHERPA are rescaled by a global NNLO k-Factor, for g + jets the LO cross-section from MAD-
GRAPH+PYTHIA6 is used. The hatched (grey) band represents the total uncertainty on the
measurement, while the error bars show the statistical uncertainty. The shaded bands around
MC/data ratios of MADGRAPH+PYTHIA6 and SHERPA represent the statistical uncertainty of
the MC prediction. The (green) hatched band around BLACKHAT/data ratio (using MSTW)
represents the total uncertainty of the prediction due to PDF and scale variations, while the in-
ner (dark red) hatched band the uncertainty due to PDF variations. Overlayed in dashed blue
and orange are BLACKHAT predictions using the NNPDF and CT10 PDF sets, respectively.
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Figure 6: Differential cross-section ratio of leptonic Z over g as a function of the total transverse
momentum cross-section and for central bosons (|yV | < 1.4). Different kinematic selection are
used: (top left) inclusive (njets � 1); (top right) 2-jet (njets � 2); (bottom left) 3-jet (njets � 3);
(bottom right) high HT (HT � 300 GeV, njets � 1). The black error bars reflect the statistical un-
certainty of the ratio, the hatched (grey) band represents the total uncertainty of the measure-
ment. The shaded band around MADGRAPH+PYTHIA6 to data ratio represents the statistical
uncertainty of the MC prediction.

dσ/dpT(γ)   (Njets ≥ 1)
dσ/dpT(Z)   (Njets ≥ 1)
dσ/dpT(γ)                    

As for the Z pT, LO ME + PS calculations poorly describe the γ pT.
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W → μν in association with at least 1 jet:
• 2011 data √s = 7 TeV, Int. luminosity: 5.0 fb-1

• muons: pT > 25 GeV, |η| < 2.1
• MT(μ, missing ET) > 50 GeV
• Jets: anti-kt (R=0.5), pT > 30 GeV, |η| < 2.5 

and ΔR(jet, lepton) > 0.5
• Results unfolded at particle level: jet 

multiplicity, jet pT and η (≤ 4 jets), jet HT

Theory comparisons:
• 7 TeV:

• Blackhat+Sherpa, fixed NLO                         
(W + 0/1/2/3/4 jets) + PS

• Sherpa-1.4 and                        
MadGraph+Pythia6,                                                              
LO ME (W + ≤ 4 jets) + PS

11
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Figure 3: The cross section measurement for the exclusive and inclusive jet multiplicities,
compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and BLACK-
HAT+SHERPA (corrected for hadronisation and multiple-parton interactions). Black circular
markers with the grey hatched band represent the unfolded data measurement and its uncer-
tainty. Overlaid are the predictions together with their statistical uncertainties (Theory stat.).
The BLACKHAT+SHERPA uncertainty also contains theoretical systematic uncertainties (Theory
syst.) described in Section 8. The lower plots show the ratio of each prediction to the unfolded
data.

Predictions from generators, MADGRAPH+PYTHIA and SHERPA, and NLO calculations from
BLACKHAT+SHERPA, describe the jet multiplicity within the uncertainties. The cross section as
a function of the pT of the leading jet is overestimated by MADGRAPH+PYTHIA and SHERPA,
especially at high-pT. Some overestimation from MADGRAPH+PYTHIA can also be observed
in the second- and third-leading jet pT distributions. The cross sections as a function of pT
predicted by BLACKHAT+SHERPA agree with the measurements within uncertainties. The pre-
dictions from BLACKHAT+SHERPA underestimate the measurement of the cross section as a
function of HT for Njet � 1, since the contribution from W+�3 jets is missing from an NLO
prediction of W+�1 jet. The cross sections as a function of HT for Njet � 2, 3, and 4 predicted
by BLACKHAT+SHERPA agree with the measurements within the uncertainties. The distribu-
tions of Df between the leading jet and the muon are underestimated by all predictions for Df
values near zero, with the largest disagreement visible in BLACKHAT+SHERPA. The distribu-
tions of Df between the second-, third-, and fourth-leading jets and the muon agree with all
predictions within uncertainties. No significant disagreement was found in the distributions of
h of the four leading jets.

SMP-12-023
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W+jets, 7 TeV - Jet pT

10

LO ME + PS calculations overestimate the pT jet spectrum at high values.
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Figure 4: The differential cross section measurement for the leading four jets’ transverse mo-
menta, compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and
BLACKHAT+SHERPA (corrected for hadronisation and multiple-parton interactions). Black cir-
cular markers with the grey hatched band represent the unfolded data measurement and its
uncertainty. Overlaid are the predictions together with their statistical uncertainties (Theory
stat.). The BLACKHAT+SHERPA uncertainty also contains theoretical systematic uncertainties
(Theory syst.) described in Section 8. The lower plots show the ratio of each prediction to the
unfolded data.
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Figure 5. Di↵erential cross sections for all pZT, as a function of �RBB (top left), ��BB (top
right), min�RZB (bottom left), and AZBB (bottom right). The measured values are shown as
black points. The dotted bands correspond to the quadratic sum of statistical and systematic
uncertainties. Statistical uncertainties are shown separately as solid bands. The measurements
are compared to the hadron-level predictions by MadGraph in the four- and five-flavour schemes,
alpgen, and amc@nlo. For each distribution the ratio between the Monte Carlo predictions
and the measurements is also shown, with the total experimental uncertainty indicated by the
dotted area.

The MG5F MC generator has been one of the standard tools used to simulate back-

grounds from associated production of vector bosons and heavy quarks for Higgs boson

and new physics searches as well as SM studies. The results reported here indicate that

such a description may not be optimal for analyses sensitive to the production of collinear

b hadrons. This fact may be particularly important in the simulation of the Wbb pro-

cess, where collinear b-hadron production is expected to be enhanced compared to the

Zbb process.

– 14 –

Z+bb Z+b

W+bb

Z + 2 B hadrons

SMP-13-004

SMP-12-026

EWK-11-015

• Agreement 
dependent on flavour 
scheme.

• b jets collinear region 
not very well 
described.
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Figure 6: Dijet cross sections for the five different rapidity bins for data (markers) and theory
(lines) using the NNPDF2.1 PDF set.

To compare the CMS data and the theoretical predictions, the ratio of the two is taken. Figure
7 shows this ratio using the central value of the NNPDF2.1 PDF set, accompanied by the to-
tal experimental and theoretical uncertainties. The theoretical uncertainties vary considerably
among the different PDF sets, and in particular in the high-Mjj region. The experimental un-
certainty is comparable and in cases smaller than the theoretical uncertainty. The additional
curves represent the ratio of the central values of the other PDF sets to NNPDF2.1. Agreement
is observed between data and theory in all rapidity bins, given the statistical and systematic
uncertainties, with the various theoretical predictions showing differences of the order of 10%.

7 Summary

Measurements of the double-differential dijet cross sections are presented using 9.2 fb�1 of data
collected with the CMS detector in proton-proton collisions at

p
s = 8 TeV. The measurements

cover the dijet-mass range from 0.35 TeV to 5.5 TeV in five rapidity bins up to |y|max = 2.5. The
measured cross sections agree with the predictions of perturbative QCD at NLO obtained with
five different PDF sets. Theoretical and experimental uncertainties are comparable, even at the
highest Mjj masses, so these results may be used to constrain global PDF fits.

SMP-14-002

• Measurement of dijet differential cross section 
as a function of dijet mass and rapidity is a 
stringent test to pQCD calculations and may 
constrain the proton PDF.

• Events with Njets ≥ 2 jets: pT(1st) > 60 GeV, 
pT(2nd) > 30 GeV and |y| < 2.5.
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Figure 7: Ratio of dijet cross sections to the theoretical prediction using the central value of the
NNPDF2.1 PDF set for all five |y|max bins. The solid histograms show the ratio of the cross sec-
tions calculated with the other PDF sets to that calculated with NNPDF2.1. The experimental
and theoretical systematic uncertainties are represented by the blue and red bands respectively.
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Figure 7: Ratio of dijet cross sections to the theoretical prediction using the central value of the
NNPDF2.1 PDF set for all five |y|max bins. The solid histograms show the ratio of the cross sec-
tions calculated with the other PDF sets to that calculated with NNPDF2.1. The experimental
and theoretical systematic uncertainties are represented by the blue and red bands respectively.

11

(GeV)jjM
500 1000 1500 2000 2500 3000 3500 4000 4500

R
at

io
 to

 N
N

PD
F 

2.
1

0
0.2
0.4

0.6
0.8

1

1.2
1.4

1.6

1.8
2

2.2
 R=0.7T  anti-k-1 = 8 TeV  L = 9.2 fbsCMS Preliminary  

 < 0.5 max 0.0 < |y|

Data
MSTW2008
HERA 1.5
CT10
ABM11

Theor. Unc.
Exp. Unc.

(GeV)jjM
500 1000 1500 2000 2500 3000 3500 4000 4500

R
at

io
 to

 N
N

PD
F 

2.
1

0
0.2
0.4

0.6
0.8

1

1.2
1.4

1.6

1.8
2

2.2
 R=0.7T  anti-k-1 = 8 TeV  L = 9.2 fbsCMS Preliminary  

 < 1.0 max 0.5 < |y|

Data
MSTW2008
HERA 1.5
CT10
ABM11

Theor. Unc.
Exp. Unc.

(GeV)jjM
1000 1500 2000 2500 3000 3500 4000 4500 5000

R
at

io
 to

 N
N

PD
F 

2.
1

0
0.2
0.4

0.6
0.8

1

1.2
1.4

1.6

1.8
2

2.2
 R=0.7T  anti-k-1 = 8 TeV  L = 9.2 fbsCMS Preliminary  

 < 1.5 max 1.0 < |y|

Data
MSTW2008
HERA 1.5
CT10
ABM11

Theor. Unc.
Exp. Unc.

(GeV)jjM
1000 1500 2000 2500 3000 3500 4000 4500 5000 5500

R
at

io
 to

 N
N

PD
F 

2.
1

0
0.2
0.4

0.6
0.8

1

1.2
1.4

1.6

1.8
2

2.2
 R=0.7T  anti-k-1 = 8 TeV  L = 9.2 fbsCMS Preliminary  

 < 2.0 max 1.5 < |y|

Data
MSTW2008
HERA 1.5
CT10
ABM11

Theor. Unc.
Exp. Unc.

(GeV)jjM
2000 2500 3000 3500 4000 4500 5000

R
at

io
 to

 N
N

PD
F 

2.
1

0
0.2
0.4

0.6
0.8

1

1.2
1.4

1.6

1.8
2

2.2
 R=0.7T  anti-k-1 = 8 TeV  L = 9.2 fbsCMS Preliminary  

 < 2.5 max 2.0 < |y|

Data
MSTW2008
HERA 1.5
CT10
ABM11

Theor. Unc.
Exp. Unc.

Figure 7: Ratio of dijet cross sections to the theoretical prediction using the central value of the
NNPDF2.1 PDF set for all five |y|max bins. The solid histograms show the ratio of the cross sec-
tions calculated with the other PDF sets to that calculated with NNPDF2.1. The experimental
and theoretical systematic uncertainties are represented by the blue and red bands respectively.
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Figure 2: Comparison between the jet broadening Btot distributions in data and various Monte
Carlo models. The pT bins and other details are the same as in Fig. 1.
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Figure 2: Comparison between the jet broadening Btot distributions in data and various Monte
Carlo models. The pT bins and other details are the same as in Fig. 1.

• Multijet final states allow to test both 
perturbative and non-perturbative QCD 
effects.

• Several topological variables (infrared and 
collinear safe) sensitive to higher order 
approximate effects.

• Comparison with:
• MadGraph+Pythia6 (LO ME + PS)
• Pythia6, Pythia8 and Herwig++ (PS).

➡ MagGraph generally provides best results 
(ME with multiparton final states)

➡ Transverse thrust and        
jet broadening: sensitive to 
hard parton emissions and 
hadronization process.
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Figure 1: (a,d,g,j,m) Comparison between the transverse thrust t? distributions in data and
MADGRAPH+PYTHIA 6-Z2 event generator in five different ranges of pT,1. The error bars
around the data points indicate the statistical uncertainties in data. The panels (b,e,h,k,n) show
the ratios of different models of the PYTHIA 6 event generator over data in each momentum
range and panels (c,f,i,l,o) show the ratios for other generators. The shaded bands represent
statistical and systematic uncertainties in data.
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Figure 2: Comparison between the jet broadening Btot distributions in data and various Monte
Carlo models. The pT bins and other details are the same as in Fig. 1.
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Figure 3: Comparison between the total jet mass rtot distributions in data and various Monte
Carlo models. The pT bins and other details are the same as in Fig. 1.

• At least one jet: pT > 110 GeV, |η| < 2.4
• Several bins of pT of the leading jet.

Total jet mass
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Figure 4: Comparison between the total jet transverse mass rT
tot distributions in data and vari-

ous Monte Carlo models. The pT bins and other details are the same as in Fig. 1.
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Figure 5: Comparison between the third-jet resolution parameter Y23 in data and various Monte
Carlo models. The pT bins and other details are the same as in Fig. 1.
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9.1 Comparison with Models 15
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Figure 6: Distribution of scaled energy of the leading jet being compared with predictions from
four Monte Carlo models: PYTHIA6, PYTHIA8, MADGRAPH + PYTHIA6, HERWIG++. The dis-
tributions are obtained from inclusive three-jet sample with the jets restricted in the |y| region
0.0:2.5 and with leading jet pT between 190 and 300 GeV (a) or above 500 GeV (b). The data
points are shown with statistical uncertainty only and the bands indicate the statistical and
systematic uncertainties combined in quadrature. The bottom part of each plot shows the ratio
of Monte Carlo predictions to the data. The ratios are shown with statistical uncertainty in the
data as well as in the Monte Carlo while the band shows combined statistical and systematic
uncertainties.
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➡ x3: PS fails to describe the pT of the 
leading jet scaled by √s

• At least three jets: pT > 50 GeV, |η| < 2.5
• Measurement performed in two bins of pT of 

the leading jet: 190-300 GeV and > 500 GeV.
• Definition of three- and four-jet variables 

sensitive to approximations of higher order 
implemented within PS, ME+PS event 
generators:

• three-jet mass
• four-jet mass
• x3 = pT(1st)/√s
• x4 = pT(2nd)/√s

• Bengtsson-Zerwas angle:

• Nachtman-Reiter angle:

4 5 Data Samples and Event Selection

the beam (cos q3), (2) the azimuthal angle of parton 3 (f3) and (3) the angle between the plane
containing partons 1 and 3 and the plane containing partons 4 and 5 (y) defined by

cos y =
(~p1 ^ ~p3) · (~p4 ^ ~p5)
|~p1 ^ ~p3||~p4 ^ ~p5|

where pi is the parton momentum (illustrated in Figure 1). As y ! 0� or 180�, the contribu-
tion of initial-state radiation from incoming partons increases the rate. For unpolarized beams
(as at the LHC), the azimuthal angular distribution of the parton is expected to be uniform.
Therefore, only five independent kinematic variables are needed to describe the topological
properties of the three-parton final state. In this study, however, the study is restricted to three
variables:

p
ŝ345, x3 and x4 and the angular variables are not included.

4.2 Four-Jet Variables

To define a four-parton final state in its centre of mass system, eight independent parameters
are needed. Two of these define the overall event orientation while the other six fix the internal
structure of the four-parton system. In contrast to the three-parton final state, there is no simple
relationship between the scaled parton energies and the opening angles between partons. Con-
sequently, the choice of topological variables is less obvious in this case. Variables are defined
here in a way similar to those investigated for the three-parton final state. The four partons
are ordered in descending energy in the parton centre of mass frame and labeled from 3 to 6.
The variables include the scaled energies (xi , with i = 3, · · · , 6) and the cosines of polar angles
(cos qi, with i = 3, · · · , 6) of the four jets.

In addition to the 4-parton centre of mass energy or the mass of the 4-parton system (
p

ŝ3456),
two angular distributions characterizing the orientation of event planes are investigated. One
of these is the Bengtsson-Zerwas angle (cBZ) [23] defined (Figure 2) as the angle between the
plane containing the two leading jets and the plane containing the two non-leading jets:

cos cBZ =
(~p3 ^ ~p4) · (~p5 ^ ~p6)
|~p3 ^ ~p4||~p5 ^ ~p6|

The second variable is the cosine of the Nachtmann-Reiter angle (cos qNR) [24] defined as the
angle between the momentum vector differences of the two leading jets and the two non-
leading jets:

cos qNR =
(~p3 � ~p4) · (~p5 � ~p6)
|~p3 � ~p4||~p5 � ~p6|

Figure 2 illustrates the definitions of cBZ and qNR variables. Historically, cBZ and qNR were
proposed for e+e� collisions to study gluon self-coupling. Their interpretation in pp collisions
is more complicated, but the variables can be used as a tool for studying the internal structure
of the four-jet events.

5 Data Samples and Event Selection
The CMS experiment has collected a large sample of pp collisions data at a centre of mass en-
ergy of 7 TeV from the Large Hadron Collider (LHC). The analysis is based on the dataset when
all sub-detectors of the CMS experiment have been functioning properly and corresponds to
an integrated luminosity of 5.1 fb�1.
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Figure 5: Distribution of three-jet mass being compared with predictions from four Monte Carlo
models: PYTHIA6, PYTHIA8, MADGRAPH + PYTHIA6, HERWIG++. The distributions are ob-
tained from inclusive three-jet sample with the jets restricted in the |y| region 0.0:2.5 and with
leading jet pT between 190 and 300 GeV (a) or above 500 GeV (b). The data points are shown
with statistical uncertainty only and the bands indicate the statistical and systematic uncer-
tainties combined in quadrature. The bottom part of each plot shows the ratio of Monte Carlo
predictions to the data. The ratios are shown with statistical uncertainty in the data as well as
in the Monte Carlo while the band shows combined statistical and systematic uncertainties.
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Figure 7: Distribution of scaled energy of the second leading jet being compared with predic-
tions from four Monte Carlo models: PYTHIA6, PYTHIA8, MADGRAPH + PYTHIA6, HERWIG++.
The distributions are obtained from inclusive three-jet sample with the jets restricted in the |y|
region 0.0:2.5 and with leading jet pT between 190 and 300 GeV (a) or above 500 GeV (b). The
data points are shown with statistical uncertainty only and the bands indicate the statistical and
systematic uncertainties combined in quadrature. The bottom part of each plot shows the ratio
of Monte Carlo predictions to the data. The ratios are shown with statistical uncertainty in the
data as well as in the Monte Carlo while the band shows combined statistical and systematic
uncertainties.

9.1 Comparison with Models 17

from MADGRAPH + PYTHIA6 seem to be closest to the data. Predictions from PYTHIA6 as well
as PYTHIA8 have deviations as high as 10% or larger from the data. HERWIG++ also shows
large deviation at larger pT bins.
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Figure 8: Distribution of four-jet mass being compared with predictions from four Monte Carlo
models: PYTHIA6, PYTHIA8, MADGRAPH + PYTHIA6, HERWIG++. The distributions are ob-
tained from inclusive four-jet sample with the jets restricted in the |y| region 0.0:2.5 and with
leading jet pT between 190 and 300 GeV (a) or above 500 GeV (b). The data points are shown
with statistical uncertainty only and the bands indicate the statistical and systematic uncer-
tainties combined in quadrature. The bottom part of each plot shows the ratio of Monte Carlo
predictions to the data. The ratios are shown with statistical uncertainty in the data as well as
in the Monte Carlo while the band shows combined statistical and systematic uncertainties.

Figure 8 shows comparisons of the normalized differential cross section as a function of the
four-jet mass between data and predictions of the Monte Carlo models. The distribution is
rather narrow at the low pT bin. It becomes broader with the peak shifting to higher mass
values in larger pT bins. The data are compared with the predictions from the four different
Monte Carlo models. As can be seen from the figure HERWIG++ provides the worst prediction
- the mean deviations are at the level of 15% for many of the distributions particularly for the
low pT bins (pT below 300 GeV). In the high pT bins the description of the data become slightly
better. The other three Monte Carlo models have mean agreement better than 10% over the
entire pT region.

The sub-leading jets in the four-jet event category are dominantly due to the secondary splitting
of partons. In case of gluon splitting, they can be due to a pair of qq̄ or gluons. The two angular
distributions, either the NR or the BZ, will be different for these two scenarios, and the angular
distributions are representative of the colour factors for these couplings.
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Figure 9: Distribution of Nachtmann-Reiter angle being compared with predictions from four
Monte Carlo models: PYTHIA6, PYTHIA8, MADGRAPH + PYTHIA6, HERWIG++. The distribu-
tions are obtained from inclusive four-jet sample with the jets restricted in the |y| region 0.0:2.5
and with leading jet pT between 190 and 300 GeV (a) or above 500 GeV (b). The data points
are shown with statistical uncertainty only and the bands indicate the statistical and system-
atic uncertainties combined in quadrature. The bottom part of each plot shows the ratio of
Monte Carlo predictions to the data. The ratios are shown with statistical uncertainty in the
data as well as in the Monte Carlo while the band shows combined statistical and systematic
uncertainties.

9.1 Comparison with Models 19

Figure 9 shows the normalized differential cross section as a function of the Nachtmann-Reiter
angle in inclusive four-jet sample. All the models follow the same tendency as seen in the data.
However, the degree of agreement with data is different among the models. MADGRAPH +
PYTHIA6 provides the best description of the data. HERWIG++ with angular ordering in the
parton shower is close to the data while predictions from PYTHIA6 are the furthest.
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Figure 10: Distribution of Bengtsson-Zerwas angle being compared with predictions from four
Monte Carlo models: PYTHIA6, PYTHIA8, MADGRAPH + PYTHIA6, HERWIG++. The distribu-
tions are obtained from inclusive four-jet sample with the jets restricted in the |y| region 0.0:2.5
and with leading jet pT between 190 and 300 GeV (a) or above 500 GeV (b). The data points
are shown with statistical uncertainty only and the bands indicate the statistical and system-
atic uncertainties combined in quadrature. The bottom part of each plot shows the ratio of
Monte Carlo predictions to the data. The ratios are shown with statistical uncertainty in the
data as well as in the Monte Carlo while the band shows combined statistical and systematic
uncertainties.

Figure 10 shows similar comparisons for Bengtsson-Zerwas angle. Because the azimuthal angle
is not defined for back-to-back jets, angular cuts of 160� between the two leading and the two
non-leading jets have been imposed. As can be seen from the average deviation of the ratios
from 1, predictions from MADGRAPH + PYTHIA6 and HERWIG++ are close to the data while
that from PYTHIA6 is the furthest.

The disagreement between data and the Monte Carlo programs could be due to the implemen-
tation of non-perturbative component in the Monte Carlo. Namely, this could be due to the
fragmentation model or the choice of PDF set. These effects have been investigated by study-
ing the uncertainties due to hadronization and PDF.

x4 = pT(2nd)/√s

4-jet mass

3-jet mass

Bengtsson-Zerwas angle

Nachtman-Reiter angle

The PS describes well the 
angular quantities, but fails 
to describe the pT in 3-jet 
and 4-jet final states.

Best results are achieved 
with LO ME + PS 
(MadGraph+Pythia6)



QCD & V+Jets - A. Schizzi

Jet size

17

11

60 100 200 1000

(0
.5

,0
.7

)
ℜ

0.65
0.7

0.75
0.8

0.85
0.9

0.95  |y| < 0.5

60 100 200 1000

0.65
0.7

0.75
0.8

0.85
0.9

0.95 1.5 < |y| < 2.0 60 100 200 1000

0.65
0.7

0.75
0.8

0.85
0.9

0.95 0.5 < |y| < 1.0

60 100 200 1000

0.65
0.7

0.75
0.8

0.85
0.9

0.95 2.0 < |y| < 2.5 60 100 200 1000

0.65
0.7

0.75
0.8

0.85
0.9

0.95 1.0 < |y| < 1.5

 (GeV)
T

Jet p
60 100 200 1000

0.65
0.7

0.75
0.8

0.85
0.9

0.95 2.5 < |y| < 3.0

Data
LO
NLO

NP⊗LO
NP⊗NLO

-1CMS, 5 fb  R = 0.5, 0.7T     Anti-k  = 7 TeVs

60 100 200 1000
(0

.5
,0

.7
)

ℜ
0.65

0.7
0.75
0.8

0.85
0.9

0.95  |y| < 0.5

60 100 200 1000

0.65
0.7

0.75
0.8

0.85
0.9

0.95 1.5 < |y| < 2.0 60 100 200 1000

0.65
0.7

0.75
0.8

0.85
0.9

0.95 0.5 < |y| < 1.0

60 100 200 1000

0.65
0.7

0.75
0.8

0.85
0.9

0.95 2.0 < |y| < 2.5 60 100 200 1000

0.65
0.7

0.75
0.8

0.85
0.9

0.95 1.0 < |y| < 1.5

 (GeV)
T

Jet p
60 100 200 1000

0.65
0.7

0.75
0.8

0.85
0.9

0.95 2.5 < |y| < 3.0

Data
NP⊗NLO

PYTHIA6 Z2
HERWIG++
POWHEG+PYTHIA6

-1CMS, 5 fb  R = 0.5, 0.7T     Anti-k  = 7 TeVs

Figure 3: Jet radius ratio R(0.5, 0.7) in six rapidity bins up to |y| = 3.0, compared to LO and
NLO with and without NP corrections (upper panel) and versus NLO⌦NP and MC predic-
tions (lower panel). The error bars on the data points represent the statistical and uncorrelated
systematic uncertainty added in quadrature, and the shaded bands represent correlated sys-
tematic uncertainty. The NLO calculation was provided by G. Soyez [26].

• Ratio of anti-kT jets with 
R=0.7 and R=0.5: 
sensitive to the emission 
of collinear partons.

• The choice of R is a 
matter of compromise:

• collinear emission 
losses and non-
perturbative effects;

• pileup and underlying 
event contamination.

SMP-13-002

• Comparison with:
• Fixed order NLO prediction (with NP corrections)
• Pythia6 and Herwig++: Njets > 2 modeled with PS
• Powheg+Pythia6: NLO merged with PS

• Herwig++ and Pythia6 alone fail to describe well some kinematical regions, best 
results achieved through NLO + PS merging.
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Table 5: Determinations of aS(MZ) with different PDF sets using all 3-jet mass points with
m3 > 664 GeV. Uncertainties are quoted separately for experimental sources, the PDFs, the NP
corrections, and the scale uncertainty.

PDF set c2/ndof aS(MZ) ±(exp) ±(PDF) ±(NP) ± (scale)

CT10-NLO 47.2/45 0.1171 ±0.0013 ±0.0024 ±0.0008 +0.0069
�0.0040

CT10-NNLO 48.5/45 0.1165 +0.0011
�0.0010

+0.0022
�0.0023

+0.0006
�0.0008

+0.0066
�0.0034

MSTW2008-NLO 52.8/45 0.1155 +0.0014
�0.0013

+0.0014
�0.0015

+0.0008
�0.0009

+0.0105
�0.0029

MSTW2008-NNLO 53.9/45 0.1183 +0.0011
�0.0016

+0.0012
�0.0023

+0.0011
�0.0019

+0.0052
�0.0050

HERAPDF1.5-NNLO 49.9/45 0.1143 ±0.0007 +0.0020
�0.0035

+0.0003
�0.0008

+0.0035
�0.0027

NNPDF2.1-NNLO 51.1/45 0.1164 ±0.0010 +0.0020
�0.0019

+0.0010
�0.0009

+0.0058
�0.0025
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�s(MZ ) = 0.1185 ± 0.0006 (World average)

CMS R32 ratio

CMS tt prod.
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CMS 3-jet mass

HERA
LEP
PETRA
SPS
Tevatron

Figure 8: Comparison of the aS(Q) evolution as determined in this analysis from all mea-
surement bins with m3 > 664 GeV (solid curve with light grey uncertainty band; colour ver-
sion: red curve with yellow uncertainty band) to the world average (dashed curve with dark
grey uncertainty band) [59]. The error bars on the data points correspond to the total uncer-
tainty. In addition, an overview of measurements of the running of the strong coupling aS(Q)
from electron-positron [64–66], electron-proton [68–71], and proton–(anti)proton collider ex-
periments [11, 60, 61, 67] is presented. The results of this analysis extend the covered range in
values of the scale Q up to ⇡1.4 TeV.

to the world average of aS(MZ) = 0.1185 ± 0.0006 [59]. The figure also shows an overview of
the measurements of the running of the strong coupling from various other experiments [60–
66] together with recent determinations by CMS [11, 12, 67] and from this analysis. Within
uncertainties, the new results presented here are in agreement with previous determinations
and extend the covered range in scale Q up to a value of 1.4 TeV.

7 Summary
The proton-proton collision data collected by the CMS experiment in 2011 at a centre-of-mass
energy of 7 TeV were used to measure the double-differential 3-jet production cross section as a
function of the invariant mass m3 of the three jets leading in pT, and of their maximum rapidity
ymax. The measurement covers a 3-jet mass range from 445 GeV up to 3270 GeV in two bins
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Figure 5: Ratio of the 3-jet mass cross section, divided by NP corrections, to the theory predic-
tion at NLO with the CT10-NLO (top) or CT10-NNLO PDF set (bottom) for the inner rapidity
region (left) and for the outer rapidity region (right). The data are shown with error bars rep-
resenting the statistical uncertainty after unfolding added quadratically to the 1% uncorrelated
residual uncertainty and gray rectangles for the total correlated systematic uncertainty. The
light gray (colour version: yellow) band indicates the PDF uncertainty for the CT10 PDF sets
at 68% confidence level. In addition, the ratios of the NLO predictions are displayed for the
PDF sets MSTW2008, NNPDF2.1, HERAPDF1.5, and ABM11, also at next-to- (top) and next-
to-next-to-leading evolution order (bottom).
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• αS is constrained in 3-jet differential 
cross section as a function of 3-jet 
mass and rapidity up to the TeV.

• Results are in good agreement with 
world average.

• Q2 scale nicely follows RGE evolution.

14 7 Summary

of rapidity up to |ymax| = 2. Within experimental and theoretical uncertainties, which are of
comparable size, the data are in agreement with predictions of perturbative QCD at next-to-
leading order. When used in fits of the parton distribution functions, this measurement has the
potential to constrain the gluon PDF for parton fractional momenta x between 0.05 and 0.5.

The strong coupling constant has been determined in multiple regions of 3-jet mass for values
of the scale Q between 0.4 and 1.4 TeV from a comparison between data and theory. The results
are consistent with the evolution of the strong coupling as predicted by the renormalization
group equation and extend the range in Q where this could be tested up to 1.4 TeV. A combined
fit of all data points above a 3-jet mass of 664 GeV gives the value of the strong coupling constant
aS(MZ) = 0.1171 ± 0.0013 (exp) ± 0.0024 (PDF) ± 0.0008 (NP) +0.0069

�0.0040 (scale).

This result, achieved with 3-jet production cross sections, is consistent with determinations pre-
viously reported by CMS using the inclusive jet cross section [12] and the ratio of inclusive 3-jet
to inclusive 2-jet production cross sections [11]. It is also consistent with a recent determination
of aS(MZ) by CMS at the top production threshold using theory at NNLO [67] and with the
latest world average of aS(MZ) = 0.1185 ± 0.0006 [59].
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Figure 6: Correlation coefficient between the 3-jet mass cross section and the u valence quark
(top left), d valence quark (top right), and the gluon PDFs (bottom), as a function of the mo-
mentum fraction x of the proton and the energy scale Q of the hard process. The correlation is
presented for the inner rapidity bin |y|max < 1.
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Figure 7: Ratio of the measured 3-jet mass cross section in the inner rapidity region (left) and
in the outer rapidity region (right), divided by the NP correction, with respect to the theory
prediction at NLO while using the CT10-NLO PDF set with the default value of aS(MZ) =
0.118. In addition, ratios for the theory predictions with CT10-NLO PDFs assuming different
values of aS(MZ) ranging from 0.112 up to 0.127 are shown. The error bars represent the total
uncorrelated uncertainty of the data.



QCD & V+Jets - A. Schizzi

αS measurements, 7 TeV

19

SMP-12-028

4.3 The results on aS(MZ) 17

As described in Section 3.4.1, the NP correction is defined as the centre of the envelope given
by PYTHIA6, HERWIG++, and the POWHEG + PYTHIA6 average of tunes Z2* and P11. Half the
spread among these three numbers is taken as the uncertainty. This is the default NP correction
used in this analysis. Alternatively, the PS correction factor, defined in Section 3.4.2, is applied
in addition as a cross-check to the main results.

The uncertainty in aS(MZ) due to the NP uncertainties is evaluated by looking for maximal
offsets from a default fit. The theoretical prediction T is varied by the NP uncertainty DNP
as T · NP ! T · (NP ± DNP). The fitting procedure is repeated for these variations, and the
deviation from the central aS(MZ) values is considered as the uncertainty in aS(MZ).

Finally the uncertainty due to the renormalization and factorisation scales is evaluated by
applying the same method as for the NP corrections: µr and µ f are varied from the de-
fault choice of µr = µ f = pT between pT/2 and 2pT in the following six combinations:
(µr/pT, µ f /pT) = (1/2, 1/2), (1/2, 1), (1, 1/2), (1, 2), (2, 1), and (2, 2). The c2 minimisation
with respect to aS(MZ) is repeated in each case. The contribution from the µr and µ f scale vari-
ations to the uncertainty is evaluated by considering the maximal upwards and downwards
deviation of aS(MZ) from the central result.

4.3 The results on aS(MZ)

The values of aS(MZ) obtained with the CT10-NLO PDF set are listed in Table 2 together with
the experimental, PDF, NP, and scale uncertainties for each bin in rapidity and for a simultane-
ous fit of all rapidity bins. To disentangle the uncertainties of experimental origin from those of
the PDFs, additional fits without the latter uncertainty source are performed. An example for
the evaluation of the uncertainties in a c2 fit is shown in Fig. 9. The NP and scale uncertainties
are determined via separate fits, as explained above.

For the two outer rapidity bins (1.5 < |y| < 2.0 and 2.0 < |y| < 2.5) the series in values of
aS(MZ) of the CT10-NLO PDF set does not reach to sufficiently low values of aS(MZ). As a
consequence the shape of the c2 curve at minimum up to c2 + 1 can not be determined com-
pletely. To avoid extrapolations based on a polynomial fit to the available points, the alternative
aS evolution code of the HOPPET package [49] is employed. This is the same evolution code
as chosen for the creation of the CT10 PDF set. Replacing the original aS evolution in CT10 by
HOPPET, aS(MZ) can be set freely and in particular different from the default value used in a
PDF set, but at the expense of losing the correlation between the value of aS(MZ) and the fit-
ted PDFs. Downwards or upwards deviations from the lowest and highest values of aS(MZ),
respectively, provided in a PDF series are accepted for uncertainty evaluations up to a limit
of |DaS(MZ)| = 0.003. Applying this method for comparisons, within the available range of
aS(MZ) values, an additional uncertainty is estimated to be negligible.

As a cross-check the CT10-NNLO PDF set is used for the determination of aS(MZ). These
results are presented in Table 3 and are in agreement with those obtained using the CT10-NLO
PDF set.

The final result using all rapidity bins and the CT10-NLO PDF set is (last row of Table 2)

aS(MZ) = 0.1185 ± 0.0019 (exp) ± 0.0028 (PDF) ± 0.0004 (NP)+0.0053
�0.0024 (scale)

= 0.1185 ± 0.0034 (all except scale)+0.0053
�0.0024 (scale) = 0.1185+0.0063

�0.0042,
(11)

where experimental, PDF, NP, and scale uncertainties have been added quadratically to give
the total uncertainty. The result is in agreement with the world average value of aS(MZ) =
0.1184 ± 0.0007 [50], with the Tevatron results [51–53], and recent results obtained with LHC
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Figure 10: The strong coupling aS(Q) (full line) and its total uncertainty (band) as determined
in this analysis using a two-loop solution to the RGE as a function of the momentum transfer
Q = pT. The extractions of aS(Q) in six separate ranges of Q as presented in Table 5 are shown
together with results from the H1 [58, 59], ZEUS [60], and D0 [52, 53] experiments at the HERA
and Tevatron colliders. Other recent CMS measurements [55, 56] are displayed as well.

5 Study of PDF constraints with HERAFITTER

The PDFs of the proton are an essential ingredient for precision studies in hadron-induced
reactions. They are derived from experimental data involving collider and fixed-target exper-
iments. The DIS data from the HERA-I ep collider cover most of the kinematic phase space
needed for a reliable PDF extraction. The pp inclusive jet cross section contains additional in-
formation that can constrain the PDFs, in particular the gluon, in the region of high fractions x
of the proton momentum.

The HERAFITTER project [19, 61, 62] is an open-source framework designed among other
things to fit PDFs to data. It has a modular structure, encompassing a variety of theoretical
predictions for different processes and phenomenological approaches for determining the pa-
rameters of the PDFs. In this study, HERAFITTER is employed to estimate the impact of the
CMS inclusive jet data on the PDFs and their uncertainties by using fixed-order perturbation
theory and NP corrections.

5.1 Correlation between inclusive jet production and the PDFs

The potential impact of the CMS inclusive jet data can be illustrated by the correlation between
the inclusive jet cross section sjet(Q) and the PDF x f (x, Q2) for any parton flavour f . The
NNPDF Collaboration [63] provides PDF sets in the form of an ensemble of replicas i, which
sample variations in the PDF parameter space within allowed uncertainties. The correlation
coefficient $ f (x, Q) between a cross section and the PDF for flavour f at a point (x, Q) can be
computed by evaluating means and standard deviations from an ensemble of N replicas as

$ f (x, Q) =
N

(N � 1)
hsjet(Q)i · x f (x, Q2)ii � hsjet(Q)ii · hx f (x, Q2)ii

Dsjet(Q)Dx f (x,Q2)
. (12)

Here, the angular brackets denote the averaging over the replica index i, and D represents the
evaluation of the corresponding standard deviation for either the jet cross section, Dsjet(Q), or

• αS is constrained in inclusive jet differential cross section 
as a function of pT and η up to the TeV.

• Results are in good agreement with world average.
• Q2 scale nicely follows RGE evolution.
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Figure 6: Ratio of the inclusive jet cross section to theoretical predictions using the CT10-NLO
PDF set for the five rapidity bins, where the aS(MZ) value is varied in the range 0.112–0.126 in
steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 6: Ratio of the inclusive jet cross section to theoretical predictions using the CT10-NLO
PDF set for the five rapidity bins, where the aS(MZ) value is varied in the range 0.112–0.126 in
steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 6: Ratio of the inclusive jet cross section to theoretical predictions using the CT10-NLO
PDF set for the five rapidity bins, where the aS(MZ) value is varied in the range 0.112–0.126 in
steps of 0.001. The error bars correspond to the total uncertainty.
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28 5 Study of PDF constraints with HERAFITTER
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Figure 12: The gluon (top) and sea quark (bottom) PDFs as a function of x as derived from
HERA-I inclusive DIS data alone (left) and in combination with CMS inclusive jet data (right).
The PDFs are shown at the starting scale Q2 = 1.9 GeV2. The experimental (inner band),
model (middle band), and parameterization uncertainties (outer band) are successively added
quadratically to give the total uncertainty.

5.2 The fitting framework 23

Figure 11: The correlation coefficient between the inclusive jet cross section and the gluon (top
row), the u valence quark (middle row), and the d valence quark PDFs (bottom row), as a
function of the momentum fraction x of the proton and the energy scale Q of the hard process.
The correlation is shown for the central rapidity region |y| < 0.5 (left) and for 2.0 < |y| < 2.5
(right).

SMP-12-028

• The inclusive jet cross section is 
very sensitive to the gluon PDF          
at high x (x ≳ 0.01).

• Improvement of PDF constraints 
obtained through the HERAFITTER 
framework.

• Moderate improvement also on the 
constraints to valence quark PDFs.

5.4 Determination of PDF uncertainties using the MC method with regularisation 29
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Figure 13: The u valence quark (top) and d valence quark (bottom) PDFs as a function of x as
derived from HERA-I inclusive DIS data alone (left) and in combination with CMS inclusive jet
data (right). The PDFs are shown at the starting scale Q2 = 1.9 GeV2. The experimental (inner
band), model (middle band), and parameterization uncertainties (outer band) are successively
added quadratically to give the total uncertainty.
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Figure 13: The u valence quark (top) and d valence quark (bottom) PDFs as a function of x as
derived from HERA-I inclusive DIS data alone (left) and in combination with CMS inclusive jet
data (right). The PDFs are shown at the starting scale Q2 = 1.9 GeV2. The experimental (inner
band), model (middle band), and parameterization uncertainties (outer band) are successively
added quadratically to give the total uncertainty.
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• Several results have been produced by CMS on the V+jets and inclusive jet 
processes by exploiting the p-p datasets at 7 TeV (2011) and 8 TeV (2012).

• Good understanding of perturbative QCD calculations and proton PDFs is 
the key to success in physics analyses at √s = 13 TeV.

• Valuable input to αS and PDF fits.

• The NLO calculations merged with PS yield the best description of data and 
are becoming a standard.

• Some known issues in the theoretical description:
• pT distribution of jets associated to W,Z in LO ME + PS calculations 

(MadGraph+Pythia6);
• b quarks collinear production;
• NLO fixed order calculations unable to describe some kinematical 

features.
• PS alone fails to describe several kinematical distributions, best results 

achieved through NLO+PS merging.
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Figure 3: Unfolded differential cross section as a function of pT for the first (top left), second (top
right), third (bottom left), and fourth (bottom right) highest pT jets, compared with SHERPA,
POWHEG, and MADGRAPH predictions. Error bars around the experimental points represent
the statistical uncertainty, while cross-hatched bands represent statistical plus systematic un-
certainty. The bands around theory predictions correspond to the statistical uncertainty of the
generated sample and, for NLO calculations, to its combination with systematic uncertainty
related to scale variations.

8 8 Results

8.2 Differential cross section in jet p
T

The measured differential cross sections as a function of jet pT for the first, second, third fourth
and fifth jets are presented in Fig. 3, 4, and 5. The cross sections are falling rapidly with increas-
ing pT for all the jets in the final state: for the jets with the largest transverse momentum (Fig. 3
left) it decreases over almost two orders of magnitude for pT between 30 and 100 GeV, while
the cross section for the 5th jet decreases over 3 orders of magnitude in the same pT range.

For the leading jet, the agreement of the MADGRAPH prediction with the measurement is very
good up to ⇠150 GeV. Discrepancies are observed from ⇠150 GeV to ⇠450 GeV. A similar
bump on the ratio with the tree level calculation was observed at

p
s = 7 TeV in the CMS

measurement [8], using for the prediction the same generators as here, as well as in the ATLAS
measurement [5], using ALPGEN [36] interfaced to HERWIG [37] for the prediction. The SHERPA
calculation predicts a slightly harder spectrum than the measurement. The pT distributions of
subsequent jets (2nd to 5th) are well described by both models within the uncertainties. SHERPA
is predicting a different behaviour at low pT than MADGAPH. The accuracy of the measurement
does not allow arbitrating this difference.
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Figure 3: Differential cross section measured as a function of the (left) 1st and (right) 2nd jet pT
compared to the SHERPA and MADGRAPH Monte Carlo predictions. The lower panels show
the ratios of the theory predictions to data. Error bars around the experimental points show the
statistical uncertainty, while the crosshatched bands indicate the statistical plus systematic un-
certainties added in quadrature. The colored filled band around the MC prediction represents
the statistical uncertainty of the generated sample.
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Figure 5: Unfolded differential cross section as a function of HT for events with at least one (top
left), two (top right), three (bottom left), and four (bottom right) jets compared with SHERPA,
POWHEG, and MADGRAPH predictions. Error bars around the experimental points represent
the statistical uncertainty, while cross-hatched bands represent statistical plus systematic un-
certainty. The bands around theory predictions correspond to the statistical uncertainty of the
generated sample and, for NLO calculations, to its combination with systematic uncertainty
related to scale variations.

7 TeV

14 8 Results

8.4 Differential cross section in jet H
T

Differential cross sections as a function of the scalar sum of jet transverse momenta, HT, for
inclusive one-, two-, three-, four- and five-jet production are shown in Fig. 9, 10 and 11.

The predictions of the considered generators agree well with the measurements within the
experimental uncertainties. For events with 3 jets and more (Fig. 10 left and right), SHERPA
predicts a different shape than MADGRAPH at low values near the kinematic threshold. The
SHERPA prediction is favored by the measurement’s central value, but the precision of the mea-
surement does not allow to discard the prediction of the other generator.
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Figure 9: Differential cross section measured as a function of HT for (left) Njets � 1 and (right)
Njets � 2 compared to the SHERPA and MADGRAPH Monte Carlo predictions. The lower pan-
els show the ratios of the theory predictions to data. Error bars around the experimental points
show the statistical uncertainty, while the crosshatched bands indicate the statistical plus sys-
tematic uncertainties added in quadrature. The colored filled band around the MC prediction
represents the statistical uncertainty of the generated sample.

8 TeV

HT is the scalar sum of the pT of all the jets in the event
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Figure 2: Left: The Z boson differential transverse momentum cross-section in an inclusive
Z/g⇤ + jets, njets � 2 selection in data compared with predictions from MADGRAPH+PYTHIA6,
SHERPA and BLACKHAT. Right: the g differential transverse momentum cross-section in
an inclusive g + jets, njets � 2 selection for central rapidities |yg| < 1.4 in data compared
with prediction from MADGRAPH+PYTHIA6. For the Z/g⇤ + jets, MADGRAPH+PYTHIA6 and
SHERPA are rescaled by a global NNLO k-Factor, for g + jets the LO cross-section from MAD-
GRAPH+PYTHIA6 is used. The hatched (grey) band represents the total uncertainty on the
measurement, while the error bars show the statistical uncertainty. The shaded bands around
MC/data ratios of MADGRAPH+PYTHIA6 and SHERPA represent the statistical uncertainty of
the MC prediction. The (green) hatched band around BLACKHAT/data ratio (using MSTW)
represents the total uncertainty of the prediction due to PDF and scale variations, while the in-
ner (dark red) hatched band the uncertainty due to PDF variations. Overlayed in dashed blue
and orange are BLACKHAT predictions using the NNPDF and CT10 PDF sets, respectively.
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Figure 3: The inclusive 2 jet over inclusive 1 jet ratio as a function of the boson transverse mo-
mentum for Z + jets in data compared with predictions from MADGRAPH+PYTHIA6, SHERPA
and BLACKHAT (left) and for g + jets for central rapidities |yg| < 1.4 in data compared with
prediction from MADGRAPH+PYTHIA6 (right). The hatched (grey) band represents the total
uncertainty on the measurement, while the error bars show the statistical uncertainty. The
shaded bands around MC/data ratios of MADGRAPH+PYTHIA6 and SHERPA represent the sta-
tistical uncertainty of the MC prediction. The (green) hatched band around BLACKHAT/data
ratio (using MSTW) represents the total uncertainty of the prediction due to PDF and scale
variations, while the inner (dark red) hatched band the uncertainty due to PDF variations.
Overlayed in dashed blue and orange are BLACKHAT predictions using the NNPDF and CT10
PDF sets, respectively.
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Figure 5: The log10 pZ
T /pj1

T cross-section in the njets � 2 case (left) and in the njets � 3 case (right)
in data compared with predictions from MADGRAPH+PYTHIA6, SHERPA and BLACKHAT. The
hatched (grey) band represents the total uncertainty on the measurement. The shaded bands
around MC/data ratios of MADGRAPH+PYTHIA6 and SHERPA represent the statistical uncer-
tainty of the MC prediction. The (green) hatched band around BLACKHAT/data ratio (using
MSTW) represents the total uncertainty of the prediction due to PDF and scale variations, while
the inner (dark red) hatched band the uncertainty due to PDF variations. Overlayed in dashed
blue and orange are BLACKHAT predictions using the NNPDF and CT10 PDF sets, respectively.
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Figure 4: The pZ
T /HT in the njets � 2 case (left) and the njets � 3 case (right) in data compared

with predictions from MADGRAPH+PYTHIA6, SHERPA and BLACKHAT. The hatched (grey)
band represents the total uncertainty on the measurement. The shaded bands around MC/data
ratios of MADGRAPH+PYTHIA6 and SHERPA represent the statistical uncertainty of the MC
prediction. The (green) hatched band around BLACKHAT/data ratio (using MSTW) represents
the total uncertainty of the prediction due to PDF and scale variations, while the inner (dark
red) hatched band the uncertainty due to PDF variations. Overlayed in dashed blue and orange
are BLACKHAT predictions using the NNPDF and CT10 PDF sets, respectively.
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Z → ll (l = e,mu):
• 2011 data √s = 7 TeV, Int. luminosity: 5.2 fb-1;
• electrons, muons: pT > 20 GeV, |η| < 2.4;
• 76 < mll < 106 GeV;
• Exactly 1 or at least 2 b-jets: anti-kt(R=.5), pT > 25 GeV, |η| < 2.1, ΔR(jet,lepton) > 0.5.
• CSV b-tagging criteria applied.

Z +b/bb, 7 TeV
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8 6 Systematic uncertainties

between data and simulations in Figs. 2 and 4 justifies the use of this sample for the unfolding
procedure.
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Figure 4: The combined muon+electron distributions of the pT of the leading-pT (left) and
subleading-pT (right) b-tagged jet for the Z+2b-jets sample. The simulated samples are normal-
ized to the theoretical predictions. The last bin in both distributions contains the overflow, and
the uncertainties in the simulations are shown as a hatched band. The data/simulation ratio
shows the separate contributions to this uncertainty: the band represents the statistical uncer-
tainty in the simulated yield, and the lines indicate the uncertainties related to the jet energy
scale (dashed) and the b-tag scale factors (solid).

The inclusive cross section for the production of a Z boson in association with at least one b
jet is the sum of the two cross sections in Eq. (2), namely, sZ+b ⌘ sZ+1b + sZ+2b. The ratio of
this cross section to the cross section for the production of a Z boson with any kind of jet is
denoted sZ+b/Z+j. The cross sections are defined using the same acceptance for the different
lepton flavours: events have leptons with p`T > 20 GeV and |h`| < 2.4, a dilepton invariant
mass 76 < M`` < 106 GeV, and jets with pj

T > 25 GeV and |h j| < 2.1, and a separation between
the leptons and the jets of DR(`, j) > 0.5.

The terms in Eq. (2) related to the b-tagging and Emiss
T efficiencies are found to be very similar

for the muon and the electron channels, as expected. For the lepton selection efficiencies, results
are found to be almost identical between the two b-jet multiplicity bins, which is expected since
the requirement of DR(`, j) > 0.5 effectively renders the lepton selection insensitive to the jet
multiplicity.

6 Systematic uncertainties

The following sources of systematic uncertainties are considered:

• Background from light-parton jets: For the estimate of the background due to mistagged

12 8 Cross sections
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Figure 5: Distributions of kinematic observables for the Z+2b-jets selection of the combined
electron and muon samples, and a comparison with the simulated samples that are normalized
to the theoretical predictions. Top left: the dijet mass of the two b-tagged jets. Top right: the
pT distribution of the dijet pair. Left bottom: the azimuthal angle f between the Z boson and
the dijet system. Right bottom: the pT distribution of the dilepton pair. The right-most bin
in the last three plots contains the overflow. Uncertainties in the predictions are shown as a
hatched band. The data/simulation ratio shows the separate contributions to this uncertainty:
the band represents the statistical uncertainty on the simulated yield, and the lines indicate the
uncertainties related to the jet energy scale (dashed) and the b-tagging scale factors (solid).

Kinematical distributions:
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Z → ll (l = e,mu):
• 2011 data √s = 7 TeV, Int. luminosity: 5.2 fb-1;
• electrons, muons: pT > 20 GeV, |η| < 2.4;
• 81< mll < 101 GeV;
• Exactly 2 B hadrons: pT > 15 GeV, |η| < 2.
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Figure 5. Di↵erential cross sections for all pZT, as a function of �RBB (top left), ��BB (top
right), min�RZB (bottom left), and AZBB (bottom right). The measured values are shown as
black points. The dotted bands correspond to the quadratic sum of statistical and systematic
uncertainties. Statistical uncertainties are shown separately as solid bands. The measurements
are compared to the hadron-level predictions by MadGraph in the four- and five-flavour schemes,
alpgen, and amc@nlo. For each distribution the ratio between the Monte Carlo predictions
and the measurements is also shown, with the total experimental uncertainty indicated by the
dotted area.

The MG5F MC generator has been one of the standard tools used to simulate back-

grounds from associated production of vector bosons and heavy quarks for Higgs boson

and new physics searches as well as SM studies. The results reported here indicate that

such a description may not be optimal for analyses sensitive to the production of collinear

b hadrons. This fact may be particularly important in the simulation of the Wbb pro-

cess, where collinear b-hadron production is expected to be enhanced compared to the

Zbb process.
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Figure 5. Di↵erential cross sections for all pZT, as a function of �RBB (top left), ��BB (top
right), min�RZB (bottom left), and AZBB (bottom right). The measured values are shown as
black points. The dotted bands correspond to the quadratic sum of statistical and systematic
uncertainties. Statistical uncertainties are shown separately as solid bands. The measurements
are compared to the hadron-level predictions by MadGraph in the four- and five-flavour schemes,
alpgen, and amc@nlo. For each distribution the ratio between the Monte Carlo predictions
and the measurements is also shown, with the total experimental uncertainty indicated by the
dotted area.
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measured in the x-y plane in radians. Pseudorapidity is defined as h = � ln[tan(q/2)].

The central feature of the CMS detector is a superconducting solenoid of 6 m internal diameter,
providing a magnetic field of 3.8 T. Within the field volume, there are silicon pixel and strip
trackers, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a sampling hadron
calorimeter made up of layers of brass plates and plastic scintillators. The calorimeters provide
coverage in pseudorapidity up to |h| = 3.0. A preshower detector consisting of two planes of
silicon sensors interleaved with lead is located in front of the ECAL at 1.7 < |h| < 2.6. An iron
and quartz fiber Cherenkov hadron calorimeter covers pseudorapidities 3.0 < |h| < 5.0. The
muons are measured in the pseudorapidity range |h| < 2.4, with detection planes made using
three technologies: drift tubes, cathode strip chambers, and resistive plate chambers.

The particle-flow (PF) algorithm [11, 12] combines information on charged particles from the
tracking system, energy deposits in the electromagnetic and hadron calorimeters, as well as
signals in the preshower detector and muon systems to assign a four-momentum vector to par-
ticles, i.e. g, e±, µ±, charged, and neutral hadrons. Jets are reconstructed using these particles.
The energy calibration of individual particle types is performed separately. At the PF level,
the jet constituents are almost fully calibrated and require only a small correction (less than
10%) [13] due to tracking inefficiencies and threshold effects. The jet clustering is performed
using the anti-kT clustering algorithm [14, 15] with a distance parameter R = 0.5. The jets
are ordered by descending pT with pT,1 and pT,2 representing the transverse momenta of the
leading and the second leading jets, respectively.

3 Event-shape variables

Five event-shape variables are analysed in this paper: the transverse thrust t?, the total jet
broadening Btot, the total jet mass rtot, the total transverse jet mass rT

tot and the third-jet resolu-
tion parameter Y23. In the formulae below, pT,i, hi, and fi represent the transverse momentum,
pseudorapidity, and azimuthal angle of the ith jet, and n̂T is the unit vector that maximizes the
sum of the projections of ~pT,i. The transverse thrust axis n̂T and the beam form the so-called
event plane. Based on the direction of n̂T, the transverse region is separated into an upper side
CU, consisting of all jets with ~pT · n̂T > 0, and a lower side CL, with ~pT · n̂T < 0. The jet broaden-
ing and third-jet resolution variables require at least three selected jets, whereas the calculation
of other variables requires at least two jets. The n̂T vector is defined only up to a global sign
- choosing one sign or the other has no consequence since it simply exchanges the upper and
lower event regions.

Transverse thrust: The event thrust observable in the transverse plane is defined as

t? ⌘ 1 � max
n̂T

Âi|~pT,i · n̂T|
Âi pT,i

. (1)

This variable probes the hadronisation process and is sensitive to the modelling of two-
jet and multijet topologies. In this paper “multijet” refers to “more-than-two-jet”. In the
limit of a perfectly balanced two-jet event, t? is zero, while in isotropic multijet events it
amounts to (1 � 2/p).

Jet broadening: The pseudorapidities and the azimuthal angles of the axes for the upper and

3

lower event regions are defined by

hX ⌘ Âi2CX
pT,i hi

Âi2CX
pT,i

, (2)

fX ⌘ Âi2CX
pT,i fi

Âi2CX
pT,i

, (3)

where X refers to upper (U) or lower (L) side. From these, the jet broadening variable in
each region is defined as

BX ⌘ 1
2 PT

Â
i2CX

pT,i

q
(hi � hX)2 + (fi � fX)2, (4)

where PT is the scalar sum of the transverse momenta of all the jets. The total jet broad-
ening is then defined as

Btot ⌘ BU + BL. (5)

Jet masses: The normalized squared invariant mass of the jets in the upper and lower regions
of the event is defined by

rX ⌘ M2
X

P2 , (6)

where MX is the invariant mass of the constituents of the jets in the region X, and P is the
scalar sum of the momenta of all constituents in both sides.

The jet mass variable is defined as the sum of the masses in the upper and lower regions,

rtot ⌘ rU + rL. (7)

The corresponding jet mass in the transverse plane, rT
tot, is also similarly calculated in

transverse plane.

Third-jet resolution parameter: The third-jet resolution parameter is defined as

Y23 ⌘
min(p2

T,3 , [min(pT,i , pT,j)2 ⇥ (DRij)2/R2])

P2
12

, (8)

where i, j run over all three jets, (DRij)2 = (hi � hj)2 + (fi � fj)2, and pT,3 is the transverse
momentum of the third jet in the event. If there are more than three jets in the event, they
are iteratively merged using the kT algorithm [16, 17] with a distance parameter R = 0.6.
To compute P12, three jets are merged into two using the procedure described above and
P12 is then defined as the scalar sum of the transverse momenta of the two remaining jets.

The Y23 variable estimates the relative strength of the pT of the third jet with respect to
the other two jets. It vanishes for two-jet events, and a nonzero value of Y23 indicates the
presence of hard parton emission, which tests the parton showering model of QCD event
generators. A test like this is less sensitive to the details of the underlying event (UE) and
parton hadronization models than the other event-shape variables [2].
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The central feature of the CMS detector is a superconducting solenoid of 6 m internal diameter,
providing a magnetic field of 3.8 T. Within the field volume, there are silicon pixel and strip
trackers, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a sampling hadron
calorimeter made up of layers of brass plates and plastic scintillators. The calorimeters provide
coverage in pseudorapidity up to |h| = 3.0. A preshower detector consisting of two planes of
silicon sensors interleaved with lead is located in front of the ECAL at 1.7 < |h| < 2.6. An iron
and quartz fiber Cherenkov hadron calorimeter covers pseudorapidities 3.0 < |h| < 5.0. The
muons are measured in the pseudorapidity range |h| < 2.4, with detection planes made using
three technologies: drift tubes, cathode strip chambers, and resistive plate chambers.

The particle-flow (PF) algorithm [11, 12] combines information on charged particles from the
tracking system, energy deposits in the electromagnetic and hadron calorimeters, as well as
signals in the preshower detector and muon systems to assign a four-momentum vector to par-
ticles, i.e. g, e±, µ±, charged, and neutral hadrons. Jets are reconstructed using these particles.
The energy calibration of individual particle types is performed separately. At the PF level,
the jet constituents are almost fully calibrated and require only a small correction (less than
10%) [13] due to tracking inefficiencies and threshold effects. The jet clustering is performed
using the anti-kT clustering algorithm [14, 15] with a distance parameter R = 0.5. The jets
are ordered by descending pT with pT,1 and pT,2 representing the transverse momenta of the
leading and the second leading jets, respectively.

3 Event-shape variables

Five event-shape variables are analysed in this paper: the transverse thrust t?, the total jet
broadening Btot, the total jet mass rtot, the total transverse jet mass rT

tot and the third-jet resolu-
tion parameter Y23. In the formulae below, pT,i, hi, and fi represent the transverse momentum,
pseudorapidity, and azimuthal angle of the ith jet, and n̂T is the unit vector that maximizes the
sum of the projections of ~pT,i. The transverse thrust axis n̂T and the beam form the so-called
event plane. Based on the direction of n̂T, the transverse region is separated into an upper side
CU, consisting of all jets with ~pT · n̂T > 0, and a lower side CL, with ~pT · n̂T < 0. The jet broaden-
ing and third-jet resolution variables require at least three selected jets, whereas the calculation
of other variables requires at least two jets. The n̂T vector is defined only up to a global sign
- choosing one sign or the other has no consequence since it simply exchanges the upper and
lower event regions.

Transverse thrust: The event thrust observable in the transverse plane is defined as
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. (1)

This variable probes the hadronisation process and is sensitive to the modelling of two-
jet and multijet topologies. In this paper “multijet” refers to “more-than-two-jet”. In the
limit of a perfectly balanced two-jet event, t? is zero, while in isotropic multijet events it
amounts to (1 � 2/p).
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