
Rosen	  Matev	  La	  Thuile,	  March	  5,	  2015	  

Z	  produc)on	  at	  LHCb	  

Rosen	  Matev	  
(CERN	  &	  University	  of	  Sofia)	  

on	  behalf	  of	  the	  LHCb	  CollaboraEon	  
	  

Rencontres	  de	  Physique	  de	  la	  Vallée	  d'Aoste	  

1	  



Rosen	  Matev	  La	  Thuile,	  March	  5,	  2015	  

Outline	  

•  Z	  →	  ee	  at	  8	  TeV	  
•  Direct	  luminosity	  calibraEon	  
–  beam-‐gas	  imaging	  method	  
–  van	  der	  Meer	  scan	  method	  
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σ =
N
Ldt∫

Z	  →	  ee	  at	  8	  TeV	   arXiv:1503.00963	  
Z	  +	  b-‐jet	  at	  7	  TeV	   JHEP	  01	  (2015)	  064	  
Z	  +	  jet	  at	  7	  TeV	   JHEP	  01	  (2014)	  033	  
Z	  →	  ee	  at	  7	  TeV	   JHEP	  02	  (2013)	  106	  
Z	  →	  ττ	  at	  7	  TeV	   JHEP	  01	  (2013)	  111	  
Z	  →	  μμ	  at	  7	  TeV	   LHCb-‐CONF-‐2013-‐007	  
Luminosity	   JINST	  9	  (2014)	  P12005	  
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LHCb	  detector	  
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JINST	  3	  (2008)	  S080005	  

Vertexing	  
Tracking	  

PID:	  RICH	  detectors	  and	  Muon	  staEons	  

Calorimeters	  
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LHCb	  explored	  kinema)cs	  

•  LHCb	  probes	  two	  regions	  
–  high	  x	  (PDFs	  well	  known)	  
–  low	  x	  (PDFs	  unknown)	  

•  PDF	  uncertainEes	  are	  large	  (5-‐8%)	  at	  the	  
rapidity	  accessible	  to	  LHCb	  (2	  <	  y	  <	  5)	  
•  Electroweak	  measurements	  at	  LHCb	  
provide	  valuable	  input	  for	  the	  PDF	  fits	  
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Z	  →	  ee	  cross-‐sec)on	  
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Figure 1: Comparison between data and simulation for the distribution of M(e+e�). The
opposite-sign data are shown as points with error bars, the background obtained from same-sign
data is shown in red (dark shading), to which the expectation from Z !e+e� simulation is added
in yellow (light shading). The simulated distribution is normalised to the background-subtracted
data. The ⌧+⌧� background is also included (green), though barely visible.

The e�ciency of the event selection is factorised into several components,107

✏ = ✏track · ✏kin · ✏PID · ✏GEC · ✏trig . (2)

The e�ciencies are determined such that the e�ciency for each stage of the analysis is108

estimated for events that pass the preceding stages. Thus, ✏track is the e�ciency associated109

with the reconstruction of both electrons as tracks satisfying the quality requirements and110

✏kin gives the e�ciency that both these reconstructed electron tracks satisfy the kinematic111

acceptance requirements on pT and ⌘. Similarly, ✏PID is the e�ciency for identification112

of the tracks as electrons, ✏GEC is the estimated e�ciency of the global event cuts for113

these events and ✏trig is the trigger e�ciency. The determination of these contributions to114

the e�ciency is performed separately in each bin of yZ or of �

⇤. The contribution that115

each term in the e�ciency makes to the systematic uncertainty on the measurement is116

summarised in Sect. 4.117

The tracking e�ciency, ✏track, gives the probability that, in events in which the electrons118

satisfy 2.0 < ⌘ < 4.5, pT > 20 GeV and 60 < M(e+e�) < 120 GeV at the particle level,119

both of them correspond to reconstructed tracks satisfying the track quality requirements.120

In order to characterise accurately the dependence of the e�ciency on yZ and �

⇤, the121

e�ciency is taken from simulation. A consistency check using data allows a systematic122

uncertainty to be assigned. The e�ciency shows a significant dependence on yZ, but almost123

no variation with �

⇤.124
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data	  (65.6k)	  
simulated	  signal	  
background	  from	  
same-‐sign	  data	  (4.6k)	  

–  ∫L	  =	  2	  m-‐1	  (2012)	  
–  trigger	  on	  high-‐pT	  single-‐electron	  signal	  
–  selecEon:	  electron	  and	  positron	  with	  
	  	  	  	  	  	  pT	  >	  20	  GeV/c	  	  and	  	  2.0	  <	  η	  <	  4.5	  
–  parEcle	  idenEficaEon	  by	  high-‐energy	  

electron	  signature	  in	  the	  calorimeters	  
–  M(ee)	  >	  40	  GeV/c2	  	  
–  peak	  degraded	  by	  bremsstrahlung	  that	  is	  

not	  fully	  recovered	  in	  the	  calorimeters	  
–  compared	  to	  Z	  →	  μμ:	  independent	  sample	  

and	  different	  sources	  of	  systemaEc	  
uncertainEes	  

arXiv:1503.00963	  

Table 1: E�ciencies and other factors used for the cross-section determination (see Eq. (1))
averaged over the experimental acceptance by integrating over yZ. The fractional uncertainties
on the overall factors are also given, separated into components that are assumed to be correlated
and uncorrelated between bins of the di↵erential distributions.

Fractional uncertainty
Average value Uncorrelated Correlated

✏track 0.912 0.001 0.010
✏kin 0.507 0.002 0.006
✏PID 0.838 0.001 0.007
✏GEC 0.916 — 0.006
✏trig 0.892 0.001 —
✏ 0.319 0.002 0.016
fMZ 0.969 0.001 —
Background estimation — — 0.004R Ldt / pb�1 1976 — 0.012

uncertainty, ±0.010, which is assumed to be fully correlated between bins of the di↵erential
distributions.

The kinematic e�ciency is also evaluated from simulation. Accurate simulation of
the detector material is necessary in order that energy losses through bremsstrahlung
be correctly modelled, and any inaccuracy would lead to a scaling of the measured
momenta. This is tested by examining the modelling of the pT distributions by simulation,
particularly in the neighbourhood of the 20GeV threshold. Figure 2 shows the distribution
of min(pT(e+), pT(e�)) for data compared with simulation. In order to quantify the
uncertainty in ✏kin, the pT values in data are scaled by a global factor ↵ to represent the
e↵ect of an uncertainty in the detector material. The �

2 between data and simulation
is examined as ↵ is varied. The resulting uncertainty in ↵ translates into a relative
uncertainty in ✏kin of 0.6% (or 1.2% for yZ > 3.75), which is taken to be a systematic
uncertainty fully correlated between bins.

The contribution to ✏PID resulting from the calorimeter acceptance is purely geometrical
and is assumed to be modelled reliably in simulation. To assess the reliability of simulation
for the calorimeter energy requirements, events are selected in which one electron is tagged
using the standard criteria, while a second probe track is found that satisfies all the
requirements apart from that on the energy recorded in one of the calorimeters. By
examining the distributions of calorimeter energy in the neighbourhood of the threshold
applied, an estimate of any correction needed and its uncertainty is made. The test is
repeated for each part of the calorimeter in turn. As a result of these studies, a systematic
uncertainty of 0.7% on ✏PID is assigned, independent of yZ and �

⇤, and treated as fully
correlated between bins.

The statistical uncertainty in the determination of ✏GEC is taken as part of the systematic
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Z	  →	  ee	  cross-‐sec)on	  
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Figure 6: (left) Normalised di↵erential cross-section (1/�)d�/d�⇤ as a function of �⇤. The
measured data are shown as the shaded bands, with the inner (orange) bands indicating
the statistical error and the outer (yellow) bands the total uncertainty. For comparison, the
predictions of the leading-log calculations described in the text are shown. (right) The same data
and predictions normalised to the measurement in data, so that the measurements are shown as
the shaded bands at unity. To aid clarity, small horizontal displacements are applied to some of
the predictions.
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Figure 4: Measured cross-section for Z ! e+e� shown as the shaded band, with the inner
(orange) band indicating the statistical error and the outer (yellow) band the total uncertainty.
For comparison, the NNLO predictions of Fewz are shown using five di↵erent sets of PDFs. The
uncertainties on these predictions include the PDF uncertainties (which dominate) as well as the
errors arising from numerical integration.
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Figure 5: (left) Di↵erential cross-section d�/dyZ and (right) normalised di↵erential cross-section
(1/�)d�/dyZ as a function of yZ. The measured data are shown as the shaded bands, with
the inner (orange) bands indicating the statistical error and the outer (yellow) bands the total
uncertainty. For comparison, the NNLO predictions of Fewz using five di↵erent sets of PDFs
are shown on the left-hand plot. The same data are compared with leading log calculations in
the right-hand plot. To aid clarity, small horizontal displacements are applied to some of the
predictions.
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φ* ≡
tan((π − Δφ ) / 2)
cosh(Δη / 2)

≈
pT
M

Good	  agreement	  with	  NNLO	  
predicEons	  using	  5	  different	  PDF	  sets	  
	  *	  ABM12	  and	  NNPDF	  include	  some	  LHC	  
measurements	  

Comparison	  with	  
leading-‐log	  calculaEons:	  
	  	  data	  falls	  between	  
models	  

Table 3: Di↵erential cross-section for Z! e+e� as a function of �⇤. The first error is statistical,
the second the uncorrelated experimental systematic, the third the correlated experimental
systematic and the last error is the uncertainty in luminosity. The cross-sections are at the Born
level, i.e. before FSR. The rightmost column gives values of the additional factor, fFSR, by which
the results should be multiplied in order to give the cross-sections after FSR.

�

⇤ d�/d�

⇤ [pb] fFSR

0.00–0.01 996± 13 ± 7 ± 15 ± 12 0.954± 0.001
0.01–0.02 933± 13 ± 7 ± 14 ± 11 0.955± 0.001
0.02–0.03 851± 12 ± 6 ± 13 ± 10 0.954± 0.001
0.03–0.05 664± 8 ± 4 ± 10 ± 8 0.954± 0.001
0.05–0.07 505± 7 ± 3 ± 7 ± 6 0.953± 0.001
0.07–0.10 346± 5 ± 2 ± 5 ± 4 0.952± 0.001
0.10–0.15 221.5± 2.9 ± 1.4 ± 3.4 ± 2.7 0.953± 0.001
0.15–0.20 126.9± 2.2 ± 1.1 ± 2.0 ± 1.6 0.952± 0.001
0.20–0.30 65.8± 1.1 ± 0.5 ± 1.0 ± 0.8 0.949± 0.001
0.30–0.40 32.2± 0.8 ± 0.4 ± 0.5 ± 0.4 0.951± 0.002
0.40–0.60 13.86± 0.36 ± 0.17 ± 0.22 ± 0.17 0.951± 0.002
0.60–0.80 5.63± 0.23 ± 0.11 ± 0.09 ± 0.07 0.955± 0.003
0.80–1.20 1.64± 0.09 ± 0.04 ± 0.03 ± 0.02 0.957± 0.003
1.20–2.00 0.334± 0.026± 0.013± 0.006± 0.004 0.957± 0.005
2.00–4.00 0.031± 0.006± 0.002± 0.001± 0.001 0.966± 0.007

6 Summary278

A measurement of the cross-section for Z-boson production in the forward region of
pp collisions at 8 TeV centre-of-mass energy is presented. The measurement, using an
integrated luminosity of 2.0 fb�1 recorded using the LHCb detector, is based on the
Z ! e+e� decay. The acceptance is defined by the requirements 2.0 < ⌘ < 4.5 and
pT > 20 GeV for the leptons while their invariant mass in the range is required to lie in
the range 60–120 GeV. The cross-section is determined to be

�(pp! Z! e+e�) = 93.81± 0.41(stat)± 1.48(syst)± 1.14(lumi) pb ,

where the first uncertainty is statistical and the second reflects all systematic uncertainties279

apart from that associated with the luminosity, which is given as the third uncertainty.280

Di↵erential cross-sections are also presented as functions of the Z-boson rapidity, and the281

angular variable �

⇤. The rapidity distribution is well modelled by NNLO calculations, and is282

compared with several recent sets of parton distribution functions. A reasonable description283

of the �

⇤ distribution requires the use of calculations that implement approximations of284

higher orders, either through resummation or using parton shower techniques.285

11

arXiv:1503.00963	  

pT(e±)	  >	  20	  GeV/c	  	  and	  	  2.0	  <	  η(e±)	  <	  4.5	  
60	  <	  M(ee)	  <	  120	  GeV/c2	  
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3.3. TRACKING SYSTEM 35

3.3.2 Vertex Locator
The VELO [54, 55, 57] is installed directly around the interaction point. It allows
to measure the trajectories of charged particles and to determine the vertices from
which they originate. At LHCb, the average distance between the production vertex
and the vertex of a decayed B hadron is approximately 12 mm [58]. The trigger
system uses this relatively long decay length to select B events. The resolution is
su�cient to identify and reconstruct B-hadron decays as well as to measure their
lifetime and the Bs oscillation frequency. An average uncertainty in the primary
vertex position of 42 µm along the beam and 10 µm in the perpendicular plane is
predicted, which translates into an average B-decay proper-time resolution of 40 fs.

The sensitive component of the VELO detector is formed by 21 stations, each
consisting of two halves with each two silicon strip sensors, which measure the R
and � coordinates. These are placed along the beam, enclosing the nominal interac-
tion point. The layout of the stations is such that tracks between 15 and 390 mrad
from a vertex located inside 106 mm, which corresponds to 2� of the nominal inter-
action point, cross at least three stations. This requirement ensures that the track will
be properly reconstructed. The resulting arrangement of the stations which respects
the requirements, while being close to the beam for precision, and introducing a
minimum amount of material to traversing particles, is shown in figure 3.7. An ad-
ditional two VELO stations, located more upstream, are called the pile-up system.
This identifies bunch crossings with multiple interactions and through the first-level
hardware trigger vetoes such events, as detailed in subsection 3.5.1.

Interaction region 5�3 mmσ =

390 mra
d

15 mrad

1 m

60 mrad
cross section at y=0:

x

z

Figure 3.7: Layout of the VELO tracking stations, showing that at least three sta-
tions are crossed by particles within the acceptance.

The VELO uses semi-circular silicon sensors in a 10�4 mbar vacuum, separated
from the machine vacuum by a corrugated 300 µm thick Aluminium foil. A corru-
gated design minimises the interaction length encountered by particles, allows the
sensors to overlap and o↵ers greater mechanical strength compared to a flat foil.
The foil protects the machine vacuum from the lower quality vacuum inside the
VELO and shields the sensors from the RF currents induced by the beams. On the
sensor side, the foil is coated to electrically insulate it from the sensors. Both the
sensors and foil can be moved to and from the beam line within a range from 5 mm

Absolute	  luminosity	  calibra)on	  

•  R	  and	  σ	  correspond	  to	  a	  stable	  effecEve	  process	  
–  e.g.	  events	  with	  >=	  1	  track	  

•  Bunch	  intensiEes	  (N1N2)	  measured	  by	  LHC	  instruments	  
•  Overlap	  integral	  depends	  on	  beam	  properEes	  
–  measure	  “directly”	  with	  beam-‐gas	  imaging	  (BGI):	  exclusive	  to	  LHCb!	  
–  measure	  “indirectly”	  with	  van	  der	  Meer	  (VDM)	  scans:	  all	  4	  experiments	  

7	  

R =σL =σ frevN1N2 ρ1(x, y)ρ2 (x, y)dxdy∫
overlap	  
integral	  

LHC	  instruments	  
absolute	  calibraEon	  

VErtex	  
LOcator	  	  



Rosen	  Matev	  La	  Thuile,	  March	  5,	  2015	  

Beam-‐gas	  imaging	  (BGI)	  

8	  

measured	  posiEons	  of	  beam-‐gas	  verEces	  

JINST	  9	  (2014)	  P12005	  

method	  proposed:	  	   NIM	  A553	  (2005)	  388	  
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Vertex	  resolu)on	  

•  Beam-‐gas	  verEces	  are	  measured	  with	  VELO	  
–  high	  precision	  silicon	  strip	  detector	  surrounding	  the	  beam	  spot	  
–  excellent	  resoluEon	  in	  the	  transverse	  vertex	  posiEon	  

•  Important	  to	  know	  the	  resoluEon	  
•  ResoluEon	  depends	  on	  
–  Z	  posiEon,	  number	  of	  tracks	  

9	  

Example	  resoluEon	  parameterizaEon	  
for	  p-‐p	  interacEons	  

DeconvoluEon	  example	  with	  
true	  beam	  width	  of	  93	  μm	  	  
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Global	  fit	  

•  105	  beam-‐gas	  and	  106	  beam-‐beam	  
verEces	  per	  bunch	  pair	  per	  20	  min	  
•  Fit	  single	  beams	  and	  luminous	  region	  in	  
one	  global	  fit	  
–  parameters:	  beam	  widths	  (mulEple	  

components),	  posiEon,	  angle	  
–  strong	  constraint	  from	  beam	  spot	  

•  Reached	  1.4%	  uncertainty	  at	  √s	  =	  8	  TeV!	  
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Van	  der	  Meer	  scans	  

11	  

*In	  reality:	  finer	  steps	  
and	  move	  both	  beams	  

µ =
R
frev

=
σL
frev

=σN1N2 ρ1(x, y)ρ2 (x, y)dxdy∫

µ(Δx,Δy)dΔx dΔy∫ =σN1N2 ρ1(x, y)ρ2 (x +Δx, y+Δy)dxdydΔx dΔy∫
=1

  

µ(Δx,Δy) =σN1N2 ρ1(x, y)ρ2 (x +Δx, y+Δy)dxdy∫

μ	  –	  average	  number	  of	  interacEons	  per	  bunch	  crossing	  
	  

•  Simon	  van	  der	  Meer’s	  idea:	  separate	  beams	  and	  
integrate	  rate	  as	  funcEon	  of	  separaEon	  

•  Raster	  scan	  not	  pracEcal,	  would	  be	  too	  slow	  
•  Do	  single	  direcEon	  scans	  in	  Δx	  and	  Δy	  
–  sufficient	  if	  ρi(x,y)	  are	  x-‐y	  factorizable	  
–  method	  is	  simple	  and	  robust	  (only	  rates	  are	  measured)	  

x	  

y	  
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Van	  der	  Meer	  scans	  

•  Sequence	  of	  several	  X-‐Y	  scan	  pairs	  
•  Main	  sources	  of	  systemaEc	  uncertainty	  
–  knowledge	  of	  beam	  separaEon	  
–  assumpEons	  for	  the	  2-‐d	  profile	  shape	  

•  Reached	  1.5%	  uncertainty	  at	  √s	  =	  8	  TeV!	  
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data	  and	  fit	  for	  one	  X-‐Y	  scan	  
pair	  and	  one	  bunch	  pair	  
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Summary	  and	  outlook	  

•  Z	  →	  ee	  cross-‐secEon	  measured	  with	  high	  precision	  
–  systemaEc	  uncertainty	  of	  1.6%	  (without	  luminosity)	  
–  luminosity	  is	  no	  longer	  limiEng	  
–  valuable	  input	  to	  models	  for	  so�	  gluon	  emission	  and	  PDF	  fits	  

•  Unprecedented	  precision	  on	  the	  luminosity	  determinaEon	  
–  combined	  precision	  of	  1.2%	  at	  √s	  =	  8	  TeV,	  using	  the	  two	  methods	  
–  most	  precise	  so	  far	  at	  a	  bunched	  beam	  hadron	  collider	  

•  More	  electroweak	  results	  at	  7	  and	  8	  TeV	  coming	  soon	  
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Thank	  you!	  
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