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Introduction

The arguments discussed in this work can be roughly divided in two main
topics: on the one hand we study the entanglement contents of the states em-
ployed in well-known quantum algorithms, while on the other hand we adapt
some techniques suitable for entanglement witnessing in order to detect con-
vex sets of quantum channels. Eventually a side result concerning quantum
cloning via cellular automata is presented.

Quantum computing and entanglement: Quantum computation is one
of the most prominent branch of quantum information science [1]. Despite
there exist several examples of quantum algorithms that outperform classical
computers, such as Shor’s [2], Grover’s [3], Deutsch-Jozsa’s [4, 5] and Simon’s
[6] algorithms, the reason for such a quantum speed-up is not fully understood
yet. One of the major candidates as fundamental resource is surely quantum
entanglement. However, even though entanglement has been shown to be
sometimes necessary in order to achieve an exponential speed-up [7, 8, 9],
other results point in a completely opposite direction [10, 11, 12, 13]. Hence,
the role entanglement plays with regards to quantum computing is nowadays
still a heavily debated open question [14, 15].

The first part of this work is intended to shed new light on the role of en-
tanglement in quantum computation by both developing mathematical tools
in order to study specific states that appear in well-known quantum algorithms
[16], and systematically studying the entanglement content of states employed
in Grover’s algorithm [17, 18]. On the one hand, the mathematical tools we
develop are essentially related to graph theory, and are suitable to link real
equally weighted pure states (i.e. superposition of all basis states with real
amplitudes and equal probabilities) with hypergraph states. This ideal bridge
allows us to study more easily states that very often appear in significant
quantum protocols, giving a pictorial view of these in terms of mathemati-
cal hypergraphs. The entanglement properties of either a single state or an
interesting class of quantum states are then pointed out and simplified drasti-
cally. On the other hand, a deep study of the entanglement content of states
employed by Grover’s algorithm provides us the entire dynamics of both bi-



Introduction

partite and multipartite entanglement along the whole procedure. In addition,
besides multipartite entanglement is shown to be always present along the
Grover computation, a very peculiar and unexpected scale invariance property
of entanglement emerges. Such a scale invariance property makes the study
of Grover’s algorithm closer to many-body systems and phase transitions, as
they often show scale invariance properties too.

Quantum channel detection: Quantum channels represent the most gen-
eral process a quantum system can undergo [1]. They are in addition a very
convenient method to study several quantum information tasks that require
a discrete-time evolution [1, 19], as e.g. quantum computation. From an ex-
perimental point of view, the characterization of a quantum channel is known
to be highly resource-demanding, as it usually requires a very large number of
measurement settings. It is then of great interest to develop techniques able
to point out properties of interest of the channel, by avoiding full quantum
process tomography. Furthermore, in many realistic situations one is mainly
interested in a specific property of the channel, as e.g. whether it has some
entangling power, rather than the full form of it.

Inspired by the recent field of entanglement witnessing [20, 21], in the sec-
ond part of this work we develop a quantum channel detection method that
works when some a priori information about the form of the channel is available
[22, 23]. As the entanglement detection is an efficient way to prove that the
state of interest is eventually entangled, the quantum channel detection method
turns out to be a suitable technique to rule out meaningful subsets of quantum
channels such as, e.g., entanglement breaking [24], separable [25] and posi-
tive partial transpose [26, 27] channels. The robustness of the method against
noise is then extensively studied for several noise models such as depolarizing,
dephasing, bit flip and amplitude damping [28]. Eventually an experimental
implementation of the channel detection method is proposed and achieved for
either entanglement breaking channels of the depolarizing form and the CNOT
gate [29], a fundamental resource needed for universal quantum computing.

Quantum cloning via cellular automata: As a side result, we present also
an application of the growing field of quantum cellular automata in order to
perform one of the most important quantum information protocols, i.e. quan-
tum cloning [30]. Even though the achieved result is not directly related to
the two main arguments from which this work takes roots, it has to be re-
garded with particular interest. Indeed it fuses together the well-established
task of quantum cloning [31] with the raising field of quantum cellular au-
tomata [32, 33], showing how an old-fashion concept still provides new insights
if studied under a different perspective.

This work is organized in five chapters. The first two are devoted to studying
the relationship that elapses between entanglement and quantum computa-
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tional speed-up, by studying the class of states employed in many quantum
algorithms, and in particular in Grover’s. In the second two, the method of
quantum channel detection is introduced and discussed in details both theo-
retically and experimentally. Quantum cloning via quantum cellular automata
is presented in the last chapter, which constitutes a result on its own. Every
chapter starts with a brief introduction, intended to recall the reader the con-
text in which the argument is developed, and concludes with a few paragraphs
summarizing the achieved results and discussing further possible developments.






Chapter

Quantum Hypergraph States

Quantum algorithms constitute one of the main applications of modern quan-
tum information theory, and offer computational speed-up, that provably no
classical system could ever exhibit [1]. Many quantum protocols, as e.g. quan-
tum algorithms that admit an oracle description, such as Deutsch-Jozsa’s and
Grover’s algorithms, usually employ real equally weighted (REW) pure states.
Thus, this family of states plays a central role in several quantum tasks and
might be the key to a deeper understanding of the role of entanglement in
quantum speed-up.

We present here a way to fruitfully study such states. The method is based
on a correspondence with mathematical objects called hypergraphs [16]. Quan-
tum hypergraph states are then a straightforward generalization of very well-
known graph states. However, besides being very close in spirit to these latter
states, hypergraph states show a much richer entanglement structure. This
feature basically allows us to exploit them to better understand and quantify
the entanglement content of states employed in quantum algorithms.

The sketch of the chapter is roughly the following. We firstly show that
hypergraph states indeed cover all possible REW states, and that they have an
illustrative graph representation. Then we find that they are stabilized by gen-
eralizations of the stabilizers of graph states, and that they constitute a set of
different entanglement classes under local Pauli operations. We finally discuss
possible ways to extend our work, especially with regard to measurement-based
quantum computing and entanglement witnessing.

1.1 Real equally weighted states

The n-qubit register employed in the Deutsch-Jozsa [4] and Grover [3] algo-
rithms is initially prepared in the pure fully separable state

[ho) = [+)°" = > o), (1.1)
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which corresponds to the equally weighted superposition of all possible 2"
states |z) of the computational basis. The next step in both algorithms consists
in applying a unitary transformation U; that leads to the following state of

the n-qubit register
=

_ 1)@

1f) = VT xzzo( 7 ) (1.2)
where f(x) is the {0,1}" — {0, 1} Boolean function that need to be evaluated
in the considered algorithm. Notice that, since (—1)/®) = 41, the state | f)
is uniquely defined by the function f via the signs (either plus or minus)
in front of each component of the computational basis. For this reason the
above states are named REW states, and the set is denoted by G.. A more
general class of equally weighted states, with generic phase factors in front of
each computational basis state, and an explicit method to generate them was
analysed in [34].

Due to their simple expression, we can count the number of REW states.
If we fix the first state |00...0) to have always a positive phase (this essentially
corresponds to disregarding a meaningless global minus sign), it turns out that
they are 22"7!. Given a function f, we are essentially interested in finding
out some properties of the corresponding state |f), such as the entanglement
content. It is clear that these properties only depend on where the signs are
placed. The same analysis can obviously be applied to families of states |f),
where for instance the function f is taken to have a given property, as e.g. f
constant or balanced as in the Deutsch-Jozsa algorithm.

In order to study this class of states, we can think to relate them to graph
states. In the following we will nevertheless become soon aware that the class
of graph states is not rich enough to account for all REW states. Due to
that, we then focus on a wider class of states, i.e. hypergraph states, which
can be seen as a generalization of graph states. We eventually find out that
hypergraph states provide us a nice and useful tool to study and classify all
REW states.

Regarding the notation, we very often use controlled Z gates acting on an
arbitrary number of qubits. Given a system composed of n qubits, we denote
by CkZilig...ik the general controlled Z gate acting on the k£ qubits labelled
by 41ts...ix. Notice that k£ is an integer in the interval 1 < k£ < n, and by
definition we have C'Z;, = Z;,. The operation CkZiliz__ik is easy to express
in the computational basis since it produces a minus sign whenever the state
[11...1); ;, ;. 1s taken as input, i.e. C*Zyy, 4 [11..1), 5 o = —[11..1), ;.
and leaves all the other states of the computational basis unchanged. Thus,
every two operators of the C*Z form always commute. Furthermore, as the
action of the controlled Z gate is symmetric, it follows that the target qubit
is not uniquely defined, but any of the k£ qubits on which CkZm-Qmik acts can
be thought of as the target one. We will exploit this property several times
in the following, decomposing the gate in the most suitable way according to
the context. It is also convenient to take C°Z = —1, namely an overall minus
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sign.

1.2 Standard graph states

In this section we introduce some basic concepts related to graph states, follow-
ing Ref. [35]. This will be useful for both fixing the notation and introducing
concepts that will be fundamental later.

Given a mathematical graph go = {V, E'}, i.e. a collection of n vertices V'
and some edges E, we can find the corresponding quantum state, the so-called
graph state |go) associated to the graph go, as follows:

1. Assign a qubit to each vertex.

2. Initialize each qubit to the state |+) = \%(]0) +1]1)). The initial state of

the n qubits is then given by |4+)®", which belongs to the set of REW
states with f(x) = 0 for every = (recall that, since the sign of |00...0)
is chosen to be always positive, the constant function f(x) = 1 is never
considered here).

3. Wherever there is an edge, perform a controlled Z operation between the
two connected qubits. Formally, if the qubits 7; and iy are connected,
then perform the operation C2Z; ;, = diag(1,1,1,—1) (expressed in the
computational basis, as always considered in the following), where the
superscript 2 stands for the number of qubits the operation acts on, while
the subscripts 7175 represent the qubits involved. In the end, we get

|92> = H CQZiﬂ'z H—)@m? (13)

{i1,i2}€E
where {iy,i2} € F means that the two vertices are connected by an edge.

This procedure can be explicitly sketched pictorially in Fig. 1.1, which clearly
points out the correspondence.

We call the class of graph states as G5, and a general state belonging to this
set is denoted by |gs). The subscript 2 is meant to recall that only two-body
interactions of a given kind, represented by C?Z, are considered in this case.
The number of all possible graph states is given by 222 where B(n, 2) is the
binomial coefficient of n over 2. This number can be found as follows: given
n vertices, the number of all possible edges is B(n,2), therefore the number of
all possible graphs, considering that each edge can be present or not, is 282

We recall the reader that there exists a different, but equivalent, definition
of graph states by exploiting the stabilizer formalism. The main idea is to
define a set of operators, according to the graph, such that they uniquely
define the graph state as the only state which is at the same time eigenstate

7
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1 |92)

7

Figure 1.1: Correspondence between a mathematical graph and the quantum
state associated to it. Since controlled-Z gates are symmetric, C?Z gates are
here depicted as two dots connected by a vertical line. This notation will also
be used for general controlled-Z gates in the next figures.

of all of them with eigenvalue one. In a more formal way, for every vertex ¢ we
define the correlation operation KZ-(Q) as follows

E? =X;0 Zyoy = Xi Q) Z;. (1.4)
)

JEN(

where N (i) = {j|{7,j} € E} is the neighbourhood of the vertex 7, namely the
vertices 7 which are connected to ¢ by an edge, and X and Z are the Pauli
matrices o, and o, respectively. The subscripts label the qubits on which the
operators act. The set of n operators Ki@), {Ki@) }iz12...n, uniquely defines

the graph state |go) associated to the graph, i.e.
Ki(z) lge) = |g2) for every i =1,2, ... n. (1.5)

It can be shown that the set { K i(Q)} generates a commutative subgroup of the
Pauli group on n qubits called stabilizer (as each element of the group stabilizes
the state |g2), see Eq. (1.5)) [35]. Recall that the Pauli group on a single qubit
is defined as {+1,+i1,£X, £iX, 1Y, +iY, £7, +iZ}, which is generated by
the three Pauli matrices alone (XY, Z). Notice that the Pauli group is trivially
non commutative. The Pauli group on n qubits is then defined as the tensor
product of operators belonging to the Pauli group of single qubits, for instance
in the two-qubit case it is generated by (X1, Y7, Z1, Xs, Ya, Zs), thus by all Pauli
matrices acting on either the first and the second qubit.

The definitions of graph states based on the explicit procedure involving
C?Z gates and on the stabilizer formalism can be shown to be equivalent [35].

With this in mind, we can now address the problem whether all REW
states can be regarded as graph states and vice versa. A first hint that this is
the case comes from the number of REW states versus graph states, i.e. 22"~}
versus 282 Hence, disregarding local unitary equivalence, REW states are
exponentially more many than graph states. Clearly, every graph state is also a
REW state, since the action of C2Z only produces some minus signs. However
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the reverse does not hold. In order to prove this, we provide a counterexample
given by the state

1
2v/2

which typically appears in Grover’s algorithm. It is easy to show that the
geometric measure of genuine multipartite entanglement [36] (defined in Eq.
(2.3)) of the state above is Es(| f¢)) = 1/4 [18], however every connected graph
state of three qubits has a multipartite geometric measure Ey = 1/2 [37]. In
conclusion graph states do not have such a rich structure as REW states, and
thus they cannot provide a satisfactory description of the latter. Notice that,
by construction, graph states only involve particular two-body interactions,
which in this case turn out to be not sufficient to achieve all REW states. In
order to overcome this problem, we introduce a wider class of states, namely
hypergraph states. Let us start from k-uniform hypergraph states (a subset of
the set of all hypergraph states), their definition will be given in a moment.

|f&) = ——(]000) + |001) +]010) + [011) + |100) +[101) + [110) — [111)), (L.6)

1.3 k-uniform hypergraph states

In this section we generalize the notion of graph states allowing interactions
which involve more than two parties. The mathematical tools needed to achieve
this task are k-uniform hypergraphs. A k-uniform hypergraph gy = {V, F'} is
a set of n vertices V with a set of edges E, where each edge connects exactly
k vertices, and is called k-hyperedge (thus, a connected graph in the common
sense is a 2-uniform hypergraph). An Example of a k-uniform hypergraph can
be found on the LHS of Fig. 1.2.

Given a k-uniform hypergraph, by following an almost identical procedure
as before, we can find the corresponding k-uniform hypergraph state as follows:

1. Assign a qubit to each vertex.

2. Initialise each qubit to the state |[+). Notice that the preparing procedure
is exactly the same as for graph states.

3. Wherever there is a k-hyperedge, perform a controlled Z operation be-
tween the k connected qubits. Formally, if the qubits 1,19, ...,7; are
connected, then perform the operation C*Z; ;, . where the superscript
k stands for the number of qubits on which the operation acts, while the
subscripts i1%s...7; label the qubits involved. In the end, we get

g0y = JI  C*Zina 9", (1.7)

{i1,i2,...ri }EE

where {i,1,....,7t} € E means that the k vertices are connected by a
k-hyperedge.
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G :
s D) & 193)

Figure 1.2: Correspondence between a mathematical 3-uniform hypergraph
and the quantum state associated to it.

Once again, we refer the reader to Fig. 1.2, where the correspondence is
explicitly restated in terms of the circuital implementation of the corresponding
quantum state.

Fixed k, we call the class of k-uniform hypergraph states as G and the
general state out of it as |gx). Notice that k is an integer ranging from 1 to
n, namely 1 < k < n. Let us have a look at the two extreme cases. The
case k = 1 can be recast as Z gates acting locally on single qubits, while the
case k = n is the only one involving interaction among all n qubits, namely
C"Zi,iy..i,,- Obviously, by setting k£ = 2 we recover the class of standard graph
states. The number of possible k-uniform hypergraph states is given by 25
therefore the most crowded classes are the ones where k is close to n/2.

At last, notice that the operations we perform, i.e. C*Z;;, ;. , are sym-
metric with respect to the computational basis, so that we do not need to care
about which qubits represent the control and which the target. This is actually
in accordance with our formalism with k-hyperedges.

As for standard graph states, a description in terms of the stabilizer for-
malism can be constructed as well. Just for the sake of simplicity, let us focus
on 3-uniform hypergraph states, namely when three-body interactions C3Z are
considered. For each vertex ¢ we find the correlation operator defined as

Ki(g) = Xz’ X C2ZN(i) = Xz‘ ® OzZiliw (18)

(il,iQ)EN(i)

where the neighbourhood of the vertex i is defined as N (i) = { (i1, 42)|{i, 11,12} €
E}, which is a simple generalization of the concept of neighbourhood already
introduced for graph states. Notice that now the neighbouring vertices are
given by couples, instead of single vertices, as the interaction involves three
different parties. As before, the set {Ki(g)}izl,gwwn defines the 3-uniform hy-
pergraph state as the only one fulfilling the n constraints

Ki(3) lgs) = |g3) for every i =1,2,... n. (1.9)

10
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Concerning the mathematical structure of the set {Ki(?’)}, we can still work
out the group structure if we regard these n operators as generators of a group
(see appendix A.1). The group then play the same role as before for standard
graph states, stabilizing the state |g3). However, in contrast with the stabilizer
group of standard graph states, the group obtained in this case can no longer
be regarded as a subgroup of the Pauli group, as it includes the C?Z gate.
Nevertheless the group is still Abelian, namely any two KZ@ and K ](-3) defined
according to Eq. (1.8) commute. The proof will be given for the larger set of
hypergraph states (see appendix A.1), thus the commutativity of the stabilizers
for 3-uniform hypergraphs will then follow as a special case.

In the general case where a k-uniform hypergraph is concerned, for each
vertex i = 1,2, ...,n we can define a correlation operator given by

Ki(k) =X;® Ck_IZN(i) =X; ® Ck_lZiliQ---ik—l’ <1'10)

(11,9253 —1)EN(7)

where the neighbourhood N (i) of the vertex i is given by N (i) = {(i1, iz, ..., ig—1)
I{i,1,19,...,0k—1} € E}, namely the set of k — 1-tuples (i1, 4z, ...,ix_1) of ver-
tices connected to i via k-hyperedges. The set of operators generated by
{Ki(k)}i:lvg’_,_,n still form an Abelian group (see appendix A.1) which uniquely
stabilizes a k-uniform hypergraph state. The unique k-uniform hypergraph
state corresponding to the set {Ki(k)} is then defined as the eigenvector with

eigenvalue one of the n operators {KZ»(k)}, in formulae we have
KZ»(k) lgk) = |gx) for every i =1,2,....,n. (1.11)

Notice that in the special case of local interactions k = 1 the definition (1.10)
still works. Since we set C°Z = —1 and the fact that X |—) = —|—), the
n operators given by Eq. (1.10) still stabilize the corresponding 1-uniform
hypergraph state.

As for standard graph states, the definition following the stabilizer group
is completely equivalent to the constructive procedure involving controlled Z
operations on k qubits. The equivalence is explicitly derived in the most gen-
eral case of non-uniform hypergraphs (see appendix A.2), whose k-uniform
hypergraphs are a strict subset.

Before moving to the notion of general hypergraph states, let us conclude
this section with the following note. The classification induced by k-uniformity
allows us to prove that two sets GG}, and Gy cannot be connected by local
Pauli operators for k # k' (apart from the trivial separable state |[+)*" which
corresponds to the empty graph and thus is already contained in every class).
Therefore, each set G gives rise to an inequivalent class under the action of
the local Pauli group of n qubits (see appendix A.3). It is, however, an open
question whether two sets Gy and Gy with k # k' are inequivalent under the
action of general local unitaries. An affirmative answer to this question would
imply a corresponding multipartite entanglement classification.

11
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1.4 Hypergraph states

In this section we conclude our ideal path by finding out what is a general
hypergraph state, and eventually showing the one-to-one correspondence with
REW states. Recall that this was our starting point.

Since we have already introduced the definition of k-uniform hypergraphs,
the definition of a general hypergraph state follows trivially. A hypergraph is
a collection of n vertices where hyperedges of any order k (thus k& is no longer
fixed but ranges from 1 to n) are considered. The best way to understand this
scenario is to have a look at Fig. 1.3, where the correspondence between the
underlying mathematical hypergraph and the circuital implementation of the
corresponding quantum state is explicitly pointed out. Notice that the starting
state remains the same, i.e. |[+)*", but now to each hyperedge corresponds a
controlled CkZiliQ,,,ik where 1 < k < n. For instance, in Fig. 1.3 hyperedges
connecting 1,2,4 and 7 vertices appear, and thus controlled Z operations act-
ing on 1,2,4 and 7 qubits must be considered. We recall the reader that the
idea is essentially the same as for k-uniform hypergraph states, nevertheless
hyperedges of different order can be present in the same graph now. We name
the set of states produced in this way as G<,, stressing that hyperedges con-
necting up to n vertices are present, and the general state belonging to this
set as |g<,). Given a mathematical hypergraph, the quantum state associated
to it can be found by following three simple steps:

1. Assign a qubit to each vertex.
2. Initialise each qubit as |+), the total initial state is then |+)®".

3. Wherever there is a hyperedge, perform a controlled Z operation between
the connected qubits. Formally, if the qubits iy, s, ..., 7, are connected
by a k-hyperedge, then perform the operation C*Z; We eventually
get the quantum state

1920

g<) =TT TI C"Ziinic 19" (1.12)

k=1 {i1,iz,... iy }EE

where {iy,19,....,ix} € E means that the k vertices are connected by
a k-hyperedge. Notice that the product on & = 1,2, ...,n accounts for
different kinds of hyperedges that we can find in a general hypergraph.

It is worth of mention that this definition allows us to count the number of
hypergraph states as any possible combination of k-uniform hypergraphs. As
the number of the latter ones, fixed k, is given by 28 the total number of
hypergraph states turns out to be

[ 250 = 2%ie Bink) — 921, (1.13)
k=1
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1.4. Hypergraph states

=]
L

Figure 1.3: Correspondence between a mathematical hypergraph and the quan-
tum hypergraph state. The circle around vertex 6 stands for a local Z gate,
corresponding to a hyperedge of order k = 1, while the big circle around all
vertices corresponds to a full-body interaction.

Surprisingly (or not) this is exactly the number of states belonging to the REW
set, hence the counting hints that we are going in the right direction. However,
despite this noticeable coincidence, we still need to check whether any REW
state can be interpreted as a hypergraph state and vice versa. Before proving
our main result we would like to spend a few words on the stabilizer formalism
in this general scenario.

Given a completely general hypergraph, for any vertex ¢ we define the
following correlation operator

K,=X;® ﬁ C*'Znw = Xi ﬁ & C* iy iy, (1.14)

k=1 k=1 (i1,i2,...,ix—1)EN(7)

where the product over k still takes into account that hyperedges of different
orders are considered. For any value of k, the neighbourhood N(i) of the
vertex ¢ is defined as N (i) = {(i1, 12, ..., ik—1)|{¢, 11, 02, ..., ix—1 } € E'}. Different
kinds of neighbourhoods can obviously appear in this scenario (single vertices,
couples and in general k—1-tuples), depending on the order k of the hyperedges
that the vertex ¢ shows. For instance, in Fig. 1.3 the neighbourhoods N(4) of
vertex 4 are the sets 1, (2,3,5) and (1,2, 3, 5,6, 7), since the vertex is connected
via 2-; 4- and 7-hyperedges. We would like to stress that, even though the n
correlation operators defined above seem more complicated than the ones found
for k-uniform hypergraphs, they are meant exactly in the same spirit. It is just
a matter of notation which inevitably becomes slightly heavier.

The question is now whether the operators {K;},—12. ., defined in Eq.
(1.14) show some nice mathematical properties. It can be shown (see ap-
pendix A.1) that the set {K;} still generates an Abelian group which uniquely
stabilizes the hypergraph state. The hypergraph state corresponding to the
set { K} is then defined as the unique eigenvector with eigenvalue one of every
generator K;, in formulae

K;|g<n) = |g<n) for every i =1,2,...,n. (1.15)

13



1. Quantum Hypergraph States

Furthermore, it turns out (see appendix A.2) that the definition according
to the stabilizer formalism is equivalent to the one in terms of controlled Z
gates. Therefore, having proved that this holds in the most general scenario
of hypergraph states, namely where k-hyperedges of any order 1 < k < n
are present, we have automatically proved it for k-uniform hypergraph states
(notice that also standard graph states, i.e. k = 2, are included).

1.5 Equivalence between hypergraph and REW
states

We are now ready to state our main result: the set G+ of REW states and
the set G<,, of hypergraph states coincide. The direction G<, C G4 follows
trivially, since any |g<,) is obtained from |+)®" by applying controlled Z gates
whose action is just to create some minus signs in front of the states of the
computational basis. The other direction G; C G, is not so trivial but can be
proved by the following constructive approach. Suppose we are given a REW
state | f), then the following procedure leads to the underlying hypergraph:

1. Every time |f) has a minus sign in front of the components of the com-
putational basis with one excitation, i.e. of the form |0...01;0...0), apply
local Z operations. Doing so, we erase the right minus signs in front of
the components with one excitation, but nevertheless we create many
other unnecessary minuses in front of components with more than one
excitations.

2. Apply now C?Z gates in order to erase the negative signs in front of the
components with two excitations. Notice that these minuses are either
from the original state |f) or as by products of the previous step. The
key point is that the minus signs previously erased (i.e. the ones in
front of the single-excitation states) remain untouched, since C*Z acts
non-trivially on states with at least two excitations.

3. As a general rule, apply C*Z, from k = 1 till k¥ = n, erasing subsequently
the minus signs in front of the components of the computational basis.
In general, at the step k£ we will be able to erase the minus signs in front
of the states with up to k excitations.

4. Consider the collection of gates that you need to bring | f) back to |+)*",
this provides the hypergraph associated to the regarded REW state.

Notice that, even though the final collection of controlled Z gates is composed
of commuting operators, the proof is actually based on an ordered procedure,
namely at each step we consider gates acting on one more qubit than in the pre-
vious step. This is an essential ingredient, otherwise we could change the signs
already fixed. Furthermore, since the procedure is uniquely defined according
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1.5. Equivalence between hypergraph and REW states

Figure 1.4: Hypergraph corresponding to the REW state given by Eq. (1.16).

to the REW state from which we start, the underlying hypergraph is unique.
Therefore, the correspondence between the sets Gy and G<,, is one-to-one.

Just to fix the ideas, let us consider the explicit example of the three-qubit
REW state given by

1
22

The task is to find out the underlying hypergraph state by following the explicit
procedure explained above. It is straightforward to see that the following chain
of states leads to the initial state |+)®°:

(1000) + [001) + [010) — [011) — [100) — [101) — [110) — [111)). (1.16)

55(1000) +1001) + |010) — |011) —[100) — [101) — [110) — [111)),
L Z
55(/000) +1001) + [010) — [011) + [100) + [101) +[110) + [111}),
} C?Zy3
55(/000) +1001) + [010) +[011) + [100) + [101) + [110) — [111})),
i 032123
5.5(1000) +1001) + [010) +[011) + [100) + [101) + [110) + |111}).

Therefore the hypergraph corresponding to the REW state of Eq. (1.16) is the
one drawn in Fig. 1.4.

Other interesting examples are REW states employed in quantum algo-
rithms. In Grover’s algorithm for instance, REW states with only one minus
sign appear, such as the state (1.6) for three qubits (the minus sign marks
the single solution of the search problem). It is easy to see that, when the
number of minus signs is odd, the REW state always involves a controlled Z
gate acting on all the qubits, therefore involving n-body interactions. On the
contrary, for REW states employed in Deutsch-Jozsa’s algorithm, such a gate
is never needed, since the function f is either constant or balanced (balanced
means that the number of minus signs equals the number of plus signs), while
the application of a controlled Z gate acting on all qubits would change just
one sign in the n-qubit state, therefore necessarily leading to an unbalanced
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1. Quantum Hypergraph States

function. An explicit example of a balanced state is given by modifying the
state in Eq. (1.16) such that a plus sign is placed in front of the component
|111). Such a state would be generated by a sequence of the Z; and the C? Zy3
gates, without the application of C3Z;a3.

1.6 Comments and future work

In conclusion, we have introduced the class of quantum hypergraph states,
which are associated to corresponding mathematical hypergraphs and are sta-
bilized by non local observables. We have shown that there is a one-to-one
correspondence between the set of hypergraph states and the set of real equally
weighted states, which are essential for quantum algorithms. A constructive
method was introduced which allows us to generate the hypergraph underlying
a given real equally weighted state, i.e. a quantum state encoding a Boolean
function f. We have discussed the types of many-body interactions needed to
generate general hypergraph states in a Hamiltonian description, going beyond
the two-body interaction that characterises graph states.

For future studies, since the class of hypergraph states naturally generalizes
the class of graph states, it is of great interest to ask whether some of the many
results about the latter, such as for instance measurement-based quantum
computing [38], entanglement witnessing [37], and quantum error correcting
techniques [39, 40], can be extended to the former. Some achievement in this
sense already exists, mainly related to purification protocols [41]. Furthermore,
this larger class of states may enable even more applications and quantum
protocols, especially in connection to already existing algorithms employing
hypergraphs, as e.g. the 3-SAT problem [42].
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Chapter

Entanglement in Grover’s
Algorithm

Even though entanglement is considered as a major resource in quantum in-
formation processing, the role it plays in achieving the quantum computa-
tional speed-up in the currently known quantum algorithms is not yet fully
understood. In Ref. [7] it was shown that in Shor’s algorithm multipartite
entanglement is needed to achieve exponential computational speed-up with
quantum resources. More recently, it was shown that multipartite entangled
states are employed in the Deutsch-Jozsa algorithm and in the first step of
the Grover algorithm [8, 17]. Moreover, multipartite entanglement was shown
to be present at each computational step in Grover’s algorithm and a scale
invariance property of entanglement dynamics was proved [18].

In this chapter we review in a unified way the results presented in Refs.
[17, 18] for Grover’s algorithm. We firstly analyse in detail the entanglement
content of the initial states of the Grover algorithm, and show how they can be
expressed in terms of hypergraphs. Then, we calculate the amount of entan-
glement of the multiqubit quantum states employed in the whole algorithm,
by following its dynamics at each step of the computation. Genuine multipar-
tite entanglement is shown to be always present. Remarkably, the dynamics
of any type of entanglement as well as of genuine multipartite entanglement
is independent of the number n of qubits for large n, thus exhibiting a scale
invariance property. We compare this result with the entanglement dynam-
ics induced by a fixed-point quantum search algorithm, and finally investigate
criteria for efficient simulatability in the context of the standard Grover search.

2.1 Some remarks about Grover’s algorithm
Let us remind the reader that the Grover search algorithm [3] employs pure

states of n qubits which are initially prepared in |¢y) of Eq. (1.1), namely an
equally weighted superposition of all computational basis states. The initial
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2. Entanglement in Grover's Algorithm

state [1)y) can be more conveniently written as

o) = \/ w | Xo) + \/¥|X1> ; (2.1)

where N = 2" and M is the number of searched items (in the following also re-
ferred to as “solutions” of the search problem). Here, | X;) = LM > a, |Ts) TEp-
resents the superposition of all the states |zs) that are solutions (i.e. searched
items), and | Xo) = \/N+7M > _a. |Tn) denotes the superposition of all the states
|z,,) that are not searched for. The global state after k iterations of the Grover

operation G has the form [1, 43]
k) = G [thy) = cos O | Xo) + sin 0 | X1) (2:2)

with 0, = (k4 1/2)0 and § = 2,/M/N in the limit M < N. The unitary
operation G is usually decomposed into two basic blocks, G = Z o Uy, where
Uy represents the oracle call, i.e. Up =1 —2|X;) (Xj|, and Z is the inversion
about the mean operation, namely Z = —(1 —2|o) (¢)o|). The operation G is
repeated until the state [1;) overlaps as much as possible with |X;), namely
for ko = CI[(7/6 —1)/2], where CI[x] denotes the closest integer to x. In the
limit M < N, the optimal number of iterations is ko = CI[Z\/N/M — 1],
i.e. it is proportional to the square root of N. In the following we will consider
the condition M < N to be always fulfilled.

2.2 Entanglement content of initial states in
Grover’s algorithm

We now study the entanglement properties of the initial states | fe) = Uy |to),
i.e. the states created at the beginning of the Grover algorithm just after the
action of the oracle Uy, in terms of the number of qubits n for a fixed small
number of solutions, M = 1,2. Remember that the state |fs) is given by
Eq. (1.2), where the Boolean function is now defined such that fo(z) = 1 if
x is a solution of the search problem, and fg(x) = 0 otherwise. The search
problem then reduces to find the strings that, input to fg, give the value one
as output. Notice that, since we consider a small number of solutions, then the
state | fg) is apparently very similar to [i), as only some minus signs appear.
However, the presence of these few minus signs will make a big difference in
the entanglement content of the Grover initial state |fg) with respect to |ty).
We quantify the amount of entanglement by the geometric measure of en-
tanglement (GME) [36], which for a pure n-partite state [¢) reads

Ey(14)) =1 - max | (W] @) (2.3

where S, is the set of g-separable states, namely states that are separable for
q partitions of the n-qubit system. The GME represents a suitable entangle-
ment measure when multipartite systems are taken into account. Notice that
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2.2. Entanglement content of initial states in Grover's algorithm

F,, quantifies the amount of entanglement of any kind contained in the global
system, i.e. it is non-vanishing even for states showing entanglement just be-
tween two subsystems, while Fy quantifies genuine multipartite entanglement
[44]. In the section we restrict ourselves to the evaluation of E,, only.

2.2.1 Single solution

Let us first consider the case of a single solution to the search problem (M =
1). Without loss of generality, as will be proved later, we consider the state
representing the solution to be invariant under any permutation of the n qubits
(e.g. |111...1)). Therefore, the state | fy;—1) after the oracle call is given by

2" -1

1
| fr=1) = ﬁ( go |z) —2[1...11) ), (2.4)

and it is also permutation invariant. Let us first compute E,, for the above state
for varying n. Due to the symmetry property, the search for the maximum in
Eq. (2.3) can be restricted to symmetric separable states |¢)*" [45], so that
the maximization involves only the two parameters a € [0, 7] and S € [0, 27]
that define the single-qubit state [¢) = cos g |0) + ¢’ sin § [1).
The GME E, for a single solution then takes the form
Eullfar)) =1 —max - (cos &+ e%sin &) 2% S (25

(| fu=1)) = max o |(cos 5 +e 81112) e”sin | . (2.5)
The optimal value of 3 can be shown to be zero by induction over the number n
of qubits, while the optimal a can be found by setting ¢ = tan § and calculating
the derivative of the overlap explicitly, which reduces to finding the root of a
polynomial in ¢.

In Fig. 2.1 we report the behaviour of E,(|fy=1)). As we can see, the
amount of entanglement decreases exponentially for increasing number of qu-
bits. This fact has a very intuitive explanation. As n increases, the number
of states composing the computational basis increases exponentially, while the
number of solution is fixed as constant M, thus the ratio M /2" becomes ex-
ponentially smaller. So, in the limit of infinitely many qubits, the state shows
a vanishing amount of entanglement, cause it becomes indistinguishable from
the fully separable state |¢). Notice nevertheless that, as the state |fy/—1)
has an odd number of minus signs, even though the state shows an infinitely
small amount of entanglement F,,, the results in Ref. [8] guarantee that the
involved entanglement is actually genuine multipartite.

We point out that all the results explicitly derived for permutation invari-
ant states hold also for any Grover search with one searched item. Actually,
all these states can be achieved from the symmetric one by applying ten-
sor products of o, Pauli operators and identity operators 1 (e.g. |001...1) =
0, ® o0, ®1...]111...1)). Since these operations are local, they obviously do
not change the entanglement content of the resulting state.
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0.5F ey

0.0 i I R B, N NP
0 2 4 6 8 10
Number of Qubits

T2 14

Figure 2.1: The GME E,(|fym=1)) as a function of the number of qubits n
composing the register, for a single searched item.

2.2.2 Two solutions

Let us now focus on the states employed in the case of two solutions of the
search problem |fy;—s), i.e. states of the form (1.2) with two minus signs. We
introduce a sort of classification of these states based on the Hamming dis-
tance d between the two computational basis states representing the solutions.
We will show that the entanglement properties of the regarded states depend
crucially on the number of digits in which the two solutions differ, i.e. on their
Hamming distance d.

Without loss of generality, as will be proved below, we consider first the
case in which the two n-qubit states representing the solutions differ in the
first d digits and are invariant under permutations of the first d and last n —d
qubits, respectively (e.g. |0...01...1) and |1...11...1)), i.e.

| fr=2) = \/%( ; |z) — 2(|0\.(.{.91...1) + |%.;1...1>)). (2.6)

We first compute F, for this set of states for varying n. Due to the permutation
invariance property, the search for the GME FE,, can still be restricted to separa-
ble states that show the same symmetry [45], i.e. [¢)®? |©)®" . Therefore the
maximization involves only the four parameters o,y € [0, 7] and 5,0 € [0, 27]
that define the two single-qubit states |¢) and |¢).

The GME E,, for two solutions with Hamming distance d then takes the
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Figure 2.2: The GME E,(|fum=2)) as a function of the number of qubits n
composing the register, for two searched items. Several Hamming distances d
are plotted for a comparison: d = 1 blue dots, d = 2 purple squares, d = 3
yellow diamonds, d = 4 green triangles. Notice that the state of two qubits
is always separable for both d = 1,2 and that E,(|fy=2)) for three qubits
collapses to the single value 1/2.

form
1 , , e
Eo(|fu=2)) =1~ nax oo (cos% + € sin %)d(cos % + € sin %) I (2.7)
. , 2
—2¢H(n=d)d gjpyn—d %( cos? % + '8 gin? %)

Notice that when d = n the maximization procedure involves only two param-
eters. This can be easily explained by noticing that in this case the state turns
out to be completely invariant under any permutation of the qubits, and thus
only two parameters are needed.

As before, the optimal parameters «, [, v and d can be computed by
maximizing the squared overlap numerically. The obtained results are shown
in Fig. 2.2 where the GME is plotted versus the number of qubits composing
the register. As in the case M = 1, we can see that F, approaches zero
exponentially fast for increasing n. It is worth mentioning that this behaviour
holds for any value of the Hamming distance d, so in the limit of large n, the
GME depends only slightly on d. This is however not the case if one considers
a finite number n of qubits, as can be clearly seen in Fig. 2.2. The higher the
Hamming distance is, the more entangled the state is. Therefore, in this case
the Hamming distance plays a crucial role for the amount of entanglement,
since states with two solutions with higher distance d exhibit a higher amount
of entanglement.
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2. Entanglement in Grover's Algorithm

At last, notice that all the results presented so far, even if they were ex-
plicitly derived for partially permutation invariant states, hold for any Grover
search with two searched items, i.e. M = 2. Actually, analogously to the case
of a single solution previously discussed, also for M = 2 all of these states with
fixed Hamming distance d can be reached from a partially symmetric one by
applying tensor products of o, Pauli operators and identity operators 1 and/or
permutations of the n qubits. Again, since these operations are local, they do
not change the entanglement content of the resulting state.

2.2.3 Connection to hypergraph states

Quantum hypergraph states introduced in the previous chapter allow us to de-
scribe the initial states employed in the Grover algorithm in a very convenient
way. Indeed the kind of entanglement and the gates (of the C'Z type) that we
need in order to create them experimentally will emerge very easily from their
hypergraph structure.

Consider firstly the initial symmetric state |fy—1) given by Eq. (2.4). Tt
is then straightforward to see that it corresponds to the hypergraph where
the single hyperedge involving all vertices is drawn. Therefore, it has a very
simple structure in the light of hypergraphs, but a very different entanglement
content from standard graph states.

In order to discuss the case with two minus signs, let us first notice that
the total hyperedge of order n never appears now, since we are dealing with
an even number of minus signs. Hence, even though states |fy—2) of Eq. (2.6)
might have a much more complicated graph structure than |fy;—;), the gate
C™Z is never involved to create them. Just for the sake of simplicity, let us
focus on the specific case of four qubits, the general result for n qubits will be
stated later.

The hypergraphs corresponding to the four-qubit symmetric states | fa;—2)
with Hamming distance d = 1,2,3 and 4 are shown in Fig. 2.3. When d =1
the underlying hypergraph is the one where only the vertices 2, 3 and 4 are
connected by a 3-hyperedge. Thus, the biseparability of the state with respect
to the bipartition 1|234 follows immediately. On the other hand, when d = 3
the hypergraph is given by connecting the vertex 4 to the other three vertices
in any possible way, i.e. exploiting any possible hyperedge. Notice instead
that the case d = 4 must be recast to the case with a plus sign in front of the
computational basis state |0...00) by multiplying all amplitudes by a factor —1.
As a result it is now not so difficult to show that the corresponding hypergraph
is the one with all possible hyperedges, apart from the total one C*Z. Thanks
to the above discussion we can state the general rule for the initial multiqubit
states | fyj—2) with general Hamming distance d.

Let ( be the only two states with a negative phase in

| o.c.l.o> +] 1.;1>)\ 1...d1>

the superposition |fy;—s), then the hypergraph related to |fy;—2) can be found
as follows:
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Figure 2.3: Hypergraphs associated to the four-qubit initial Grover states with
two solutions for several values of the Hamming distance. Top-left corner:
d = 1, top-right corner: d = 2, bottom-left corner: d = 3, and bottom-right
corner: d = 4. Each empty vertex represents a qubit. Full dark dots, dark lines
and grey faces represent hyperedges of order 1,2 and 3, respectively. Notice
that in the hypergraph with d = 4 also the hidden face connecting the vertices
1,2 and 3 is present.

1. Group the last n — d vertices with a hyperedge of order n — d.

2. Connect the whole group to the remaining d vertices in any possible
way, namely by exploiting hyperedges of any order greater than n — d.
Remember not to use the hyperedge of order n.

Notice that both the extreme cases d = 1 and d = n fit into this scheme.
Regarding the former, since we are not allowed to draw the hyperedge of order
n, we are left with a biseparable hypergraph. Instead, for the latter we do not
apply the first step of the procedure above, but we nevertheless connect all
possible vertices according to the second step.

2.3 Entanglement dynamics in Grover’s algo-
rithm

In this section we study the entanglement properties of the states (2.2) in
terms of the number of iterations k and the number of qubits n for a fixed
number of solutions. We still quantify the amount of entanglement by the
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2. Entanglement in Grover's Algorithm

GME defined in Eq. (2.3), calculating both E, and FE, at every step k of the
Grover algorithm. As before, we focus on the two simple cases of a single and
two solutions, namely M =1, 2.

2.3.1 Single solution

Let us first consider the case of a single solution to the search problem (M = 1).
As done in the previous section, we consider the state |X;) representing the
solution to be invariant under any permutation of the n qubits (e.g. |11...1)).
Therefore, the state |15 p—1) at the step k of the algorithm is also permutation
invariant for all k’s. Let us first compute E,, for this set of states for varying
k. Due to this symmetry property, the search for the maximum in Eq. (2.3)
can still be restricted to symmetric separable states |¢)®" [45], so that the
maximization involves only the two parameters « € [0, 7] and 3 € [0, 27] that
define the state |¢). Furthermore, since 0 € [0,7/2] the coefficients of [iy),
defined in Eq. (2.2), are all positive and the optimal value of the phase factor
can be fixed to f§ = 0. The GME FE,, for a single solution then takes the form

cos 0y,
2n —1

[(cos @ + sin g)n

En(lt01-1)) = 1 = max | 5+ sin

2

— sin” %] + sin 6 sin” % (2.8)

The optimal value of a can then be found by setting ¢ = tan § and calculating
the derivative of the overlap explicitly, which reduces to finding the root of a
polynomial in t.

In Fig. 2.4 we report the behaviour of E, (|15 am=1)) for n = 12: the
entanglement increases in the first half of iterations, achieves the maximal
value of about 1/2, and then decreases to zero as soon as the optimal number
of iterations is reached. This behaviour is qualitatively similar to the ones
shown in [46, 47], where the dynamics of both the two-qubit concurrence and
the Von Neumann entropy of the half-qubit reduced state was studied.

In order to quantify only genuine multipartite entanglement we now calcu-
late E. The expression of Ey(]1))) can be rewritten as [48]

Ey(|)) = 1 — maxmax p?, (2.9)
P H

where the u’s are the Schmidt coefficients of |¢) with respect to a fixed bipar-
tition P|@, and maxp denotes the maximization over all possible bipartitions.
Notice that, since the regarded state |¢y —1) is permutation invariant, we
need to check only |n/2] bipartitions, where |z] is the largest integer smaller
or equal to z. In order to find the maximal Schmidt coefficient of |y pr—1)
among all possible bipartitions we fix a generic bipartite splitting P|Q, where
P is composed of m qubits and @) of the remaining n — m, and compute the
eigenvalues of the reduced density operator pp = Trg||Vk m=1) (Vrm=1]], given
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Figure 2.4: Evolution of entanglement as a function of the number of steps k,
for a single searched item, with n = 12 qubits and kep = 49. E,(|¢k m=1)) is
depicted by blue dots, while Es(|t)k a=1)) by purple squares. The yellow dots
represent the success probability.

by the following 2™ x 2™ matrix

a ... a b

op = i (2.10)
a ... a b
b ... b ¢

where a = 2""™mA% b = a — A(A - B), and ¢ = a — A? + B?, with A =
cosBy/+/2" — 1 and B = sinfy. The maximal eigenvalue of the above matrix
can be explicitly calculated (see Appendix B.1), and it is given by

1 1

Amaz = 5 + 5 [1—4@2™ —1)(2" ™ —1)A*(A— B)*]*. (2.11)

By deriving the above expression with respect to m, it is easy to shows that
the bipartition that leads to the maximum eigenvalue corresponds to m = 1
for all values of k. According to Eq. (2.9), then the multipartite GME Ej

takes the explicit form

NI

Es(|Ygm=1)) = (2.12)
1 1 on—1 _ 1 cos O 913
- o1 =4 08?0 (——— — sinf }
2 2 -1 " ’“(\/ﬁ sin )

This result shows that genuine multipartite entanglement has a qualitative
similar behaviour as E, (k. a=1)) (see Fig. 2.4), even if it achieves a maxi-
mum of about 0.14 and the curve is derivable in that point. Notice also that
Es(|tk,pm=1)) is symmetric with respect to kot /2.
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2. Entanglement in Grover's Algorithm

We now show that the entanglement dynamics in the Grover algorithm,
namely the behaviour of F,, and F, during the operation of the algorithm,
does not depend on the number of qubits n, thus exhibiting the property of
scale invariance. For 2" > 1 the two entanglement measures take the simple
forms (see Appendix B.2 for the detailed calculation)

sin? @, for 0, < /4,
cos? 0 for 0, > /4,

En(|¢k,M:1>) = {

Ey([tar=)) = §[1 = (1 = Lsin® 29&] (2.13)

Both expressions depend only on 6, ~ %k/ kopt, namely on k/kqy, and not
on k and n separately. Therefore, the entanglement dynamics of the Grover
algorithm is scale invariant in the sense that it only depends on the number of
steps taken, relative to the total number, but not on the length of the list.

We want to point out that all the results presented so far, even if they were
explicitly derived for permutation invariant states, hold for any instance of the
Grover algorithm with one searched item, i.e. M = 1. Indeed, the general
single searched item |X;) in the Grover algorithm can be achieved by local
unitaries from the symmetric state |[11...1), without changing its entanglement
content.

2.3.2 Two solutions

Let us now consider the case of two searched items (i.e. M = 2). As an illus-
trative example we consider the case in which both [00...0) and [11...1) are
solutions of the search problem, thus the state | X;) is a GHZ state composed
of n qubits, and the state at each step of the computation is still permutation
invariant. Thanks to permutation symmetry, the measure of any entanglement
E, is given by

cos 6y, «Q . Qan
E, ) =1— —[ a a 2.14
(|1Ur,p=2)) max Jo—3 (cos 5 + sin 2) (2.14)
( na+_n0z>]+sin9k< na+.na>‘2
— [ cos™ = +sin” — ——( cos" — +sin" — || .
2 2 NG 2 2

We maximized this quantity numerically; in Fig. 2.5 we show the behaviour
for n = 13. Notice that after k,, iterations, the measure E, (|1ka—2)) is no
longer zero but equal to 1/2. That is because the final state is no longer fully
separable but instead it is close to the GHZ state. In this case the maximal
value that the entanglement reaches during the computation is about 2/3,
i.e. higher than the case M = 1. Furthermore, this maximum is no longer
reached at half of the optimal number of steps k,y, but in a later step, i.e.
k/kop ~ 0.61.

Regarding genuine multipartite entanglement, Ey with two symmetric so-
lutions can be computed by following an analogous procedure as for a single
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Figure 2.5: The GME as a function of the number of steps k, for two symmetric
solutions of the search problem. The number of qubits is n = 13, and k,,; = 49.
E,(|Yk p=2)) is given by blue dots, Ea(|1k ar—2)) by purple squares. The yellow
dots represent the success probability.

solution. The reduced density matrix for the general bipartite splitting P|Q,
where m qubits are in P and n —m in @), is now given by

c b b d
b a
b a a
d b b

where a,b, ¢ are given below Eq. (2.10), d = a — 2A(A — B), with now A =
cos0/v/2" — 2 and B = sin 6, /+/2. It turns out (see appendix B.1) that again
the maximum eigenvalue corresponds to the bipartite splitting with m = 1,
and Es(|1ram=2)) can be expressed analytically as

2" —4 cos Oy, sin @\ 2
E =) =1- 26, — . 2.1
[Prae=2)) on % T <m+ \/5) (2.16)

This result is shown in Fig. 2.5. Notice that multipartite entanglement has a
different behaviour from E,(|tx p=2)). It is a monotonically increasing func-
tion that approaches the maximum value of 1/2 when the computation stops.

In the asymptotic limit 2" > 1 the GME can be expressed (see appendix
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B.2) as

EN(|¢I§,M:2>) =

2
HC‘;S % for @), > arccos 1 / V3,

{sin2 0, for 0, < arccos1/v/3,

1
Es (|t nr=2)) :§sm29k. (2.17)

As a consequence, both quantities exhibit the same scale invariance behaviour
as discussed above for the case with one searched item.

Notice that the above results can be generalized to those search problems
in which the two solutions are different in all digits, namely whenever the
two solutions have maximal Hamming distance d = n, but not to all search
problems with M = 2.

2.4 Entanglement dynamics in the fixed-point
7/3 quantum search algorithm

In the previous section we have shown that the amount of entanglement is
non-vanishing during the Grover algorithm and that its behaviour is scale
invariant for a single solution to the search problem and in some instances of
two solutions. We now show that a similar entanglement dynamics can be
found in the fixed-point 7/3 quantum search. This kind of quantum search
algorithm was first introduced in [49] to overcome the fact that the Grover
algorithm might lead to a high error probability if the number of solutions M
is unknown, since it requires to stop at a precise iteration £y, which depends
on M. In contrast, the /3 quantum search always converges to the solutions,
and thus it can be regarded as a fixed-point algorithm, even if it is never as
fast as the standard Grover algorithm.

A possible way to realize such a fixed-point search is to slightly modify the
operations Uy and Z, introduced in Sec. 2.1, in order to produce a /3 shift
instead of a 7 shift [49], i.e.

us

Up — Uz =1 —(1—¢"3)|Xy) (X3], (2.18)
I—Is=—-(1-(1- €'5) [1ho) (vol).

Then, the sequence of gates to be applied is defined by the following recursive
formula

A1 = ATz Al Uz Ay, (2.19)
Ay =1.

We now compute both E,, and Es for the employed states at each recursive
step m of the evolution. The results were obtained numerically and are shown
in Figs. 2.6 and 2.7 for both one and two solutions. Notice that the entangle-
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Figure 2.6: Evolution of entanglement in the /3 search as a function of the
recursive step m, for a single searched item, with n = 12 qubits. Here and in
the following Fig. 2.7 blue dots, purple squares and yellow dots denote E,,, F»
and the success probability, respectively.

ment behaviour of both F, and Fj5 is similar to the dynamics of the standard
Grover algorithm. These results indicate that entanglement plays the same
crucial role in both algorithms, even if a scale invariance property cannot be
proved in the fixed-point algorithm case.

2.5 Classical simulatability of Grover’s algo-
rithm

As a final comment, we may wonder whether the presence of true multipartite
entanglement means that Grover’s algorithm cannot be simulated efficiently
by classical means. By efficient classical simulation of Grover’s algorithm we
mean that, given a database of n qubits, i.e. 2" items, it is possible to classi-
cally simulate Grover’s algorithm with a total cost that scales as v/2"poly(n).
In this section we show that well-known criteria which guarantee efficient sim-
ulatability do not apply for Grover’s algorithm.

According to the Gottesman-Knill theorem [1, 11], if a quantum compu-
tation starts in a computational basis state and involves only stabilizer gates
(i.e. Hadamard, CNOT, phase gates and measurement of operators in the Pauli
group), then it can be efficiently simulated on a classical computer. However,
it is easy to shown that

I(o, @ 1" NI = g, @ 20D, (2.20)

Namely, Z defined in Sec. 2.1 turns an element belonging to the Pauli group,
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Figure 2.7: Evolution of entanglement in the /3 search as a function of the
recursive step m, for two symmetric solutions of the search problem, with
n = 13 qubits.

ie. 0, ® 1™ Y into an operator that no longer belongs to the Pauli group
(here Z("=V represents the inversion about the mean operator acting on n — 1
qubits, instead of n). Therefore, Z cannot be implemented by stabilizer gates,
and so the Grover iteration does not fit into the hypotheses of Gottesman-Knill
theorem.

Let us also consider the simulatability criterion involving matrix product
states (MPS) [50], and based on the maximal Schmidt rank x of |¢) over
all possible bipartitions. According to [50], if x does not exceed poly(n) in
a computation that consists of poly(n) elementary gates (i.e. one- and two-
qubit gates) acting on pure states, then the computation can be classically
simulated efficiently. We notice that for states of the form (2.2), x is upper
bounded by M + 1. However, although there exists a decomposition of the
Grover operation G into poly(n) elementary gates [1, 51], the state after the
action of each two-qubit gate does not have a simple symmetric form and we
no longer can keep track of the maximal Schmidt rank. Therefore, we cannot
conclude efficient simulatability.

The last approach that we show in order to study classical simulatability is
to investigate how much tangled the quantum circuit involved in Grover’s algo-
rithm is. Indeed it turns out [52] that there exists a clear connection between
the explicit realization of the circuit and the applicability of two well-known
simulatability criteria, namely simulation by using either MPS explained above
or contracting tensor networks (CTN) [53]. In more details the result in found
in Ref. [52] states as follows. Given a quantum circuit of n qubits and with
only one- and two-qubit gates, for each qubit wire ¢ let D; be the number of
two-qubit gates that touch or cross the wire 7. Let D = max; D;, i.e. the max-
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imum number of two-qubit gates which touch or cross each wire in the circuit.
If D scales logarithmically in n, i.e. D = O(logn), then the quantum com-
putation can be efficiently simulated by applying either MPS or CTN. Let us
move to the Grover algorithm and check whether this criterion can be applied
in this particular case. Just for the sake of simplicity, let us focus on a single
step of the Grover procedure. It is then easy to see that both the oracle Uy and
the inversion about mean operation Z can be seen as n — 1-controlled phase
gate. Therefore, we can implement them by adding an extra register of n — 2
qubits and using 2(n — 2) Toffoli gates [1, 51]. As a result, since each Toffoli
gate involves a fixed number of CNOT gates, during each step of the Grover
procedure the maximum number of gates touching or crossing each wire scales
linearly in n, D = O(n), and thus also the Jozsa’s argument turns out to be
vane.

The above results show that, although the Grover operation cannot be im-
plemented by stabilizer gates and therefore the Knill-Gottesman theorem can-
not be applied, the employed states at each Grover iteration are only slightly
entangled according to the criterion suggested in [50]. However, the circuital
structure needed to implement the Grover algorithm in terms of two-qubit
gates turns out to be enough complicated not to apply the criterion stated
in [52]. We would like to stress that, even though these insights point in
the direction of a negative answer to the question of efficient simulatability of
the present algorithm, they are nevertheless not sufficient to draw any certain
conclusion about classical simulatability of Grover’s algorithm.

2.6 Conclusions and comments

In this chapter we have exhaustively studied and quantified via the GME
the amount of entanglement, both bipartite and multipartite, that the states
employed in the Grover search algorithm typically show.

Firstly we have explicitly calculated the entanglement content that the
Grover states show in the initial step, namely after the first oracle call. The
entanglement content of these states turns out to vanish exponentially fast
as the number of qubits composing the register increases. Furthermore, in
the search for two items, the Hamming distance is found to play a role with
respect to the entanglement content. Actually, for fixed number of qubits in
the register, the state turns out to be more entangled for increasing Hamming
distance.

Then, we have studied the evolution of entanglement in the whole Grover’s
algorithm. In particular, we have given an explicit formula for the amount
of genuine multipartite entanglement, which is proved to be always non-zero
throughout the computation. Interestingly, the dynamics of entanglement
shows the behaviour of scale invariance, i.e. counter-intuitively the amount
of entanglement employed in the algorithm does not depend on the length of
the searched list, but only on the number of steps taken, relative to the optimal
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number of steps. This feature allows us to identify a unique entanglement dy-
namics, fixed a small number of solutions M = 1,2, independently of the size
of the register on which the search is performed. The entanglement evolution
can thus be regarded as a property of the search problem under considera-
tion, rather than of the quantum states employed in the computation. Since
scale invariance is an important phenomenon in several areas of physics and
mathematics, our results may open new avenues in the understanding of scale
invariance properties of entanglement in other contexts, such as for example
in many-body systems and phase transitions.

We have also compared the dynamics of entanglement in the standard
Grover algorithm with the dynamics of entanglement shown by a different
kind of search algorithm, i.e. the 7/3 quantum search, and we have proved
that the entanglement content exhibits a similar behaviour.

At last we have tried to answer the question concerning whether the pres-
ence of true multipartite entanglement means that Grover’s algorithm cannot
be simulated efficiently by classical means. We have found that well-known
criteria which guarantee efficient simulatability do not apply for Grover’s algo-
rithm, thus the question of simulatability of the Grover algorithm still remains
open.
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Chapter

Quantum Channel Detection

The possibility of determining properties of quantum communication channels
or quantum devices is of great importance in order to be able to design and
operate the channel at the best of its performances. In many realistic imple-
mentations some a priori information on the form of a quantum channel, or
a quantum noise process, is available and it is of great interest to determine
experimentally whether the channel has a certain property, by avoiding full
quantum process tomography, which allows a complete reconstruction of the
channel but it requires a large number of measurement settings [1].

In this chapter we present an efficient method to detect properties of quan-
tum channels, assuming that some a priori information about the form of the
channel is available [22, 23, 28]. The method relies on a correspondence with
entanglement detection methods for multipartite density matrices based on
witness operators. We first illustrate the method in the case of entanglement
breaking channels and non separable random unitary channels, and show how
it can be implemented experimentally by means of local measurements. We
then study the detection of non separable maps and show that for pairs of sys-
tems of dimension higher than two the detection operators are not the same
as in the random unitary case, highlighting a richer separability structure of
quantum channels with respect to quantum states. Finally we consider the
important sets of either PPT channel, completely co-positive channels, and
bi-entangling operations, developing some techniques to reveal maps outside
each of these sets.

3.1 Main idea and mathematical tools

By quantum channel detection (QQCD) we mean the detection of a particular
property of a quantum channel without performing the full quantum tomog-
raphy of the process. Roughly speaking, the idea of QCD comes from the
application of the entanglement witness (EW) formalism for revealing entan-
gled states to quantum channels. The key ingredient is then the convexity of
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Separable States

Figure 3.1: Comparison between the sets of quantum states and quantum
maps. The set of random unitary channels is denoted by RU, and it is defined
in Eq. (3.17).

the set we want to detect (as e.g. random unitary (RU) maps), as will be clear
later.

For instance, just to clarify things, an EW acting on two qubits separates
the convex subset of separable states from the set of entangled states we want
to detect. In the same fashion, we can imagine a sort of map (we will give a
more precise definition and a coherent interpretation later) which cuts the set
of all quantum channels dividing the set of RU maps from the to-be-detected
map. Figure 3.1 explains quite well this idea: to separate the non-RU map .#
(in the EW formalism this would correspond to the entangled state p) from the
set of RUs (corresponding to the set of separable states). This straightforward
comparison allows us to think about many similarities between EW and QCD,
however we have to be careful not to push this reasoning too further, since
there are many crucial differences between QCD and EW (as e.g. the subset
of separable states still spans the whole set of states while the subset of RUs
no longer does it).

The QCD method is mainly based on two ingredients: the concept of wit-
ness operators for entangled states [20] and the Choi-Jamiotkowski isomor-
phism [54, 55], which will be developed in the following.

3.1.1 Entanglement detection

An hermitian operator W is called an EW for the entangled state p.,; if and
only if the following inequalities hold

Tr[W psep] > 0 for all separable states psep,

Tr[W pent) < 0 for at least the entangled state peps. (3.1)

Thus, by definition, W is always a positive-semidefinite operator if restricted
to the set of separable states. As a consequence, the states with negative
expectation value, i.e. Tr[W pe,] < 0, must be entangled. We say that these
states are detected by the witness WW. The essential ingredient that allows
us to construct such an operator is actually the convexity of the subset of
separable states. Indeed, due to the linearity of the trace, the states p fulfilling
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Tr[Wp| = 0 lie on a hyperplane which cuts the set of all states in two parts.
The convexity is thus needed to guarantee that all separable states pse, lie in
the part with Tr[Wps,] > 0, while the entangled states detected by W lie
in the part where Tr[W pe,:] < 0 holds. There are several ways to construct
the operator W, however we will mainly focus on witness operators based on
the geometric measure of entanglement (GME) [48, 56]. This choice is made
essentially in the light of the further generalization to QCD.

Assume we are given an entangled pure state [¢)) of a bipartite system.
Therefore, a witness W detecting entanglement “around” this state can be
constructed as

W= a1 — ) ] (3.2)

where the coefficient o is the squared overlap between the closest separable
state |¢) € Sy and the entangled state |¢), in formulae

a® = max | (Y] )| (3.3)

|$) €S2

This construction deeply relies on the GME E, defined in Eq. (2.3), as it is
clear from the fact that Tr[W|¢)(v]] = o — 1 = —F»(]1)). Notice that, since
the maximum of a linear function over a convex set is always achieved on the
extremal points, the maximum above can be always calculated by maximizing
over pure separable states. Furthermore, it is easy to prove that the a above
is the smallest coefficient leading to either the largest negativity of W for |4)
and a positive expectation value over all separable states. Thus, W is clearly
optimal among the witnesses of this form.

3.1.2 Quantum channels and the Choi-Jamiotkowski iso-
morphism

We firstly recall the reader that quantum channels, and in general quantum
noise processes, are described by completely positive (CP) and trace preserving
(TP) maps .#, which can be expressed in the Kraus form [19] as

M) = AwpA, (3.4)

where p is the density operator of the quantum system on which the channel
acts and the Kraus operators { A} fulfil the TP constraint 3, Al A, = 1.

The detection method proposed is based on the Choi-Jamiotkowski isomor-
phism [54, 55|, which gives a one-to-one correspondence between CP-TP maps
acting on D(H) (the set of density operators on H, with arbitrary finite di-
mension d) and bipartite density operators C' 4, on H ® H with Tra[C 4| = 1.
This isomorphism can be described as:

M = Cyq = (M 3.I)]) o], (3.5)
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//[[p] — @

Figure 3.2: Scheme showing the Choi-Jamiotkowski isomorphism: on the left
the map ., on the right the corresponding Choi state C' ,.

where .# is the identity map, and |«) is the maximally entangled state with
respect to the bipartite space H ®@ H, ie. |a) = idzzzl |k) |[k). This is
schematically depicted in Fig. 3.2. Notice that in the Kraus description the

Choi state C 4 corresponding to the map .# takes the form
Cop=> (A@1)|a)lal (Af®1). (3.6)
k

A fruitful approach is then to think of a specific subset of quantum channels
in terms of the corresponding bipartite states. We thus reduce the problem
of detecting the map .# to the already known problem of detecting the Choi
state C 4. This obviously comes at a cost, the dimension of the state to be
revealed increases, since it now belongs to H ® H, instead of H. Notice that
in general we can find a connection between the set of maps we want to rule
out and the entanglement class of the corresponding Choi states. This concept
will be developed and clarified in the following sections.

3.2 Entanglement breaking channels

In this section we clarify the main idea of the proposed quantum channel
detection method by considering as a first simple case the class of entanglement
breaking (EB) channels [24]. A possible definition for an EB channel is based
on the separability of its Choi state: a quantum channel is EB if and only if
its Choi state is separable. This allows us to formulate a method to detect
whether a quantum channel is not EB by exploiting entanglement detection
methods designed for bipartite systems [57].

As a simple example of quantum channel detection consider the case of
qubits and the single-qubit depolarising channel, defined as

3
Lplp] = Zpitfz’pffh (3.7)
i=0

where 0y is the identity operator, {o;} (i = 1,2, 3) are the three Pauli operators
04,0y, 0, respectively (for brevity of notation in the following the Pauli oper-
ators will be denoted by X, Y and Z), and py = 1 — p (with p € [0, 1]), while
pi = p/3 for i = 1,2,3. Such a channel is EB for p > 1/2. The corresponding
set of Choi bipartite density operators is given by the Werner states

&¢=O—§MMHM+§1- (3.8)
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Figure 3.3: Experimental scheme showing the detection of the depolarising
channel I', as a non EB channel. The expectation value of Wgp is measured
locally.

It is then possible to detect whether a depolarising channel is not EB by
exploiting a detection operator suitable for the above set of states [57, 58],
namely

WEB:%l(]l(X)]l—X@X—FY@Y—Z@Z). (3.9)
The method can then be experimentally implemented by preparing a two-qubit
state in the maximally entangled state |a), then operating with the quantum
channel to be detected on one of the two qubits and measuring the operator
Wgp acting on both qubits at the end (see Fig. 3.3). If the resulting average
value of Wgp is negative, we can then conclude that the channel I', under
consideration is not EB. Notice that the final measurement can be performed
locally by decomposing Wgp into local operators (see Eq. (3.9)).

We now show that our method provides also a lower bound on a particular
feature of EB channels recently defined in Ref. [59] as follows. Let .# be
a generic map acting on a qudit (i.e. a d-dimensional system) and ¥, the
completely depolarizing channel defined as Z,[p] = o, where o is an arbitrary
state. The quantity p.(.#) is defined as the minimum value of the mixing
probability parameter u € [0, 1] that transforms the convex combination (1 —
w) A + n%, into an EB channel, i.e. in formulae

pe(A) = main {p|(1 = p) A + u2, € EB} . (3.10)

Clearly pi.(.# ) nullifies if .# is already an EB channel. By the Choi-Jamiotkow-
ski isomorphism, we can rephrase the definition (3.10) in term of Choi states
as

1
pe( A ) = min {u|(1—u)0//+u0®3 € Sep}, (3.11)

and link this quantity to the well-known generalized robustness of entangle-
ment.

Given a state p, the generalized robustness of entanglement is defined [60,
61] as the minimal s > 0 such that the state 25%Z is separable, where o is an

1+s
arbitrary state (not necessarily separable), namely

. p+so
= . A2
E(p) = min{s|=—— & Sep} (3.12)

This quantity can be interpreted as the minimum amount of noise necessary to
wash out completely the entanglement initially present in the state p. Thus,
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by defining p.(p) =1 — #m and interpreting p as the Choi state C', corre-
sponding to the map .#, we can bound pu.(.#Z) as

This can be seen from Eq. (3.12), since the minimizing set involved in the
definition (3.11) of p.(.#) is smaller than the minimizing set considered for
R(p). We can then derive a bound for the generalized robustness from the
experimental data of an entanglement detection procedure [62] as

R(p) = |c|/wmaa, (3.14)

where c¢ is measured experimentally via the expectation value of the witness,
i.e. Tr[Wp| = ¢ < 0, while wy,,, is the maximal eigenvalue of the operator W.
As a result, we find that

1

c% >1_—7
He(-A) 1+ [c|/Wmas

(3.15)

which links the expectation value ¢ measured experimentally with the theoret-
ical quantity p.(.Z).

In the case of the depolarising channel (3.7) with p < 1/2, by using the
detection operator Wgp given by Eq. (3.9) (with ¢ = p—1/2 and wpe. = 1/2),
the above bound takes the form

(3.16)

In this case, however, the bound turns out to be not tight since the theoretical

pte(I'p) can be computed to be g:—jﬁ by following the method developed in [59].

3.3 Separable random unitaries

We now consider the case of RU channels, defined as

%lp| =Y pUipUL. (3.17)
k

where U, are unitary operators and p; > 0 with ), p, = 1. Notice that this
kind of maps includes several interesting models of quantum noisy channels,
such as the already mentioned depolarising channel or the phase damping
channel and the bit flip channel [1]. RUs were also studied extensively and
characterised in Ref. [63].

We now consider the case where the RU channel acts on a bipartite system
AB as follows

Vpas] = Zpk(vk,A ® Wis)pas(Vii 4 @ W ), (3.18)
p
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Figure 3.4: Scheme of the Choi-Jamiotkowski isomorphism in the case of four-
partite states. The state |a) on the right is the maximally entangled state with
respect to the bipartition AB|C'D.

where both Vj, 4 and W}, g are unitary operators for all £’s, acting on systems A
and B, respectively. Quantum channels of the above form are named separable
random unitaries (SRUs) and they form a convex subset in the set of all CP-
TP maps acting on bipartite systems. Interesting examples of channels of this
form are given by Pauli memory channels [64].

The Choi state corresponding to quantum channels acting on bipartite
systems is a four-partite state (composed of systems A, B, C' and D), as shown
in Fig. 3.4. Notice that the state |a) = \/dlﬂ Zgil \k,j) ap |k, J)op (Where
dap = dadp is now the dimension of the Hilbert space of the bipartite system
AB) can also be written as |a) = |a) 4 |@) 5, namely it is a biseparable state
for the partition AC|BD of the global four-partite system. The Choi states
corresponding to SRU channels therefore form a convex set, which is a subset
of all biseparable states for the partition AC|BD. Since the generating set
of SRUs is given by local unitaries U4 ® Up, the generating biseparable pure
states in the corresponding set of Choi states have the form

Ua®@Up) = (Ua® 1¢) o) 4o @ (Up @ 1p) ) gp - (3.19)

We name the set of four-partite Choi states corresponding to SRUs as Ssry -
It is now possible to design detection procedures for SRU maps by employing
suitable operators that detect the corresponding Choi state with respect to
biseparable states (in AC|BD) belonging to Ssgru.

We now focus on the case of a unitary transformation U acting on two
qudits, that is explicitly supposed to be non separable. The corresponding
Choi state is pure and has the form

U) = (U®1)|a). (3.20)

Therefore, in the same spirit as for the witness of Eq. (3.2), a suitable detection
operator for U as a non SRU gate can be constructed as

WSRU = Q%RU 1 —CU s (321)

where Cyy = |U) (U], and the coefficient aggy is the overlap between the closest
biseparable state in the set Sgry and the entangled state |U), namely

a%RU = /I/I[ﬁfé <U| C//ZSRU ’U> . (322)
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Notice that, since the maximum of a linear function over a convex set is always
achieved on the extremal points, the maximum above can be calculated by
maximizing over the pure biseparable states (3.19), i.e.

1
asn = ax | (Us ® Up| U)| = — max | (U @ URUY. (323)
Recall that the Choi states given by Eq. (3.19) correspond to the generating
points for SRU channels, which is actually a superset of the extremal points
of the SRU set.

As an example of the above procedure consider the CNOT gate acting on
a two-qubit system, defined by

1 0
exor- (1 0. -

with 1 representing the 2 x 2 identity matrix, and X the usual Pauli operator.
The coefficient agry for U = CNOT can be computed as follows. The state of
Eq. (3.20) specialized for the CNOT gate is clearly not separable with respect
to the split AC|BD and it can be expressed in the Schmidt decomposition
regarding that split as
1
[CNOT) = (100 4 ) 5+ 1) 4 [ ) (3.25)

where |¢pT) = \%(!01) +|10)). The above expression naturally proves that the

maximum overlap with any biseparable state with respect to AC|BD cannot
exceed the value of 1/ V2. Since the convex set Sgpy of allowed states in our
optimisation problem is smaller than the set of all biseparable states, this would
provide only an upper bound for the maximum overlap aggy. However, two
local unitary operations Uy and Upg that saturate this bound can be explicitly
found, namely

Uy=5, (3.26)
Ug = e 5%, (3.27)
where S is the phase gate given by S = diag(1,4). This finally proves that the
optimal coefficient aggy equals 1/ V2 even if we restrict to the set of biseparable

states Ssry. Moreover, the detection operator Wonor = %IL —Cconot can be
decomposed into a linear combination of local operators as follows

1
WCNOT:6—4(31]1]1]1]1—]1X]1X—XXX]1—X]1XX

—ZZ1Z+2ZY 1Y +YYXZ+YZXY
—Z1Z1—-ZXZX +YXY1+Y1YX
—1ZZZ+1YZY + XYY Z+ XZYY), (3.28)
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3.3. Separable random unitaries

Figure 3.5: Experimental scheme implementing the detection of the CNOT
gate as a non SRU map.

where for simplicity of notation the tensor product symbol has been omitted.
As we can see from the above form, the CNOT can be detected by using
nine different local measurements settings, namely {XX XX, ZZZ7Z ZY 7Y,
YXYX)YYXZYZXY, ZXZX, XYY Z XZYY}. Actually, in the first line
of the above expression the expectation values of operators 1 X 1 X, XXX 1,
X1 XX can be obtained by measuring the operator X XX X and suitably
processing the experimental data. Similar groupings can be done for the other
terms in Eq. (3.28), such that the only measurement settings needed are the
nine listed above. Following [57, 65], it can be also easily proved that the
above form is optimal in the sense that it involves the smallest number of
measurement settings. From an experimental point of view, the optimal de-
tection procedure can be implemented as follows: prepare a four-qubit system
in the state |o) = |a) 4o ) gp, apply the quantum channel to qubits A and
B, and finally perform the set of nine local measurements reported above in
order to measure the operator Wenor of (3.28). If the resulting average value
is negative then the quantum channel is detected as a non SRU map. The
experimental scheme is shown in Fig. 3.5. Notice that the number of mea-
surements needed in this procedure is much smaller than the one required for
complete quantum process tomography, since the former scales as d% g [58, 66]
while the latter as d% 5 [1].

The number of measurement settings in the detection scheme can be further
decreased if we allow a non optimal detection operator, in the sense that the co-
efficient agry in Wenor is smaller than the maximum value. In this case, since
the state Conor is a stabilizer state with generators { XXX 1,1 X1 X, Z1 71,
ZZ1Z}, an alternative detection operator can be derived, following the ap-
proach of Ref. [37]. The resulting suboptimal detection operator turns out to
be

I+XXX1)(1+1X1X)
2 2
1+2121) (14221 2)
* 2 2 !

Wenor = 31 —2

(3.29)

which requires only the two local measurement settings { XX XX, ZZZZ}.
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3. Quantum Channel Detection

The robustness of the method in the detection of the CNOT gate is extensively
analysed in [28] and will be discussed in the next chapter.

3.4 Separable maps

We now focus on the detection of non separable maps. By definition, a sepa-
rable map .#., is given by

//sep [pAB] = Z(Ak ® Bk)PAB(AL ® B};), (3'30)

k

namely it can be written in terms of separable Kraus operators [26]. In this
section we do not require the TP constraint to be fulfilled. Notice that the set
of separable maps is a larger set than the set of SRUs studied above. A general
map .# acting on two qudits is not separable if and only if the corresponding
Choi state C 4 is entangled with respect to the splitting AC|BD [25].

Analogously to the case of SRU maps, for a non separable unitary U we
can define a detection operator of the same form of Eq. (3.21), i.e.

Ws=asl-Cy, (3.31)

where now the coefficient %, is replaced by a% defined as

o = max (U|Cu., |U). (3.32)

Miep
Since the set of SRUs is a subset of all separable maps, in general ag > aggry
holds, see Fig 3.6. Since the extremal points of the set of separable maps
are by construction maps with a single Kraus operator, the maximum in Eq.
(3.32) is attained on pure states (see appendix C.1). We can thus compute the
maximum on pure Choi states C 4, corresponding to separable maps of the
form .#;., = A ® B. The calculation of ag can then be simplified as

1
_ — T T
045—12175}3}(|<A®B|U)|—dzrﬂ%}dTr[(A ®@ B"U]|. (3.33)

Notice that now we do not require A® B to be TP, otherwise both the operators
A and B would be automatically unitary, as they act on a finite dimensional
Hilbert space. Interestingly, we now show that for a general unitary U on
two-qubit systems the two coefficients aggry and ag coincide, while for higher
dimension this is no longer the case.

We compute the coefficients by starting from the Schmidt decomposition
of an operator O acting on two qudits, which can be written as

O=> NA;® B, (3.34)

i=1
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3.4. Separable maps

Figure 3.6: Pictorial scheme showing the relation ag > agryy. Notice that the
minimal distance between the map .# and the set of SRU channels (red), i.e.
1 — o2 gy, is achieved over the generating set of SRUs and is generally larger
than the minimal distance with the set of separable maps (blue), i.e. 1 — aZ.

where {A;},—1 2 and {B;},—1_ s are two orthogonal bases (Tr[A;rAj] =
Tr[B!B;] = db;;) for the operator space, and r is the Schmidt rank fulfill-
ing 1 < r < d?. Notice that the unique Schmidt coefficients )\; are always
positive and ordered, i.e. A\; > --- > \.. As a result, if we write the unitary
U in the Schmidt decomposition (3.34), it follows that the maximum (3.33) is
achieved by the choice of A® B = A; ® By, where A; and B; are the operators

corresponding to the largest Schmidt coefficient A\;. We then have
1
as = | Te[(Al @ BHU]| = Ay (3.35)

It is then interesting to establish whether the optimal separable operator A; ®
B has to be unitary as well. As mentioned above, we will show in the following
that this is true for two-qubit systems but no longer holds when the dimension
increases. We first show that for two qubits it is always possible to find a
separable unitary U4 ® Up such that the overlap with U achieves the maximum
A1, namely

d Uy, Up s.t. ‘<UA®UB’U>’:C¥SRU:)\1. (336)

This is a consequence of the Cartan decomposition [67, 68] of a general unitary
U acting on two qubits. Indeed U can be rewritten as

U= (Vi@ Ve)UW,4® W), (3.37)
where Vi, Vg, W4 and Wy are single-qubit unitaries and
U — ei(01X®X+0yY®Y+gzZ®Z)‘ (338)

Notice that, by the definitions ¢, = cosf,, and s, = sinf,, U takes the form

U= (CaCyCs +1555y5,) LR L +(cy8ys, +i5,¢y0.) X @ X
+(82CySs +1C15yC.)Y @Y + (S58,¢, + i€4045,) 2 R Z. (3.39)
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3. Quantum Channel Detection

According to (3.37), it is then straightforward to see that the above form of U
directly leads to the Schmidt decomposition of U. By defining

CoCyCs + 15:5,5, = poe’20, (3.40)
CuSySs + 18,04C, = preion, (3.41)
SpCySy + 1CpSyC, = a2 (3.42)
Sz8yCsy + 1C4CyS, = pse293 (3.43)
we can indeed rewrite U as
U =ppe'®oy @ €0q + p1e®io @ eloy
+ €205 @ €220y + p3e'®os @ 0y, (3.44)

with the notation o9p = 1, 01y = X, 09 = Y and o3 = Z. We now notice that
the magnitudes of the coefficients in front of the bipartite operators correspond
to the Schmidt coefficients themselves and the phases can be reabsorbed into
the Pauli operators without changing the orthogonality relations. Hence, by
setting A; = Vye®o;W, for the system A and B; = Vge'®io;Wpg for B, we
arrive at the following Schmidt decomposition of U:

4
i=1

Therefore, given a unitary U on two qubits, it is always possible to find a
local unitary achieving the maximum A;, since there always exists a Schmidt
decomposition of U involving only unitary operators as local basis. For higher
dimensional systems the above argument does not hold. Actually, already in
the two-qutrit case it may happen that the maximum (3.35) can be attained
only by local non unitary operators. This means that the closest (under the
criterion defined in Eq. (3.33)) separable map to a unitary U may be non
unitary.

We now show an explicit example for a system of two qutrits given by the
gate Z3 defined as

75 = diag(1,1,1,1,1,1,1,1, —1), (3.46)

which is clearly unitary and not separable. We can rewrite Z3 in the Schmidt
form with Schmidt rank r = 2 as

Z3 = AA; ® By + A2 Az ® Do, (3.47)

where A\j 5 = 4/ %(9 + v/17)/3, while the operators A; » and Bj 5 are non unitary
and can be written as

3
Apy— V3 ing(5 4+ VT, 54 VT 1 £ VIT), (3.48)
102 £+ 2217
3
Bis = V3 diag(11 £ 317,11 £ 3V17,9 £ V17).  (3.49)
646 + 15017
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From the Schmidt decomposition it immediately follows that the value of the
maximum overlap is given by ag = A} = %(9 +/17)/3 ~ 0.854, while the
coefficient aggpy can be computed numerically, leading to aggy ~ 0.786 (see
appendix C.2). Hence, this finally proves that for the gate Z3 the maximum
attained over SRUs is strictly smaller then the maximum achieved by separable
maps, asgry < 5.

We want to stress that our method is then suitable to detect the gap be-
tween separable and SRU maps, as long as d > 3, by the amount of violation
of the expectation value of Wsgy. For instance, the unitary Z3 can be detected
as a non SRU map by an operator of the following form

Wz, = agpy 1 —Cg, (3.50)

where Cz, = |Z3) (Z3] and aggry =~ 0.786. The expectation value of Wy, over
the Choi state of the experimentally accessible map .# thus allows us to dis-
tinguish between non SRU and non separable maps. Actually, .# is detected
to be non SRU if Tr[W,C 4] < 0, and in addition we can say that .# is non
separable if Tr[Wy,C 4] < o%p, — a%. Therefore, as it always happens with
states, if we want to distinguish between any kind of entanglement and mul-
tipartite entanglement, a stronger violation of the positivity of Tr[WsryC /4|
makes our knowledge of .#Z more accurate. Notice that the above discrimina-
tion works perfectly for systems composed of two qudits, with d > 3, but no
longer works when we reduce to a two-qubit system, since in this latter case
our method cannot distinguish between separable and SRU maps any more.

Last but not least, as it is the case for witnesses based on the GME [69],
the detection operator Wy developed to reveal the non separability of U and
defined in Eq. (3.31) provides a lower bound for the gate fidelity F'(U,.#)
[66], namely

F(U, %) = TY[CUC///] Z Oé?q — TI‘[WSRUC//(]. (351)

Notice that the same argument holds for the detection operator Wsgy defined
in Eq. (3.21); however, as the negativity of Wy is a stronger requirement than
the negativity of Wsgy, the expectation value of the detection operator Wy
provides a higher value for the gate fidelity F(U,.Z).

3.5 PPT channels

In this section we consider a larger set of quantum channels, namely PPT
channels. A CP map .# acting on two qudits is positive partial transpose
(PPT) if and only if the composite map # 5 = F o M o T, being T, the
partial transposition map on the first system A, is CP [27, 70]. Since a map
A is CP if and only if the corresponding Choi operator C' , is positive, we can
restate the above definition as: a CP map .# is PPT if and only if the Choi
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3. Quantum Channel Detection

operator C 4, related to the composite map .# is positive. Notice that the
above definition is different from the one given, for instance, in Ref. [71].

By the above correspondence we develop a method to detect whether a
map is non-positive partial transpose (NPT). We employ techniques already
developed for the detection of entangled NPT states [72], namely we consider
a detection operator of the following form

Wepr = |A_) (A_| 7, (3.52)

where |A_) is the eigenvector of the Choi state C 4, corresponding to the most
negative eigenvalue A_ for the NPT map .Z.

The expectation value of the above detection operator should now be mea-
sured for the Choi operator corresponding to the composite map .# o Ty,
since the partial transposition following .# is already taken into account in
the form of the operator (3.52). Therefore, a crucial point of this approach is
now related to the implementation of the map 74, which is non CP. A possible
solution is to add noise to the map .74 in order to make it CP [73]. Following
the approach of Ref. [73] we consider the minimal amount of depolarising noise
such that the following map

1ap

= (3.53)

Talpas] = (L —p)Talpas] +p
is CP. This is given by p = d*/(d® + 1) [73]. From an experimental point
of view, we then consider the implementation of the map 74 instead of the
non-physical map 74, as shown in Fig. 3.7. This procedure leads to an extra
contribution in the expectation value of the detection operator, related to the
presence of the depolarized term in Eq. (3.53). The expectation value of Wppr
for the Choi state C' ,, 5, related to the composite map .# o 7y is thus given
by

Tr[WeprC 4o 7,] = (3.54)
1 1
= (1=p) (\| Cuy A2) +p M| M [ @ =2 IX2)
1 1
=(1—pA+p (| M2 @ =2 |A).

@ e
Notice that the negative term A_ comes from the NPT-ness of the map .Z,
while the other term is due to the implementation of 7, in the proposed
experimental procedure. The expression above clearly shows that the operator
Wppr can be regarded as a witness with respect to the set of PPT maps,
as its expectation value is always non-negative on this set. Therefore, if the
expectation value of the detection operator Wppr is negative, the map . is
guaranteed to be NPT. Notice that the expectation value given by Eq. (3.54)
usually depends on the to-be-detected map .#, and generally the requirement
of the negativity of the expectation value of Wppr is stronger than what one
actually need to be sure that .# is NPT. Therefore, in order to find the optimal

46



3.6. Completely co-positive channels

Figure 3.7: Experimentally-feasible scheme to implement the detection of the

NPT map .

detection operator Wppr, one should minimize the last term of Eq. (3.54) with
respect to the set of all PPT maps .#FF7T, ie.

: Lap, _ 1lcp
min (A //@PT[?] ®—5 1), (3.55)
a hard task that drastically simplifies when the map .# is promised to be
unital.
Let us thus assume that the map .# is unital. The expectation value in
Eq. (3.54) then takes the simple form

b

Te[WeprClyoz,] = (1 —p)A-+ 7.

In this case the addition of the depolarized term that makes the map 74
physically implementable introduces only a constant shift in the expectation

(3.56)

value of Wppr. As a result, for any PPT unital map .Z 51 we have
Te[WeprC yoer 0 Ta] % (3.57)

Therefore, if we know a priori that the map .# to be detected is a unital map,
then we are guaranteed that it is a NPT map whenever the expectation value
of Wppr is smaller than p/d*.

As an illustrative example we consider again the case of the CNOT gate.
Here we want to detect such a gate as a NPT map by following the experimental
procedure discussed above. It is straightforward to see that the Choi state
Cenor,, corresponding to the map CNOT 5 = 74 o CNOT o 7, has a single
negative eigenvalue A_ = —1/2. Since the CNOT is unital, from Eq. (3.56) it
follows that Tr[WpprCryore5,] = 0, and the gap with the bound provided by
Eq. (3.57) (=~ 0.055 in this case) is then experimentally accessible.

3.6 Completely co-positive channels

In this section we consider the set of completely co-positive (CCOP) channels
[74]. CCOP channels are of great interest as they are connected via the Choi-
Jamiotkowski isomorphism to PPT states [72].
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Figure 3.8: Experimental scheme showing the detection of the dephasing chan-
nel 2 as a non CCOP channel. Notice that the expectation value of Wecop,
namely Tr[WecopCyl, can be measured locally.

A CP map % acting on a qudit is CCOP if and only if the composite map
€7 = 7 0%, where .7 is the transposition map, is CP. Since a quantum map
is CP if and only if the corresponding Choi operator is positive, we can restate
the above definition as follows: a CP map % is CCOP if and only if the Choi
operator Cy,, related to the composite map €7 is positive.

By the above correspondence we develop a method to detect whether a
map is non CCOP by adapting techniques developed for the detection of NPT
entangled states [72]. Consider then a map .# that does not belong to the
set of CCOP channels. From the above definition it follows that the bipartite
Choi state C 4, = (T4 ® .7)[C 4] has at least one negative eigenvalue. Let A_
be the most negative eigenvalue corresponding to the eigenvector |A_). The
following operator, i.e.

chop = ’)\,><)\,‘g‘4, (358)

is thus suitable to detect the NPT state C 4, corresponding to the non CCOP
map .# 7. Notice that the transposition map on the Choi state acts only on
the first qudit, i.e. 4.

As an illustrative example we consider the case of the dephasing noise ¥
acting on a single qubit, defined by the following CP-TP map

Plpl =pp+ (1 —p)ZpZ , (3.59)

where Z is a Pauli operator. It is easy to see that the Choi state C'y corre-
sponding to Z takes the form

Cg = pla)(al + (1 =p)le7) (¢, (3.60)

with |¢7) = \%(!OO) —|11)). The above state can be shown to be NPT whenever

p # 1/2. It is then possible to derive the following detection operator [57, 58]
from Eq. 3.58:

Weacop = {

This method can be experimentally implemented by preparing a two-qubit
state in the maximally entangled state |a), then operating with the quantum
channel Z to be detected on one of the two qubits and measuring the operator
Weoop acting on both qubits at the end (see Fig. 3.8). If the resulting average

I®14+X@X+Y QY -Z®Z) forp<i,

3.61
(I®1-X0X-YQRY-2Z®Z) forp>i. (3:61)

= s =
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value Tr[WecopCg] is negative, we can then conclude that the Choi state
Cy, = 7 o2 is NPT and that the channel & under consideration is not
CCOP.

Finally, we would like to stress that, since every NPT state is entangled,
the detection of a non CCOP channel .# implies that .# is not EB as well,
however the opposite does not hold in general. Actually the set of EB channels
is a subset of the CCOP channels, and the two sets coincide only when the
channels act on two-dimensional systems. From the perspective of QCD, this
implies that for higher dimensional systems a quantum channel detected as
non EB may nevertheless belong to the set of CCOP maps.

3.7 Bi-entangling operations

In this section we focus on bi-entangling (BE) operations, a class of quantum
maps that can generate at most bipartite entanglement. They were introduced
in Ref. [75] in the context of quantum computation and were shown to be
efficiently simulatable classically. BE operations are quantum maps acting on
two qudit systems AB in such a way that they can be expressed as convex
combinations of (a) separable operations, (b) operations that swap the two
qudits and then act as a separable operation, and (¢) EB channels, that break
any entanglement between the two qudits on which the channel acts and extra
ancillae [75]. Via the Choi-Jamiotkowski isomorphism we can then characterize
the set of BE operations in terms of the corresponding Choi states.

Consider a BE operation .#gg acting on the bipartite system AB, not
necessarily TP. The Choi state C 4, associated to .#pg is then a four-partite
state (composed of subsystems A, B, C'and D). Separable maps have separable
Choi states with respect to the bipartition AC|BD [25]. As a consequence,
maps of type (b), with a swap gate followed by separable maps, have separable
Choi states in AD|BC. EB channels correspond to separable Choi states in
the bipartition AB|C'D. A general Choi state C 4, for a BE map can then be
written as a convex combination of four-partite states biseparable with respect
to bipartitions AC|BD, AD|BC and AB|C'D, namely

Cope = p Y piCATED) 4 (3™ g CAAPIBO) 4§ GUBID) (3 69)
i J Kk

where (p,q,7), {p:}, {¢;} and {ry} are probability distributions. Notice that
the first term corresponds to the set (a), the second to (b) and the third to (c).
In other words, the Choi states C' 4, corresponding to BE operations lie in
the convex hull of states biseparable with respect to the bipartitions AC|BD,
AD|BC and AB|CD for the four-partite system ABC'D. We name this convex
set of four-partite Choi states corresponding to BE operations as Sgg. It is
now possible to develop detection procedures for BE operations by employing
suitable operators that detect the corresponding Choi state with respect to the
biseparable states belonging to Spg.
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We now focus on the case of a non BE unitary U acting on two qudits. The
corresponding Choi state is pure and given by |U) = (U ® 1) |a). Therefore, a
suitable detection operator for U as a non BE operation can be constructed as

Wee = ag,1—-Cy , (3.63)

where Cy = |U) (U], and the coefficient apg is the overlap between the closest
biseparable state in the set Spp and the entangled state |U), namely

0 = max (U] .y |U) (3.64)
‘!BE

Since the maximum of a linear function over a convex set is always achieved on
the extremal points, the maximum involved in agp can be always calculated
by maximizing over the pure biseparable states in Sgg, i.e.
app = max [(ZE|U)|. (3.65)
|E)€SBE
By exploiting the Schmidt decomposition [1] of the state |U), the maximization
above can be expressed analytically as

pp = MAX Max Xi(0), (3.66)

where the index i labels the bipartitions AC|BD, AD|BC and AB|CD, and
Ai(U) are the Schmidt coefficients of |U) in the bipartition . Therefore, in order
to find the coefficient agp one has to find the maximal Schmidt coefficient
of |U) for a fixed bipartite splitting, and then maximize it among all the
bipartitions involving only two versus two subsystems.

As an example of the above procedure consider the following unitary oper-
ation V' acting on a two-qubit system

V:

O O =
— o O
o O O

0
; (3.67)
00 0 -1

Notice that the gate V is a modified swap gate such that it is no longer a
BE operation. The coefficient agg for V' can be computed following the steps
outlined above. The Choi state |V') associated to the gate V' is given by

V) = %ww 100 e+ 167 1 [11) ), (3.68)

and the Schmidt coefficients of V' with respect to the bipartitions AC|BD,

AD|BC and AB|CD can be easily computed as Aacipp(V) = (3,33, 3);

Aapipe(V) = (\/Li’ %,0,0) and Aapjcp(V) = (%, %, %, %) Therefore, the coef-

ficient app equals 1/ V2 and a suitable detection operator in order to detect
V' as a non BE operation takes the form
1

Wge = 3 1-Cy. (3.69)
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Ai"_"___j

Figure 3.9: Experimental scheme implementing the detection of the gate V'
defined in Eq. 3.67 as a non BE operation.

From an experimental point of view, the detection procedure can be imple-
mented as follows: prepare a four-qubit system in the state |o) = |a) 4. |®) 5P,
apply the quantum gate V' to qubits A and B, and finally perform a suitable set
of local measurements in order to measure the operator (3.69). If the resulting
average value Tr[WggCy | is negative then the quantum map is detected as a
non BE operation. The experimental scheme is shown in Fig. 3.9.

We conclude this section by noticing that the method described above leads
to different detection operators with respect to the detection method for non
separable maps developed in Sec. 3.4. Indeed, the optimal detection operator
that reveals the gate V' as a non separable map is

W = 411 1—Cy. (3.70)
Already in the two-qubit case the operator above is stronger than Wgg in
Eq. (3.69), in the sense that it has a negative expectation value for a larger
set of quantum maps. This is actually due to the fact that BE maps are a
strict subset of separable maps (since the set of separable Choi states in the
bipartition AC|BD is a strict subset of Sgg).

3.8 Summary and further developments

In summary we have presented an experimentally feasible method to detect
several sets of quantum channels. The proposed procedure works when some a
priori knowledge on the quantum channel is available and is based on a link to
detection methods for entanglement properties of multipartite quantum states
via witness operators.

The method has been first explicitly illustrated in the simple case of EB
channels, and then presented to detect separability properties of quantum
channels. In particular, methods to reveal non SRUs and non separable maps
have been derived, showing also the possibility to detect the gap between the
sets of SRUs and separable maps. This result highlights a richer separability
structure of Choi operators that has no counterpart in the separability prop-
erties of ordinary entangled /separable states. The present method has been
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3. Quantum Channel Detection

applied also to detect other properties of quantum maps that rely on a convex
structure and reflect on properties of the corresponding Choi states, such as,
for example, PPT and CCOP channels, and BE operations.

The advantage over standard quantum process tomography is that a much
smaller number of measurement settings is needed in an experimental imple-
mentation. Finally, we want to point out that the proposed scheme can be im-
plemented with current technology, for instance in a quantum optical scheme
(76, 77].
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Chapter

Map Detection: Noise
Robustness and Experimental
Realization

The experimental realization of a quantum channel is unavoidably affected
by noise. One possible way to check how well this has been achieved is to
make a full tomography of the process. This nevertheless is known to be very
expensive in terms of number of measurements to be performed [1]. Since in
many practical situations, one is only interested in some specific properties
of the channel, a more suitable approach is the quantum channel detection
(QCD) method developed in the previous chapter. The method allows to
detect properties of quantum channels when some a priori knowledge about
the form of the channel is available.

In this chapter we illustrate in detail the QCD method for detecting non
separable maps and consider in particular the explicit examples of the CNOT
and CZ gates. We analyse their robustness in the presence of noise for several
quantum noise models, namely depolarising, dephasing, bit flip and amplitude
damping noise [28]. We then demonstrate experimentally the possibility of ef-
ficiently detecting properties of quantum channels and quantum gates via the
above QCD method. The optimal detection scheme is first achieved for non
entanglement breaking (EB) channels of the depolarizing form and is based on
the generation and detection of polarized entangled photons. We then demon-
strate channel detection for non separable maps by considering the CNOT gate
and employing two-photon hyperentangled states [29].

4.1 Detecting the CNOT and CZ gates

In this section we briefly remind how the channel detection method works in
the case of separable random unitary (SRU) and separable maps.
Consider the case of detecting a non separable unitary operation U acting
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on a bipartite system AB. As explained in Secs. 3.3 and 3.4, a suitable
detection operator can be constructed as

Wy =81-Cy | (4.1)

where (3 is an appropriately chosen coefficient, and Cy = |U) (U] is the projec-
tor on the Choi state corresponding to the unitary U, i.e. |U) = (U ®@ 1) |a).
The choice of § depends on the set we want to rule out: if we want to detect
the unitary U as a non SRU map, we set 3 = a%p; given by Eq. (3.22), while
if we aim at revealing U as a non separable map, we choose 8 = a% defined
in Eq. (3.32). Notice that generally ag > asgry, except in the two-qubit case
where the inequality always holds. Thus, as far as quantum channels acting
on two qubits are concerned, there is no chance to detect the gap between the
sets of separable and SRU maps. Throughout this chapter we mainly focus
on the case of two qubits, we then prefer to talk about the detection of U as
a non separable channel instead of as a non SRU, since the condition of non
separability is stronger than the condition of not being SRU.

We now specify the above construction to the particular case of the CNOT
gate acting on two qubits. As discussed in the previous chapter, the general
detection operator (4.1) takes the form

1
Wenor = = 1 —Cenor, (4.2)

2
with Conor = |[CNOT)(CNOT|. Notice that the detection operator Wenor
above can be decomposed into a linear combination of local operators as al-
ready shown in Eq. (3.28).
As a second significant example consider the CZ operation, which also
represents an important two-qubit gate in quantum computation [1]. This

operation is defined as
1 0
- (10). 42

namely it has the same structure as the CNOT gate, with X replaced by Z.
This case can be connected to the detection procedure for the CNOT gate by
exploiting the following relation between the CNOT and CZ gates

CZ = (1®H)CNOT(1L ®H), (4.4)

where H is the Hadamard gate, defined as H = \%(X + Z). Since the two
gate operations differ only by a local unitary transformation, the maximization
performed in the calculation of agry = ag leads to the same value g = 1/2.
The corresponding detection operator Wy can then be written as

1
Wez = 3 1—-Cecy, (4.5)
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4.2. Noise robustness

which can be easily decomposed into local Pauli operators as follows:

1
WCZ:6—4(31]1]1]1]1—]12]12—Z]IZ]I—ZZZZ

—ZX1X+ZY1Y —1XZX +1YZY
—XZX1-X1XZ+YZY1+Y1YZ
“YYXX -YXXY - XYYX - XXYY). (4.6)

Notice that, besides the convenient implementation in terms of local operators,
an other important aspect to study is how much noise the detection operator
Wy of (4.1) tolerates. In the next section we will show several cases in which
the presence of noise is taken into account. The map we want to detect is thus
no longer considered as a perfect CNOT (or CZ) gate but instead as a sort of
composite map representing the CNOT (or CZ) with in addition several kinds
of quantum noise.

4.2 Noise robustness

We now study the robustness of the method in the presence of additional noise,
which can influence the operation of the quantum channel. The situation we
have in mind is the following. Suppose we are given an operator Wy of the
form (4.1) to detect a unitary U acting on two qubits. Suppose also that the
experimental implementation of U leads to a new noisy map ., which is close
to the original U by construction but not exactly U due to the presence of
noise. Does Wy still detect the map .# as non separable?

Since the expectation value of the operator Wy is continuous with respect
to the Choi state C 4, we expect an affirmative answer for maps enough close
to the target unitary U. However, to quantify how close to U a noisy map .#
should be in order to be detected by our method, we have to check whether
the expectation value of Wy on ., i.e.

Te[WyCy] = 8 — Tr[C ., (4.7)

is negative. To this end, let us notice that the overlap between two Choi states
C¢ and C , corresponding to the maps £ and .# acting on D(H) can be
generally written as

Tr[C.4Cy] = % Z Tel.2((i) GDZ(15) GDT (4.8)

where {|i)} represents the computational basis for the Hilbert space H with
arbitrary finite dimension d. In terms of the Kraus operators {Ax} and {B;}
of the maps .# and .Z, respectively, the above expression can be rewritten as

1
Tr[C.uCel = — > | Tr[ALB) P, (4.9)
k1l
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4. Map Detection: Noise Robustness and Experimental Realization

where the double summation is over the Kraus operators and the absolute
value comes from the identity Tr[AT] = Tr[A]*.

In the case which we are interested in, H is a two-qubit system of dimension
d = 4 and .Z is given by a unitary operation U. Therefore, the above expression
takes the form

W0/ C] = o Z | Te[ALU] 2, (4.10)

where the summation is now performed just over the Kraus operators { Ay}
of the noisy map .#. The expectation value for the detection operator Wy
detecting the gate U can then be rewritten as

Te[WyC 4l =8 — — Z | Tr[A,UT) 2 (4.11)

In this context, the general map .# thus represents a noisy implementation
of the unitary U by considering no longer a noiseless gate but adding some
quantum noise such as the depolarising, the dephasing, the bit flip or the
amplitude damping noise. In the following subsections we will treat these four
different noisy processes, and derive some bounds on the amount of noise that
the operators Wenor and Wz, constructed to detect gates CNOT and CZ,
respectively, can tolerate.

4.2.1 Depolarising noise

We consider first the case of depolarising noise &, whose action is described
by a CP-TP map of the following form

3
=0

where o¢ = 1 is the identity operator, and {o;} (i = 1,2, 3) are the three Pauli
operators o1 = X,09 = Y, 03 = Z respectively. In the case of depolarising
noise we have py = 1 —3¢/4 (with ¢ € [0, 1]), while p; = ¢/4 for i = 1,2, 3, and
therefore the parameter ¢ uniquely describes the depolarising channel.

The presence of noise in the general scenario of a controlled C-U; unitary
operation can be depicted as follows:

—] L P, Py
Mpy, | = - - : (4.13)
— — P U Py

Here, U, is the unitary operation acting on the target qubit (in the cases of the
CNOT and CZ gates it is given by X and Z, respectively), and each depolar-
izing channel &; involves the parameter ¢;. Notice that ¢; and ¢, are related
to the depolarising channels &?; and &,. Furthermore, the four depolarizing
processes act independently and are assumed to have the same strength (¢
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4.2. Noise robustness

Figure 4.1: Expectation value of Wenor on the noisy state C, ., ie.
Tr[WenorClap, i), in terms of the two noise parameters q; and gp. Notice
that the same plot is obtained for the expectation value of Wz on the Choi
state C 4, , corresponding to the noisy map .#pz.

(g2) before (after) the controlled operation C-U;) for the two qubits. Besides
not being so restrictive from a physical perspective, this assumption simplifies
a bit the following calculations. The Kraus operators of the tensor product
map &; @ &;, denoted by {P}}, are obviously given by the tensor product
of the corresponding Kraus operators of the single-qubit depolarising channel.
Notice that the global resulting noisy channel .#Zp, shown above is still a
random unitary channel.

We first start from the detection of noisy CNOT gate via the operator
Wenor given by Eq. (4.2). From Eq. (4.10), we can compute the overlap
between the noiseless Choi state Conor and the Choi operator C 4, ., cor-
responding to the noisy composite map .#p x given by (4.13) with Uy = X,
as

T4(C 4 Conon] = ¢ S| THP[CNOTFEONOTP,  (4.14)

k.l

where { P}'} and { P?} are the Kraus sets of 2,® 22 and &2,® P, respectively.
By performing the calculation explicitly and remembering that, apart from the
parameters ¢;, the term on the right hand side above is a symmetric matrix in
k,l, we arrive at the following expression for the expectation value

TI‘I:WCNOTC%P,X:I = (415)
1 1 o _ _ _ 5
5 — (160105 + 201014202 + 41 920> + 110105 + =67 G3);
2 16 16
with the definition g; = 1 — 2% for i = 1,2 (see Fig. 4.1).
Let us now study some special cases of the above situation. Suppose first
that ¢o = 0, so that the noise affects the channel only before the CNOT. In
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4. Map Detection: Noise Robustness and Experimental Realization

this case the expectation value becomes

1
Tr[WenorClup ] = 5~ 4, (4.16)

which is negative for ¢; < %ﬁ ~ (0.39. Therefore, the values of ¢; below this

threshold lead to a detection of the CNOT gate as a non separable channel.
Since the situation is symmetric, the same obviously holds when ¢; = 0 and we
are looking at ¢o, namely the action of the depolarising channel either before
or after the CNOT operation leads to the same result. Another interesting
situation is when both the channels before and after the CNOT gate introduce
the same level of noise, namely when ¢; = ¢ = ¢. In this case we get the
following expression for the expectation value

Tr[WenorClup k] =

%(q —2)%(5¢° — 8q + 4). (4.17)

N | —

The CNOT gate is thus detected as a non separable map when ¢ < 0.21.
Notice that the threshold in this case is not as high as the one we obtained
before, since the situation is much noisier because two sources of noise are now
present.

We now consider the case of the CZ gate. The detection of noisy CZ gate
via Wz turns out to give the same threshold of noise as for the CNOT gate.
This is basically due to the symmetry properties of the depolarising noise,
which acts isotropically along the three directions of the Pauli matrices. It
is then straightforward to find that the expectation value of Wez on C4, ,,
namely Tr[WczC 4, ] is exactly given by Eq. (4.15). Hence, the analysis we
have performed in that case still holds for the CZ gate.

As we can see, the presence of local depolarising noise thus affects the
CNOT and CZ operations in such a way that, beyond a certain amount of noise,
the noisy CNOT and CZ operations are no longer detected as non separable
by our method.

4.2.2 Dephasing noise

Let us now assume that dephasing noise is present, acting independently on
the two qubits A and B in general both before and after the unitary we want
to detect, namely

— — D * Dy
%D,Ut = T s (418)
— — DU Do

where Uy is again either X or Z. Phase damping noise is described by a CP-TP
map of the form (4.12) where the probabilities are now given by py = 1 — g,
p1 = p2 = 0 and p3 = q. Notice that in this case the global resulting channel
Ay, is still a random unitary channel.
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4.2. Noise robustness

Figure 4.2: Expectation value Tr[WenorClyy, ] of Wenor on the noisy state
C.up x as a function of the two noise parameters ¢; and gz. Notice that the
same behaviour of Wenor is obtained for the noisy map .#p x, i.e. when bit
flip noise is concerned.

In order to quantify the noise robustness of the detection operator Wenor
with respect to dephasing noise, we calculate the expectation value of Wonor
given by Eq. (4.2) with respect to the state C 4, ., i.e. the Choi state corre-
sponding to the composite map #p x = (%2 @ Z»)CNOT (%, ® 2,) depicted
in (4.18) with U; = X. The problem thus reduces to evaluate the overlap be-
tween the Choi states Conor and C gy, . By using Eq. (4.11), this procedure
leads to the formula

1

Tr[WenorClup <) = 5~ (1= q1)*(1 = ¢2)* + q12(1 — 1)), (4.19)

that is plotted in Fig. 4.2 for an immediate reading.

From Fig. 4.2 we can see that Tr[WenorCly, ] < 0 for certain intervals of
the noise parameters ¢; and go. From the symmetry of the expression (4.19),
the action of dephasing noise either before or after the CNOT gate leads to
the same result. In this case, considering e.g. ¢» = 0, the expectation value
of Wenor is negative for ¢ < 1 — \/LQ ~ (0.29. When instead the dephasing
channels introduce the same level of noise (¢; = g2 = ¢) the expectation value
of Wenor turns our to be negative for ¢ < 0.17 and, therefore the CNOT
operation can be detected in this range.

Regarding the robustness of the detection operator Wy, we need to com-
pute the expectation value of Wez with respect to the Choi state C.4, ,,
representing the noisy implementation of the CZ gate, i.e. Mpyz = (%2 ®

D5)CZ(2, @ 21). Following the same calculation as before we get

1
Tr[(WezClup 5| = 5~ (1— ¢ — @+ 2q142)°, (4.20)
which differs very much from the expectation value calculated for the CNOT

gate, compare Figs. 4.2 and 4.3.
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Figure 4.3: Expectation value of the detection operator Wy on the noisy
state C ,, , in terms of the two noise parameters ¢; and g». Notice that when
q1 = q2 = ¢, the expectation value Tr[WczC 4, ,] is negative for high level of
noise q as well.

Also in this case, see Fig. 4.3, if the noise is present just before or after
the gate, namely ¢go = 0 or ¢; = 0, our method detects the noisy CZ as a non
separable map if ¢g; < 1— % ~0.29 (or g < 1— \/Li ~ 0.29). This threshold is
exactly the same as the one found for Wenor, thus the operator for detecting
the CZ turns out to be as robust against dephasing noise as Wenor revealing
CNOT. If the two sources of noise have the same strength, i.e. ¢4 = ¢ = ¢,
then the expectation value turns out to be negative if the noise level is either
g<il-+v1-v2)~0180r¢q> 3(1+ v1—+/2) ~0.82. This behaviour
may seem to be very surprising, since it follows that Wy can tolerate not
only low levels of noise but high levels too. The only regime where it fails is
when the noise has a medium strength. However, this effect can be intuitively
explained as follows. Dephasing noise always commutes with the CZ gate,
thus the noise can be thought to be applied twice before the regarded gate.
For high noise level ¢, the action of two consecutive dephasing processes leads
almost to the identical map, since Z2 = 1, and so the scenario can be thought
as noiseless. We want to stress that this result is completely different from the
one obtained for Wenot since there only a low amount of noise was tolerated.

4.2.3 Bit flip noise

Another interesting model of noise is given by bit flip noise 4, defined as a
CP-TP map of the form (4.12) with probabilities pg = 1 — ¢, p1 = ¢ and
p2 = ps = 0. As before, we consider the situation in which the noise acts
independently on the two qubits both before and after the controlled operation

60



4.2. Noise robustness

Figure 4.4: Expectation value of the detection operator Wz on the noisy state
C 4., as a function of the two noise parameters ¢; and gs.

C-U; (either CNOT or CZ):

e BB

%B,Ut

S PSS EAS

Let us first focus on the detection of the CNOT gate by the operator Wenor-
By exploiting Eq. (4.11), where the composite map is now given by .#p x =
(By @ By)CNOT(H; @ HB1), we arrive at the following expectation value of
Wenor over its noisy implementation C g, -

(4.21)

Tr[WenorCluy ) = % —[(1=@1)*(1 = @) + q1¢2(1 — 1 g2)]. (4.22)

This turns out to be the same expectation value as for the case of dephasing
noise, therefore the discussion already done below Eq. (4.19) still holds (see
also Fig. 4.2).

In order to study the robustness of Wy to detect CZ with additional
bit flip noise, we have to evaluate the quantity Tr[WczC 4, ,] with 4B 7 =
(By @ PBo)CL(HA, @ $1). By using Eq. (4.11), we get

1
Tr[(WezCluy 4| = 5~ (1—q)*(1 - q)?, (4.23)

which allows us to derive different thresholds for the noise tolerance of CZ (see
Fig. 4.4). If noise is neglected either after (go = 0) or before (¢ = 0) the CZ

gate, then the method is able to tolerate a level of noise up to 1 — LQ ~ (.29,

i.e. either ¢y < 1— \/LE or gy < 1— \/Li In the case where both the noise sources

show the same amount of noise, namely ¢; = g2 = ¢, it follows that the CZ
gate is detected as long as ¢ < 0.16.
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4.2.4 Amplitude damping noise

As a last noise model we consider the amplitude damping channel, which is not
a random unitary noise and it is described by the following Kraus operators
acting on a single qubit

A = <(1) \/10__7> Ay — <8 ?) , (4.24)

where v is the parameter characterising the amount of damping.

In the case of Wanor, following the same procedure described above and
by considering now the composite map #4 x = (9% ® o4)CNOT (A @ o),
we have

Tr[WenorClus ] = (4.25)
1 1 _ - - _
5~ 1g L1+ VARl + VA +v32)* + i),

where we have defined ¥ = 1—+. As in the previous cases the above expression
is symmetric under exchange of v; and s, see Fig. 4.5. When noise acts only
either before or after the CNOT gate, e.g. v = 0, the above expression is
negative for v; < 0.53. For the particular case of 73 = 75 = v we get

T WenorCan ] = = — = [(1+7(1+2v/3))% + 7277, (4.26)

2 16
which is negative for v < 0.31. Therefore the composite map .#4 x can be
detected as non separable in this range of noise parameter ~.
The noise robustness of Wy with respect to the amplitude damping noise
can be studied starting from the expectation value of Wey on Ay 7 = (oo ®

Figure 4.5: Expectation value Tr[WenorCly, ] of Wexor on the noisy state
C 4, «» corresponding to the noisy map .#4 x, in terms of the two damping
parameters v; and 7s.
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4.2. Noise robustness

Figure 4.6: Expectation value of W¢z on the Choi state C 4, , as a function of
the two damping parameters v; and 5. The plotted behaviour is very similar
to the behaviour of WenoT, but nevertheless it is not exactly the same.

o15)CZ(ef ® 4 ), which is given by

1 1
TrWorCaz) = 5 = 161+ V)", (4.27)

and depicted in Fig. 4.6. As we can see from the above expression, when noise
is present only before the CZ gate, i.e. 75 = 0, a negative result is found for
v1 < 0.53, exactly as for Wenor. Notice that, since the above expectation
value is still invariant under exchange of v, and 7., the same holds if noise acts
just after the controlled gate. When noise before and after the CZ gate is the
same, i.e. 7, = 2 = 7, it is easy to show that

1

— E(l + )% (4.28)

Tr[WCZC%A,Z] ==

DN |

Thus the operator Wey detects the noisy CZ as a non separable map only if
v < 0.31. We would like to stress that this value is the same as before only
because we truncate the root of Eq. (4.28) at the second digit.

This last noise model concludes the theoretical study of the robustness of
the QCD method against quantum noise. In particular several important noise
models have been considered so far, and different thresholds in order for our
detection operator to work have been calculated. Notice that one might also
face a different noisy situation, namely, when the maximally entangled state
|a), from which the Choi state Cp is implemented, is not perfectly prepared.
In this case one should consider two different scenarios. On the one hand,
if the noise is such that it ruins the purity and the entanglement content
of the state |a), then it can be suitably recast to the noise models that we
have just discussed. In fact, one can always think of the noisy initial state
as generated by extra noise processes that act on the perfect input state |«)
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before the to-be-detected unitary U is performed. On the other hand, if the
noise is such that it creates not desired entanglement in the splitting AC|BD,
i.e. the initial maximally entangled state |a) 4. |@) 5 is no longer biseparable
in the bipartition AC|BD, then the method no longer guarantees to detect
non separability. As a result, in an experimental realization of the proposed
method, one has to be sure to deal with a proper biseparable initial state |«)
by means of either other detection techniques or quantum state tomography
(see Sec. 4.3).

In the next section we will focus on the experimental detection of quan-
tum channels. Channels of the depolarising form and the CNOT gate will
be detected as non EB and non separable, respectively. For this latter case,
dephasing noise will be added to the system in a controlled way. Therefore,
the noise analysis just performed turns out to be useful, and testable in an
experimental set-up.

4.3 Experimental detection of quantum chan-
nels

In this section we focus on the experimental realization of the QCD method
previously explained. The QCD scheme is firstly exploited for non EB chan-
nels of the depolarizing form and is based on the generation and detection of
polarized entangled photons. We then perform the QCD in order to reveal the
CNOT gate as a non separable map by employing two-photon hyperentangled
states.

4.3.1 Single-qubit EB channels

We now show how to experimentally detect the depolarizing channel I', defined
in Eq. (3.7) as a non EB channel. More precisely, as extensively explained in
Sec. 3.2, the problem reduces to the detection of the corresponding Choi state

4
Cr, = (1= 5p)|®*)(@*] + g 1, (4.29)

via the following detection operator:

1
WEB:Z(1®]I—X®X+Y®Y—Z®Z). (4.30)
The detection scheme is depicted in Fig. 4.7 (a): we prepare the two-qubit
system in the maximally entangled state |®1), we then let the depolarizing
channel act on qubit 1, and we finally measure the operator Wgp acting on
both qubits 712 for different value of the noise parameter p.

If (Wgp) < 0, then we are guaranteed that the depolarizing channel I, is
not EB. The theoretically calculated expectation value for the ideal Choi state
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Figure 4.7: (a) Scheme for the 1-qubit depolarizing channel detection; |®T): 2-
qubit maximally entangled state, I',: 1-qubit depolarizing channel; Wgp: EB
detection operator measurement. (b) Implementation of the 1-qubit depolariz-
ing channel; LC; o: liquid crystal retarders with axis set at 0° and 45° respec-
tively; V: applied voltage to the LCs. (c) Polarization analysis set-up used to
evaluate the operator Wgg; QWP: quarter-wave plate, HWP: half-wave plate,
PBS: polarizing beam-splitter, SPAD: single-photon avalanche photodiode, C:
coincidence counting electronics.

is (Wgg) = p—1/2, from which we expect I';, to be non EB whenever p < 1/2.
Notice that from the measured (Wgg) we can also establish a lower bound on
the theoretical quantity p.(I',) discussed at the end of Sec. 3.2.

Experimental procedure: The two-photon states used in this experiment
were produced by a spontaneous parametric down conversion (SPDC) source
operating on the double excitation (back and forth) of a type I, 0.5 mm-long
BBO crystal, that, depending on the performed experiment, allows to gen-
erate either a polarization entangled state [78], or a path-polarization hy-
perentangled state [79] of two photons emitted over either two or four spa-
tial modes (see appendix D.1 for major details). The 2-photon polariza-
tion entangled state generated over two spatial modes (Fig. 4.7 (a)) was
|PF) = \/LE (|HYg|H)a +|V)B|V)a), where H (V) stands for the horizontal
(vertical) polarization of photon A (Alice’s) or B (Bob’s).

We simulated a 1-qubit depolarizing channel, T', of Eq. (3.7), acting on
Bob’s photon by inserting two liquid crystal retarders (LC; and LC;) on the
path of photon B, one having its fast axis horizontal and the other oriented
at 45° with respect to the horizontal [76] (Fig. 4.7 (b)). Depending on the
applied voltage V, it is possible to change the retardation between ordinary
and extraordinary polarized radiation. More precisely, by applying either Vy
or V, to a LC, it can be made to act as either a full- or a half-wave plate,
respectively. Thus, by varying independently the voltage applied to LC; and
LC, for different time intervals, we could apply the four Pauli operators to
photon B with different values of the weight p (see appendix D.1).

In order to measure the detection operator Wgp given by Eq. (4.30) as
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Figure 4.8: Expectation value (Wgp) of the detection operator (full symbol,
solid line) and minimal bound of pu.(I'y) (empty symbol, dotted line) as a
function of the noise parameter p.

a function of the noise level, varying between the values 0 and 1, we needed
to evaluate X®?, Y®? and Z%? for different values of p. This was done, for
each choice of p, by measuring the coincidences between photons A and B in
8 different settings [80] of the polarization analysis set-up which consisted of
a quarter-wave plate (QWP), a half-wave plate (HWP), a polarizing beam-
splitter (PBS) and a single-photon avalanche photodiode (SPAD) (Fig. 4.7

(c))-

Experimental results: The detection operator we obtained is shown in
Fig. 4.8, together with the theoretical behaviour for a perfectly pure state
and the actual one used in the experiment. In order to compare our results
with the theory, we need in fact to take into account the imperfection of the
experimentally simulated Choi state. Indeed, the two-photon state produced
by the SPDC source corresponds to |[®T) only up to a finite fidelity Fy = 0.935+
0.004 (measured by performing a two-photon quantum state tomography for
p = 0). Replacing

4 —4F, 1

TN+ —5—17 (4.31)

4Fp —1
o) (@] — FO
in Eq. (4.29), we can thus write the experimental Choi state as:

Cr o :(1——)—<1>+ o+ (— )]1. 432

Notice that the experimental data are in full agreement with the theoretical
value (Wgg), computed on the noisy state Cr,, exp with Fyy = 0.93540.004. The
error bars on (Wgp) are obtained by propagating the Poissonian uncertainties
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associated with the coincidence counts and the error bars on p are estimated
by considering the finite response time of the LC.

Let us notice that we indeed obtain the EB property of the channel for a
value of p up to around 0.5 as expected from the theory, and, as a consequence
of Eq. (3.10), the bound on fx.(I',) gets trivial above this value (see Fig. 4.8).

4.3.2 Two-qubit separable maps

As a demonstration of the achievability of the optimal detection method for
non separable maps we consider the explicit case of the CNOT gate acting on
two qubits 12. Following the method explained in Sec. 3.3 and already recalled
in Sec. 4.1 of this chapter, the corresponding detection operator reads

1
Wexor = 5 1 ~|CNOT)(CNOT], (4.33)

where |CNOT) is the Choi state associated to the CNOT gate (now taken
with qubit 7 as the target and qubit 2 as the control, contrarily to the usual
convention). The Choi state |CNOT) is thus given by

[CNOT) = CNOT,; ® 1y |07)  [TF),, (4.34)

= %(’@+>13|01>24 + ‘\Ij+>13|10>24) ’

where |®*) and |[¥*) are maximally entangled states of the Bell basis. No-
tice that here we implement the above state by starting from the maximally
entangled state |®F) ,[WF), , instead of [®F) ,|®F),. This choice, besides
not affecting the technique, will be more convenient in the experimental real-
ization that follows. The detection operator above can be measured by using
nine different local measurement settings, see Sec. 3.3. Notice that a possible
way to reduce the experimental effort is to consider the suboptimal operator

(I+1X®)(1+X1X1)
2 2
1-1Z12)(1+2%31)
N 2 2 ’

Wonor = 31 —2

(4.35)

where we omitted the tensor products and from which it is clear that it requires
only two measurement settings.

In this experiment we also demonstrate the robustness of the detection
method in the presence of undesired dephasing noise acting on both qubits
12, before and/or after the CNOT gate, as discussed in Sec. 4.2.2. The
noise robustness of the operator WCNOT with respect to dephasing noise is
evaluated by the expectation value of Wenor given by Eq. (4.35) with respect
to the state C 4, ., the Choi state corresponding to the noisy map depicted
in (4.18) with U; = X. We would like to stress that, despite requiring only
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two measurement settings, the operator Wenor of (4.35) turns out to be as
efficient as Wenor of (4.33) in the presence of dephasing noise, in the sense that
it detects non separability of C 4, , in the same range of values of the noise
parameters. Indeed the two operators can be shown to fulfil WCNOT = 2WenoT
if restricted to the subspace of states spanned by C 4, .. Therefore, in the

present experiment we measure WCNOT instead of WenoT, as this requires
fewer experimental settings. Furthermore, the theoretical expectation value of
Wenor on the noisy state C.up x 1s still given by Eq. (4.19) (multiplied by a
factor two), that we report for convenience in the following:

TT[WCNOTC//ZD,X] =1-2[(1—@)’(1 — )* + g2(1 — ). (4.36)

Recall that whenever the noise has the same strength before and after the
CNOT gate (¢1 = g2 = q), it is always possible to detect the non separability
character of the map .#p x for sufficiently low values of the noise parameter,
namely ¢ < 0.17.

Experimental procedure: For this second experiment, we used the SPDC
source operating over four emission modes (see appendix D.1). Hence we
prepared the 4-qubit hyperentangled state |Z) = [®T) ;5| UT) 4, where

o) = %umB H) o+ V)5 V) ), (4.37)
oY, = %m D4+, (4.38)

and r (1) designs the right (left) path of photon A or B.

We implemented a CNOT gate on Bob’s photon by inserting a half-wave
plate set at 45° on the left path of photon B: thus the path (qubit 2) acts
as the control and the polarization (qubit 1) acts as the target (Fig. 4.9 (b)).
After the CNOT gate, the 4-qubit state then reads:

Zout) = (|Hr)g|H A+ [V OplHr)a+ [V r)p|VIa+ |H)p|Vr)a)
1

V2

Using the correspondence |H)p a < [0)15,|V)B.a <+ |1)15, [r)B.a <> |0)2, and
|1)p.a <> |1)2;, Eq. (4.39) is equivalent to the Choi state of the CNOT channel
expressed in the logical basis (4.34).

Dephasing noisy processes were simulated by acting independently on qubits
1 and 2, before and/or after the CNOT gate (Fig. 4.9 (a)) by inserting a LC
with its fast axis at 0° with respect to the horizontal and a thin glass plate,
both before and after the CNOT (Fig. 4.9 (c¢)). Each LC induces a phase
between |H)p and |V) g, that can be set to either 0 or 7w by applying a voltage
V1 or V, respectively, thus acting either as 1 or Z for qubit 7; each glass

N | —

(12T aslrdell)s + 1) 15l elr)s) - (4.39)
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Figure 4.9: (a) Scheme for the 2-qubit CNOT channel detection in presence of
dephasing noise; |Z): 4-qubit hyperentangled state; m;: polarization qubit and
k;: path qubit, with i = A, B; %, 5: independent 2-qubit dephasing channels;
Wenor: CNOT detection operator measurement. (b) CNOT implementation:
a half-wave plate (HWP) set at 45° flips the polarization of photon B when
its path is lg. (c) 2-qubit dephasing channel implementation; LC;: liquid
crystal retarder with its axis set at 0°; glass;: thin glass plate; i = 1,2. (d)
Path analysis set-up; glass: thin glass plate, BS: beam-splitter; ¢ = A, B.
(e) Polarization analysis set-up used in combination with (c¢) to evaluate the
operator Wenor; HWP: half-wave plate, PBS: polarizing beam-splitter, SPAD:
single-photon avalanche photodiode, C: coincidence counting electronics.

plate introduces a phase ¢ between |r)g and |I) 5, that can be set to 0 or m by
calibrated rotations of the plate, thus acting either as 1 or Z for qubit 2. By
varying the relative time of action of each dephaser, in a similar manner as in
the 1-qubit channel experiment, we were able to vary the values of ¢; and gs.

In order to measure the operator Wenor (4.35) as a function of ¢; and ¢,
we needed to evaluate X®* and Z%* for several values of ¢; and ¢go. Thus, for
each value of ¢; and ¢y, we measured coincidence counts between photons A
and B in 32 different settings of the polarization-path analysis set-up. The
polarization analysis in this case is achieved via a HWP and a PBS (Fig.
4.9 (e)) while the path analysis is done either directly sending the photons
to the detectors (thus measuring |r) and |l)) or passing them first through a
beam-splitter and a thin glass plate (thus measuring |d) = \%(M + |1)) and

ja) = 5 (Ir) = [1))) (Fig. 4.9 (d)).
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Figure 4.10: CNOT detection operator expectation value <WCNOT> as a func-
tion of the noise parameter g.

Experimental results: We obtained the values reported in Fig. 4.10 as a
function of ¢ = g2 = ¢. Again, to compare them properly with the theory, we
must take into account the finite purity of the initial state that we prepared to
simulate the Choi state of the CNOT gate. We could model the experimental
Choi state of the CNOT noisy channel, given the visibilities (measured in
the diagonal basis) of the polarization (v, = 0.858 £ 0.008) and path (v, =
0.904 + 0.004) entanglement for ¢ = 0 (see appendix D.2).

As can be seen, our results are in good agreement with the theoretical
calculation. Notice that the slight discrepancy remaining for large ¢ is probably
due to imperfections in the simulated dephasing channels. As expected, from
these results it is evident that a low level of noise makes the CNOT to be no
more an entangling gate, in particular the non separability of the map is no
longer detected for ¢ > 0.1 in our experiment.

Eventually, in Fig.4.11 two additional measurements of (Wexor) for which
only ¢; was varied, in the cases g = 0 and ¢ = 0.30, are reported. The expec-
tation value for the imperfect initial Choi state prepared was calculated using
the model described in the appendix. Here again we believe the discrepancy
with the experimental data for large ¢; may be due to imperfections in the
simulated dephasing noise. In the case ¢o = 0, the non separability of the
map is no longer detected for ¢; > 0.21 in our experiment; while for the case
g2 = 0.30, as expected from Sec. 4.2.1, the entanglement of the CNOT gate is
never detected, whatever the strength ¢; of the noise before the gate.

4.4 Conclusions and further perspectives

In summary, we have reviewed an experimentally feasible method to detect
specific properties of noisy quantum channels and we have analysed in partic-
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Figure 4.11: CNOT detection operator expectation value as a function of the
noise parameter ¢, in two cases: ¢ = 0 (left) and ¢o = 0.30 (right).

ular the case of detection of non separable maps acting on two qubits. We
have studied in detail the robustness of the method in the presence of noise
and imperfections in the channel operation for the case of a unitary channel,
considering the explicit examples of CNOT and CZ gates. We have discussed
four realistic noise models, namely depolarising, dephasing, bit flip and ampli-
tude damping noise, and derived the corresponding noise thresholds in which
the method works.

The QCD method has been then tested in the cases of a single-qubit non
EB channel and of a two-qubit non separable map with very good agreement
between experimental measurements and theoretical predictions. We would
like to stress that the presented QCD method allows to check the entanglement
properties of a noisy multiqubit gate with fewer measurements than those
required by full quantum process tomography [66], and could thus be a more
convenient tool for routine performance checks on quantum gates.
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Chapter

Quantum Cloning by Cellular
Automata

Quantum cellular automata (QCAs) have attracted considerable interest in
recent years [32, 33|, due to their versatility in tackling several problems in
quantum physics. Quantum automata describing single particles correspond
to the so-called quantum random walks [81], whose probability distributions
can be simulated with an optical set-up [82, 83]. Solid-state and atom-optics
systems, such as spin-chains, optical lattices, or ion chains, can be viewed
as implementations of QCAs, though in a Hamiltonian description. Recently
QCAs have also been considered as a model of quantum field theory at the
Planck scale [84, 85]. In this scenario, general coordinate transformations
correspond to foliations, such as those introduced in Ref. [86] for operational
structures, e.g. the digital equivalent of the relativistic boost is given by a
uniform foliation over the automaton [87]. Besides the link with fundamental
research, the possibility of foliations makes the QCA particularly interesting
also for implementing quantum information tasks.

In this chapter we explore such a potentiality for the case of quantum
cloning as a sample protocol [30]. We firstly introduce a quantum cellular
automaton that achieves approximate phase-covariant cloning of qubits and
optimize its performances for 1 — 2/N economical cloning. We then show how
the foliations can be optimized and exploited for improving the efficiency of
the protocol.

5.1 Two fundamental preliminaries

The concepts of both phase-covariant cloning and QCAs are needed in order to
understand the content of this chapter. We will thus briefly explained them in
the following, mainly focusing on the basic features that are required to realize
quantum cloning via QCAs.
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5. Quantum Cloning by Cellular Automata

5.1.1 Phase-covariant cloning

It is well known that quantum cloning of non orthogonal states violates unitar-
ity [88] or linearity [89] of quantum theory. However, one can achieve quantum
cloning approximately, for a given prior distribution over input quantum states.
For uniform Haar distribution of pure states the optimal protocol has been de-
rived in Ref. [31], whereas for equatorial states it has been given in Refs.
(90, 91].

Here we consider specifically this second protocol, corresponding to clone
the two-dimensional equatorial states of the form

1

V2

The cloning is phase-covariant in the sense that its performance is independent
of ¢, i.e. the fidelity is the same for all states |¢). For certain numbers of input
and output copies it was shown that the optimal fidelity can be achieved by
a transformation acting only on the input and blank qubits, without extra
ancillae [92, 93]. Since these transformations act only on the minimal number
of qubits, they are called “economical”. The unitary operation U, realizing
the optimal 1 — 2 economical phase-covariant cloning is given by [92]

|6) (10) + ¢ [1)). (5.1)

Upec [0) [0) = |0) 0}, (5.2)

1
Eum 1) +[1)10)),

where the first qubit is the one we want to clone, while the second is the blank
qubit initialised to input state |0). In Ref. [93] the economical map performing
the optimal N — M phase-covariant cloning for equatorial states of dimension
d is explicitly derived for M = kd + N, with integer k.

Upee |1) 0) =

5.1.2 Quantum cellular automata

In order to analyse a QCA implementation of the economical quantum cloning,
we now recall the reader some properties of QCAs we are considering here.

Our automaton is one-dimensional, and a single time-step corresponds to
a unitary shift-invariant transformation achieved by two arrays of identical
two-qubit gates in the two-layer Margolus scheme [32] reported in Fig. 5.1.
Notice that this is the most general one-dimensional automaton with next-
nearest neighbour interacting minimal cells. Due to the locality of interactions,
information about a qubit cannot be transmitted faster than two-systems per
time step, and this corresponds to the cell (qubit) “light-cone” made of cells
that are causally connected to the first. Every event outside the cone has no
chance to be influenced by what happened in the first cell, thus the quantum
computation of the evolution of localized qubits is finite for finite numbers of
time-steps.
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Figure 5.1: Realization of one-dimensional quantum cellular automaton with
a structure composed of two layers of gates A and B. This is the most general
one-dimensional automaton with next-nearest neighbour interacting minimal
cells.

We now remind the concept of foliation on the gate-structure of the QCA
[87]. Usually in a quantum circuit —drawn from the bottom to the top as the
direction of input output— one considers all gates with the same horizontal
coordinate as simultaneous transformations. A foliation on the circuit corre-
sponds to stretching the wires (namely without changing the connections), and
considering as simultaneous all the gates that lie on the same horizontal line af-
ter the stretching. Such horizontal line can be regarded as a leaf of the foliation
on the circuit before the stretching transformation. Therefore, a foliation cor-
responds to a specific choice of simultaneity of transformations (the “events”),
namely it represents an observer or a reference frame. Examples of different
foliations are given in Fig. 5.2. Upon considering the quantum state at a
specific leaf as the state at a given time (at the output of simultaneous gates),
different foliations correspond to different state evolutions achieved with the
same circuit. Therefore, in practice we can achieve a specific state belonging
to one of the different evolutions, by simply cutting the circuit along a leaf,
and tapping the quantum state from the resulting output wires (the operation
of “stretching” wires should be achieved by remembering that by convention
the wires represent identical evolutions, not “free” evolutions).

Jelle][8][B]
Al[A][A][AIL

_:j_ _B_ I

B B B
A A A A |:

Figure 5.2: Foliations over the automaton. Two leafs of two different uniform
foliations are depicted with dash-lines in different colors (the complete foliation
is obtained upon repeating vertically the leaf). The systems along each leaf are
taken as simultaneous. The red “cut” is usually referred to as the rest-frame
foliation.
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5. Quantum Cloning by Cellular Automata

5.2 Phase-covariant cloning by QCAs

We now show how to perform a 1 — 2N phase-covariant cloning of the equa-
torial states (5.1) with a QCA of N layers, with all gates identical, performing
the unitary transformation denoted by A, acting on two qubits.

Due to causality, we can restrict our treatment to the light-cone centred in
the state to be cloned |¢) and initialise all blank qubits to |0), as shown in Fig.
5.3. By requiring phase-covariance for the cloning transformation, the unitary
operator A must commute with every transformation of the form P, ® P,
where P, is the general phase-shift operator P, = exp[%(1 —o.)x] for a single
qubit, with o, the Pauli matrix along z. Therefore, we impose the condition

[A,P,®P,] =0, Vx . (5.3)

This implies that the matrix A must be of the form A = diag(1,V, 1), where
V is a 2 x 2 unitary matrix. Notice that the transformation A then acts non-
trivially only on the subspace spanned by the two states {|01),|10)} and it is
completely specified by fixing V.

In order to derive the optimal cloning transformation based on this kind of
QCA we now maximize the average single-site fidelity of the 2N-qubit output
state with respect to the unitary operator A. In order to achieve this, we write
the initial state of 2N qubits in the following compact form

1
\/§
where we define |©2) ={0...0) as the “vacuum state” with all qubits in the |0)
state, and |k) = ]0...010...0) as the state with the qubit up in the position
k, and all other qubits in the state down. Without loss of generality in the
above notation the qubit to be cloned is supposed to be placed at position N
and it is initially in the state |¢). Since [P, ® Py, ), 0% = 0 for all x, the
gate A commutes with the operator ), 0. and thus preserves the number
of qubits up. Therefore, the evolved state through each layer belongs to the
Hilbert space spanned by the vacuum state and the 2N states with one qubit
up. The whole dynamics of the QCA can then be fully described in a Hilbert
space of dimension 2N + 1. The output state can thus be generally written as

[To) = —=(12) + € [N)), (5.4)

2N
1 )
—=(1Q) +e? ) axlk)), (5.5)
where the amplitudes «y, of the excited states depend only on the explicit form
of the gate A.
The reduced density matrix p, of the qubit at site k can then be straight-
forwardly derived from the output state (5.5) as

|Won) =

pr = Trg[|Wan) (Von|] (5.6)
I% [(1 + > " Jay ) 0) (0] + e aj [0) (1] + oy [1) (0] + o] [1) (1] ]
Jj#k
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1 2 .. .. NN+1.. .. .. 2N

Figure 5.3: Cone of gates which contribute to the phase-covariant cloning,
given the input state |¢) at site N.

where Trz denotes the trace on all qubits except qubit k. The local fidelity of
the qubit at site k& with respect to the input state |¢) then takes the simple
form

Fio= {1 pe16) = 5 (1 + Refan). (5.7)

As we can see, F}, depends only on the amplitude oy, of the state with a single
qubit up exactly at k. Since the gate A is generally not invariant under ex-
change of the two qubits, the fidelities at different sites are in general different.
We then consider the average fidelity, namely

(F) = 5 > B, (58)

as figure of merit to evaluate the performance of the phase-covariant cloning
implemented by QCAs. Notice that the whole procedure corresponds to a
unitary transformation on the 2N-qubit system, without introducing auxiliary
systems, namely it is an economical cloning transformation.

The calculation of the amplitudes oy, was performed numerically by updat-
ing at each layer the coefficients of the state (5.5). Notice that the amplitude
of layer 5 and site k& influences only the amplitudes of the subsequent layer
j + 1 and sites either kK — 1,k or k, k + 1, depending on whether the state |1)
enters in the right or left wire of A, respectively. The action of A on the qubits
7 and 7 + 1 can thus be written as

vaz [j) ozl +1) k=
A g+ D k) = qonli) +onli+1) ifk=j+1 (5.9)
|k) otherwise ,

where v;; are the entries of the operator V' in the basis {|01),[10)}. Notice
that the vacuum state |(2) is invariant under the action of A. The iteration of
Eq. (5.9) for each layer leads to the amplitudes of the output state (5.5).
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1 20 40 60 80
Qubit

Figure 5.4: Chromatic map of the local fidelities in terms of the considered
qubit and the layer. The orange colour is brighter for increasing local fidelity.
The simulation involves a number of layers N = 40, while the total number of
qubits is 2N, since it doubles at each layer.

5.2.1 Performances in the rest frame

As a first explicit example we consider a QCA employing the optimal 1 — 2
phase-covariant cloning (5.2). In this case the gate A must implement the
unitary transformation (5.2). The non-trivial part V' of gate A can then be

chosen to be
1 1 1

where all coefficients are real. The corresponding local fidelities at every layer
are reported in Fig. 5.4. As we can see, the figure exhibits fringes of light
and dark colour. Moreover, the light-cone defined by causality can be clearly
seen: outside this cone no information about the initial state can arrive, thus
every system has the same fidelity of 1/2. Notice that there is a sort of line,
approaching the right top corner, along which the fidelity is quite high. This
is because the 1 — 2 phase-covariant cloning is optimised with the blank qubit
initialised to the state |0). Regarding the local fidelities of the final states, they
are in general quite different from each other, and can vary very quickly even
between two neighbouring qubits. The average fidelity is reported in Fig. 5.5
as a function of the number of layers. Notice that the average fidelity of the
optimal economical phase-covariant quantum cloning (without the constraint
of automaton structure) approaches the value 3/4 for a large number of output
copies [91].

In order to improve the average fidelity we have then maximized it with
respect to the four parameters defining the unitary operator V. Numerical
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Figure 5.5: The average 1 — 2N phase-covariant cloning fidelity achieved
by the QCA in the rest frame (see Fig. 5.2). Comparison with the optimal
economical phase-covariant cloning in Ref. [91]. The purple dots represents
the QCA cloning optimized over the unitary gate A. The blue dots correspond
to the use of gate A achieving the optimal 1 — 2 cloning U, in Eq. (5.2).
The yellow dots represent the unrestricted optimal economical cloning.

results achieved up to N = 20 show that the optimal cloning performed in
this case is not much better than the one given by the iteration of (5.10).
Eventually, the latter turns out to be outperformed only when the number of
layers composing the automaton is even, as shown in Fig. 5.5.

Further numerical results show that no gain can be achieved if the automa-
ton is composed of layers of two different gates A and B. Actually, in this case
it surprisingly turns out that the optimal choice corresponds to B = A, namely
we do not exceed the average fidelity obtained by employing a single type of
gate. As a result, since all one-dimensional QCA with next-nearest neighbour
interacting cells with two qubits can be implemented by a two-layered struc-
ture, we have then derived the optimal phase-covariant cloning transformation
achievable by the minimal one-dimensional QCA.

5.2.2 Performances exploiting different foliations

We now show that the average fidelity in the case of a single-gate automaton
can be improved by considering different foliations.

Suppose that we are given a fixed number M of identical gates A to im-
plement a QCA. We are then allowed to place the gates in any way such that
the causal structure of the considered automaton is not violated. Which is
the configuration, i.e. the foliation, that performs the optimal phase-covariant
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5. Quantum Cloning by Cellular Automata

Figure 5.6: Illustration of the classification of foliations. A possible foliation
with M = 6 gates is given. From the correspondence between the gates lying
under the “cut” and the rotated dots on the right, we identify this foliation
with the partition {4,1, 1}.

cloning for fixed M7 In this framework we have to maximize not only over
the parameters that define V' but also over all possible foliations. Thus, the
M fixed gates play the role of computational resources, and the optimality is
then defined in terms of both the parameters characterising the single gate A
and the disposition of the gates in the network.

As a first example, suppose that we are given M = 3 gates. In this case
there are 3 inequivalent foliations: one for the rest frame (see Fig. 5.2), and
two along the straight lines defining the light-cone. As expected, for increas-
ing M the counting of foliations becomes more complicated and the problem
is how to choose and efficiently investigate each possible foliation. It turns out
that the problem of identifying all possible foliations of a QCA of the form
illustrated in Fig. 5.3 for a fixed number of gates M is related to the parti-
tions of the integer number M itself (by partition we mean a way of writing
M as a sum of positive integers, a well known concept in number theory [94]).
Two sums that differ only in the order of their addends are considered to be
the same partition. For instance the partitions of M = 3 are exactly 3 and
given by {3}, {2,1}, and {1, 1,1}, while the partitions of M = 6, correspond-
ing to a 3-layer setting in the rest frame, are 11 and given by {6}, {5,1},
{4,2}, {4,1,1}, {3,3}, {3,2,1}, {3,1,1,1}, {2,2,2},{2,2,1,1}, {2,1,1,1, 1},
and {1,1,1,1,1,1}. The link between foliations and partitions is illustrated in
Fig. 5.6, which shows how partitions can be exploited to identify foliations.
For a fixed number of gates M the number of foliations is then automatically
fixed and each foliation corresponds to a single partition. The correspondence
is obtained as follows: each addend represents the number of gates along par-
allel diagonal lines, starting from the vertex of the light-cone, as shown in Fig.
5.6 for the particular case of M = 6.

Based on this correspondence, we can investigate the performance of the
phase-covariant cloning as follows. For any fixed foliation, we first maximize
the average fidelity with respect to the four parameters of the unitary V,
defining the gate A. Then we choose the highest average fidelity that we have
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M (Layers) (Frest) (F) Optimal foliation

1(1) 0.853  0.853 {1}

3(2) 0.676 0.693 {3}

6(3) 0.617 0.679 {2,2,2}

10(4) 0588 0.670 {4,3,3}

15(5)  0.570 0.653 {4,4,4,3)
21(6)  0.558 0.614 {4,3,2,2,2,2,2,2,2}
28(7)  0.550 0.603 {6,6,6,5,5}

Table 5.1: Results of the maximization over foliations up to M = 28 corre-
sponding to QCAs composed of up to 7 layers.

obtained by varying the foliation. We worked out this procedure numerically
for M =1,3,6,10,15, 21,28, i.e. the number of gates composing the QCA with
N =1,2,3,4,5,6,7 layers, respectively. Our results are shown in Table 5.1,
where the maximization in the rest frame is also reported for comparison. As
we can see, exploiting different foliations leads to a substantial improvement
of the average fidelity.

5.3 Summary of results

In this chapter we have introduced a way of achieving quantum cloning through
QCAs. We have derived the optimal automaton achieving economical phase-
covariant cloning for qubits. We have shown how the fidelity of cloning can be
improved by varying the foliation over the QCA, with fixed total number of
gates used.

By developing an efficient method to identify and classify foliations by
means of number theory, we have thus optimised the performance of the QCA
phase-covariant cloning for a given fixed number of identical gates, and ob-
tained in this way the most efficient foliation.

81



82



Conclusions

In this work we have mainly presented several results related either to the
quantum states that are employed in quantum algorithms, and to the quantum
channel detection method, i.e. a theoretical technique suitable to point out
specific properties of quantum channels.

With regards to the former, we have connected real equally weighted states
to hypergraph states, a new class of quantum states defined according to under-
lying mathematical hypergraphs. Some meaningful properties of the concerned
states, as e.g. entanglement, become then more accessible and much easier to
investigate. It is worth mentioning that the study of entanglement content of
such states is of great importance, as it is a possible way to access the ori-
gin of the great computational power of quantum physics. Furthermore, due
to their simple mathematical structure, real equally weighted states are often
employed in other quantum protocols. Thus, a deeper understanding of these
states might shed new light on their role in other branches of quantum informa-
tion. In order to understand the role of entanglement in quantum computing,
we have also calculated the dynamics of entanglement along the Grover algo-
rithm, showing that is scale invariant and never vanishing. Moreover, several
well-known criteria, that provide an efficient classical simulation of quantum
computation, have been applied in the Grover case. However, none of them has
turned out to be successful, suggesting that something really quantum could
be effectively exploited by Grover’s algorithm.

On the other hand, a theoretical technique to detect quantum channels has
been basically developed in order to simplify the routine checks on experimen-
tally realized quantum gates. Indeed, the method can be applied whenever
some a priori knowledge about the form of the channel is available, as it is
very often the case in a laboratory. The method is able to point out some
specific properties of interest by avoiding full quantum process tomography,
a technique that requires a large number of measurement settings and is not
convenient if one is interested just in a single property of the channel under
consideration. In other words, despite being more informative than quantum
channel detection, the quantum process tomography usually provides much
information that is practically not needed. The quantum channel detection
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method overcomes this fact, providing knowledge about only the properties of
interest. In addition, the proposed method can be implemented with nowa-
days technology, leading to a ready-to-use protocol to check performances of
experimentally realized quantum gates.

At last, we have shown how to realize phase-covariant quantum cloning
via quantum cellular automata. Even though it does not fit into the two main
topics faced in this work, the achieved result should be regarded as a significant
example showing how to perform a very well-known quantum task, such as
cloning, by using the recently spread field of quantum cellular automata. We
would like to stress that, since quantum cellular automata can be seen as
networks of local gates, the presented task can be eventually interpreted as
the realization of quantum cloning by a very simple quantum network.
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A.1 Group structure of the generalized stabi-
lizer operators

We now prove that the operators {K;}i—12 ., defined in Eq. (1.14) generate
an Abelian group. The group properties follow immediately: the closure is
given by construction, the associativity by the matrix algebra, the identity
and the inverse belong to the set since K? = 1 and K; = KJ , respectively.

On the other hand, the commutativity can be proved as follows. Suppose
we are given K; and K; with ¢ # j, otherwise everything trivialises. Since
the concept of neighbourhood is symmetric we can keep K; fixed and see what
happens for different K;. If j is not in N (i) then the stabilizer operators
trivially commute. Therefore, the only situations we have to check is when
J € N(i), namely when some of the C'Z gates acting on N (i) in the definition
of K; involve also the qubit j. Each of these gates takes the form (J"“Z]-ilig,_,ikf1
(with k arbitrary) and generally does not commute with X; defining Kj.

It is nevertheless easy to see that, in order to prove that [K;, K;] =0, it is
sufficient to show that

[(XZ ® Ciji1i2---ik—1)7 (CkZii1i2---ik—1 ® XJ)] = O’ (Al)

for any number of qubits £ — 1 and vertices i1%s...7;_1. This is because we can
think to commute the two operators K; and K; by following a step-by-step
procedure consisting in swapping each term (X; ® C*Zj; ;, . ,) of K; with
the corresponding term (C*Z;;,:, i, ® X;) of K.

In order to prove Eq. (A.1), we rewrite the general controlled Z gate acting
on k qubits as

CijiliZ--ik—l = ]lj ®(]1 _P)i1i2~~-ik—1 + Zj ® P7:17;2-~~’L'k—17 (AQ)

where P ;, i, = |11...1) 11...1]. Then, by exploiting the anti-com-

11920k —1 <
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mutativity of Pauli matrices, it follows that

(X’L ® C’ijiliQ...’ik_l)(CkZiiliZnik—l ® X]) =
=X;® Xj & (]l —P)ilig...ik,l +Z; X; ® Xij ® ‘Pili2~-~ik71
= (C* Zisyig.oiipr © X5)(Xs @ C*Zjisiy. i) (A.3)

10201

Thus, since the commutativity relation stated in Eq. (A.1) holds for any k —1
and qubits i14s...75_1, the commutativity of any two stabilizers defined by (1.14)
finally follows.

A.2 Equivalence of the circuital definition and
the stabilizers description

In order to prove that the two definitions stated in the main article are equiva-
lent we essentially follow Ref. [35]. The proof is by induction on the number of
hyperedges. The case with no hyperedges is trivially stabilized by the Pauli ma-
trices { X1, Xo, ..., X, }, since the corresponding graph state is given by |+>®".
Suppose now a general hypergraph state |g<,), corresponding to the hyper-
graph g<,, is stabilized by K; as defined in (1.14), namely K;|g<n) = |g<n)-
We want to show that if we apply C*Z;,;, i to |g<n), the new hypergraph
state ‘g’<n> = C*Z,iy..i, |g<n) is stabilized by a new stabilizer generated by
K!, derived from the hypergraph g~ where the k-hyperedge {i1,is,...ix} is
added (or removed). Namely we want to prove that K/ |g,) = |g,), where
K! is defined according to (1.14) for the new hypergraph ¢~,..

If we consider i # iy, is, ..., i, then by definition we have ._KZ’ = K, and, since
[K;,C*Zy,i,. ] = 0, the following holds

K 1gn) = |gn) for i # iz, . (A.4)

So, as for the proof regarding the commutativity of the stabilizer group, we
need to focus only on the operators { K7 , K7,, ..., Kj }, since the others are not
affected by the action of C*Z; ;, ;. Keeping in mind the decomposition (A.2)
of CkZilig...ik7 it is then easy to show that for every ¢ = iy, 1o, ..., 7 the following

relation holds
CkZ“ZszKZCkZ“mlk = CkilzizmikKi = K,Z fOI' 1= ’il, ig, ,Zk (A5)

Therefore, by exploiting the equation above, we can easily show that the
hypergraph state | g’<n> is eigenstate of K with eigenvalue one for vertices
i = 11,19, ...,1g. Hence, it follows that the hypergraph state ‘ g’<n> is stabilized
by any K| with ¢ = 4,1y, ...,7,, which are the correlation operators that can
be defined according to the hypergraph g_, .

86



A.3. Inequivalence of k-uniform hypergraphs under the local Pauli group

A.3 Inequivalence of k-uniform hypergraphs
under the local Pauli group

Here we prove that every k-uniform hypergraph state cannot be transformed
to any other k’-uniform hypergraph with k& # k', by the only action of local
Pauli operators, namely X, Y and Z.

Let us rewrite a general hypergraph state in the more convenient form

2" —1

1
|9<n) = oD ; Caz|T), (A.6)

where of denotes the set of cardinality [ of subsystems of the state |z) that
are in the state |1). In other words, given the state |z), af represents the set
of indices corresponding to qubits where the excitations are. Then, having in
mind that a general k-uniform hypergraph can be created from |+)®" using
I1; C’kZai (o) are index sets of cardinality k referring to the vertices on which

the C*Z operations act, for a given hyperedge j), it is easy to see that for any
k-uniform state there is at least one ¢,, negative (condition C1) and all Cay,
with k' < k are positive (condition C2).

In the following we prove that, starting from a k' < k-uniform hypergraph
state, it is not possible to transform it into a k-uniform one by only using
local X and Z. Notice that, as Y = ¢XZ, the Y operations are already
considered. Furthermore, since X and Z anti-commute, it is not restrictive
to apply always Z before X. As a result the two following cases describe the
most general strategy we could apply.

Case 1) We just use any k' < k controlled Z operations (which includes
local Z’s when k' = 1). This nevertheless fails always because to make c,,
negative we generate at least one c,,, with k' < k which is negative as well,
which contradicts C2.

Case 2) We apply arbitrary k&’ < k controlled Z operations and then include
any number of X gates anywhere. We now show that this procedure will fail

Nﬁl\ak N Nﬁzﬂak Nak\ﬁz .

ik

odd  odd odd ver odd(l)
odd  even (2)

even even odd eO\:;l (:)V(El <(j))
even odd even Z\::; (:)V;:il ((65))
even odd (7)

odd even even

odd  even (8)

Table A.1: All possible cases for index sets - for an explanation, see main text.
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5] Y,
s <’

f— fY!V

Figure A.1: Drawing showing an example for possible index sets. Each dark
grey circle represents a set ay. In this case Ngy\q, = 2, Nop = 2, Ngo, = 1,
Noy\g, = 2 and N,, = 4. This is an example of case (3) in Table A.1. Notice
that we do not take into account the case where subsets «ys cross the border
between the set ay \ 5, and the intersection, since it is easy to see that this
case never affects our counting.

again. Let us denote as cg, the coefficient that will afterwards be transformed
to the negative coefficient ¢,, ([ is of course arbitrary). We then need to apply
X iny = (apUB) \ (N Gy) (such that ¢g — ¢4, and C1 holds). Now, since
the action of X’s cannot change the sign of the coefficient cg,, the number of
C’klZak/ operations we apply in the set §; must be odd (thus the number of
different subsets oy must be odd as well). Let us denote this number as Np,,
and in the following Ng will always denote the number of sets oy (coming
from C* Z,,, operations) included in the general set of indices S. We can then
distinguish four different cases that may happen, summarised in Table A.1.

By N, we mean the subsets oy that lie across the border of the set 5, \ ay
and the intersection 5, N ay. (see Fig. A.1 for a comprehensible explanation).
Notice that Ng, = Ng\qa, +Ner +Ngna, must be odd from the hypothesis, while
the number of sets ay in ay \ 5, namely Ny, \g,, is instead not determined,
and might be either odd or even. Notice that the number of subsets ay in vy
is given by N,, = Ng\a, + Nay\4,-

For the cases (1) — (4) — (6) — (7) the contradiction to C2 can be found
by realizing that c,, = —1 (since N, is odd). This coefficient will be mapped
into c¢gy = —1 (the coefficient of the state with all zeros) by the action of X,
and thus contradicting C2.

For the cases (2) — (3) the contradiction to C2 is given by ¢, (o, eginay) =
—1 (since N,, + Npnq, is odd), which becomes c(q,,egna,) = —1 after X .
By v U (ax € ;N ) we mean the union between the set v, and the sets ayy
which belong to the intersection £; N ay.

For the case (8) the contradiction to C2 is ¢y,\(a, ca;\8) = —1, since this
coefficient is mapped by X, into c¢(,,can\g) = —1. By W \ (o € o\ By) we
mean the difference between the set 7, and the sets aj which belong to the
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set given by ay \ ;.

Regarding the case (5), since N, is odd we can always find a subset 6, in the
intersection 3 N oy, with cardinality ¢ < k such that the coefficient c(g\a,)us, =
—1. Therefore, when we apply X, this is mapped into c(a,\s,)us, = —1 which
clearly shows a contradiction to C2 since (ay \ 5;) U 6; is a subset of ay, with
cardinality strictly smaller than k.

89



90



Appendix

B.1 Asymptotic limit of the GME FE,

We now calculate the GME FE,, when a single solution is concerned, i.e. M =1,
in the asymptotic limit of a large number of qubits. In order to do so, we focus
on the maximal overlap that defines £, in Eq. (2.8), namely

= cos 0y, [(

51 cos = + sin g)n — sin” g} + sin 6, sin” %. (B.1)

2 2 2
Let us study the asymptotic behaviour of the above expression as n > 1 before
performing the maximization over the parameter . Remember that a € [0, 7],
thus it is convenient to consider two cases: either o/2 = 7/2 or /2 < 7/2.
Notice that in this way, we cover all possible values of «, independently of the
optimal value of o that maximizes the overlap.

Case a/2 = /2) It is trivial to show that the overlap (B.1) reduces to

lim |...| = sin 6. B.2
lim|...| = sinfy (B.2)
Case a/2 < m/2) In the limit n > 1, all terms depending only on sin” §
disappear and we have
1+t \"
lim |...| = lim cos 0 __rt : (B.3)
n>1 n>1 2(1 + 12)

where we have introduced the tangent ¢ = tan /2. Notice that the argument

of the n-th power, i.e. ——EL— is never strictly greater than 1, otherwise the
\2(1+¢2)’ ’

overlap would become infinite in the asymptotic limit n > 1. Thus, considering
n > 1, we are left with only two possibilities: either

lim|...| =0, (B.4)

n>1

if the term in round brackets is strictly smaller than 1, or

lim |...| = cosb, (B.5)
n>1
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if the term in round brackets is exactly 1.

Therefore, the asymptotic limit forces the overlap to take only three pos-
sible different values, which are either sin 6, cos 8 or 0. The maximization of
the overlap can then only converge to one of these three options, eventually
providing the GME FE,, in the asymptotic limit n > 1.

The case of two symmetric solutions, i.e. M = 2, can be studied exactly
in the same way as the previous case with a single solution. Now the overlap
defining F,, in Eq. (2.14) reads

0 n .
|...]=%[(cos%+sm%) —(cos"%+31n”%>] (B.6)
sin@k

and we have to consider three different cases, a/2 = 0, a/2 = 7/2 and 0 <
a2 < m/2.
Case /2 = 0) We straightforwardly get

. sin@k
7111>>1rr%||— 7 (B.7)

Case a/2 = w/2) We again obtain

. sin@k
|| = =05 (B.8)

Case 0 < a/2 < 7/2) Following the same approach developed in the case
of a single solution, we notice that the overlap for two solutions can be either
0 or cosb,.

Therefore, the GME Ej5 for two symmetric solutions in the asymptotic limit
n > 1 follows trivially, since the maximum of the overlap is restricted to be
either sin 0y,/v/2, cos 6y or 0.

B.2 Calculation of the GME E;

Here we show how to compute the maximal eigenvalue of the reduced density
operator pp = Tro[|tka=1) (Yrm=1|] of the states |¢y p—1) with a single so-
lution in terms of the number m of qubits that compose the bipartition P.
Recall that the reduced state pp is given by the following 2 x 2™ matrix

a ... a b

= | L (B.9)
a ... a b
b b ¢
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where a = 2""™A? b = a— A(A— B), and ¢ = a — A> + B? with A =
cosOp/v/2" — 1 and B = sinf,. Notice that pp has rank two, and then we
expect only two strictly positive eigenvalues.

In order to calculate the two non-vanishing eigenvalues of pp we aim at
reducing the matrix pp—A 1, defining the secular equation, to a lower triangular
matrix as follows. We substitute the 1-st column for the difference between
the 1-st and the 2-nd column, and then we do the same with the 1-st row. We
do the same step by step for all the first (2™ — 2) columns and rows, so that
we arrive at following matrix

=2\ A 0
A
“ox . (B.10)
A a—X b
0 b c—A

In order to make the above matrix lower triangular, we now multiply the 2-nd
column by 2, and sum it to the 1-st column. At last, we substitute the 2-nd
column for the previously obtain result. Next, we do the same for the 3-rd
column, but now we multiply by 3, instead of by 2 and again we substitute.
Generally, we continue multiplying the j-th column by j and summing it to
the j — 1-th column previously found, and substituting the j-th column for
the obtained result. Following this procedure, it is straightforward to show
that the two non-vanishing eigenvalues are given by the roots of the following
equation

A —[a(2™ — 1) + A + (2™ — 1)(ac — b*) = 0. (B.11)

Therefore, fixed the bipartition m, the maximal eigenvalue reads

o=

[1—4(2™ —1)(2"™ —1),A*(A— B)*]* . (B.12)

N | —

1
)\ma:t:_
2+

which represents the squared maximal Schmidt coefficient with respect to the
bipartition P|@Q, being P composed of m qubits.

By deriving the above expression as a function of m, it is not difficult to
show that the bipartition that maximizes A, is the one with m = 1, i.e. a
single qubit versus the rest, for any value of k. This finally provides the GME
E, of the state |¢x p=1), in terms of the number n of qubits and the iteration
step k.

Now we focus on states |¢x p—2) employed in the Grover search with two
permutation invariant solutions. The reduced density matrix for the general

bipartite splitting P|Q, where P (Q) is composed of m (n —m) qubits, is now
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given by
c b ... b d
b a ... a b
pp=|: 1 i i, (B.13)
b a ... a b
d b ... b c

where a, b, ¢ are given below Eq. (B.9), d = a — 2A(A — B), with now A =
cosf/v/2" —2 and B = sinf/v/2, and . Notice that we expect three non-
vanishing eigenvalues, since the matrix pp above has rank three.

We can reduce the diagonalization of pp above to the diagonalization prob-
lem faced in the previous case with a single solution. We subtract the last
column of pp — A1 from the first one and we substitute the first column for
the obtained result. Then, we sum the first and the last row and divide the
result by two. At last we substitute the last row for the previously found result,
so that we are left with the following matrix

c—d—X b ... b d
0 a—A\ . a b
(B.14)
0 a a— A\ b
0 b ... b (c+d—A)

Therefore, it is straightforward to see that one eigenvalue is simply given by
A = ¢ — d while the other two can be found following the procedure explained
for the case of a single solution.

Once we know the non-vanishing eigenvalues of pp in terms of m, we can
maximize the largest one over all possible bipartitions m, eventually leading to
the GME Ej of the state |ty a/—2) for two symmetric solutions. Notice that the
above reasoning no longer works if we do not consider a permutation invariant
state, since we can no longer focus only on the number m of qubits composing
the bipartition P, but instead we have to specify the labels of the qubits we
address case by case. This fact makes the calculation almost intractable.
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C.1 Purity of the Choi state C ,

An other interesting question concerns the purity of the state C, = (A# ®
H)[|a){al|] corresponding to the CP-TP map .# via the Choi-Jamiotkowski
isomorphism. Under which assumptions is the state C', pure?

We show here that the state C' , is pure if and only if the map .# acting
on D(H) has a single Kraus operator. It is clear that one direction is trivial:
if the map has a single Kraus operator A then, the corresponding Choi state
Cy = (A®1)|a){a|(AT ® 1) is pure by construction. But, what about the
inverse?

In order to answer this question, let us consider first the case in which the
given map .# has two Kraus operators {A, B}, fulfilling the constraint

ATA+ BB =1, (C.1)
coming from the TP property. By tracing out both sides, it follows that
1A[]* + ||B]]* = d (C.2)

being d the dimension of the Hilbert space H, and where we have introduced
the Hilbert-Schmidt norm of an operator X as

|1 X]| = v/ Tr[XTX]. (C.3)
The bipartite state corresponding to the map .# is then given by
Cu=(Ax1)]a)a|(AT® 1)+ (B@1)|a)a|(B'®1). (C.4)
Therefore, imposing the purity condition Tr[C?,] = 1, we get
A +[1BII* + 2| Te[ATB]|? = &, (C.5)

thanks to the identity (o] (ATB @ 1) |o) = 2 Tr[ATB]. Since the constraint
given by Eq. (C.2) always holds for a TP map, we can merge that condition
with the purity one, arriving at

| Tr[ATB][* = ||Al]*]| B (C.6)
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A way to argue that A and B must be the same operator is the following. We
recall the Cauchy-Schwartz inequality for the space of operators, namely

| Te[ATB]| < [|A[l||B]], (C.7)

and remind that the equality holds if and only if the two operators are the
same. Therefore, looking at Eq. (C.6), it is straightforward to see that the
purity condition holds if and only if we have a single Kraus operator. Notice
that the case with more than two Kraus operators can be treated in the same
way, applying at the end a proof by contradiction.

This note definitely concludes the proof, so the Choi state C , correspond-
ing to a given CP-TP map . is pure if and only if the map .# has a single
Kraus operator A fulfilling ATA = 1. Notice that if the dimension of the
Hilbert space is finite then A is unitary too, since ATA = 1 implies AAT = 1
for finite dimension d.

C.2 Schmidt decomposition of Z3 and calcula-
tion of agspy

Consider the gate Z3 defined as Z3 = diag(1,1,1,1,1,1,1,1,—1) and acting

on two qutrits, i.e. two systems of dimension d = 3. The above gate is clearly

unitary and not separable. By the help of the local basis composed of the nine
elements

(C.8)

_ O O

10 0
EIZ 0 0 0 ,...,Egz
0 0 0

o O O
o O O

we can express Zs as Zs = Z?J:l Ci,E; ® E; with Cy; = Tr[(El ® E})Zg].
Then, by performing the singular value decomposition [1] of the matrix C' of
coefficients, we can rewrite Z3 in the Schmidt form, with Schmidt rank r = 2,

as
Zg == >\1A1 ® B1 + )\2142 ® BQ, (Cg)

where Aj» = /2(9+/17)/3 and

V3

Ay = [(5+ VIT)(Ey + Es) + (1 £ V17)Ey], (C.10)
102 + 224/17
B = V3 (11 £ 3V17)(Ey + Es) + (9 £ VIT)Ey].  (C.11)

646 £ 15017
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Notice that, despite ugly numbers, the four operators A; 5 and B 5 have a very
convenient diagonal matrix representation given by

3
Aps = V3 diag(5 + V17,5 + V17,1 £ V17), (C.12)
102 £ 22/17

V3
12 =
V646 + 1504/17

which are clearly not unitary operators. This makes clear that the value of

the maximum overlap ag is ag = Ay = 1/3(9 + v/17)/3 ~ 0.854. Now we may
wonder whether there exists a separable unitary U,y ® Upg such that achieves
this maximum value as well. In the following we will prove that this is not the
case.

In order to show that two local unitaries U4, Up achieving such a maximum
overlap do not exist, let us decompose the general U4 and Ug as

B diag(11 £+ 3v17,11 + 3V17,9+ V17),  (C.13)

d? d?
UA = ZO&Z'AZ‘, UB = ZﬂzB“ (014)
=1 i=1

where {a;}i=1, a2, {Bi}iz1,. a2 are complex coefficients, and {A4;}, {B;} repre-
sent the bases coming from the Schmidt decomposition of Z3. Recall that the
first two operators A; 5 and By 5 are given by Eqs. (C.12), (C.13), respectively.
We can then calculate the maximum overlap

1
s = - max | (U} & UL, (©15)
by numerically maximizing over the complex parameters {«;}, {f;}, fulfilling
the unitary constraints UU, = 1 and ULUp = 1. This eventually leads to
asry == 0.786.
As a side result we mention that, in order to achieve agry ~ 0.786 as the
overlap between Z3 and local unitaries, it is not restrictive here to consider
only the first two terms composing U4 and Usg, i.e.

Ua = oAy + Ay, Ug = 1By + B2Bs. (C.16)

In fact, besides the Schmidt decomposition of Z3 involves only the two terms
A; ® By and As ® By (thus, they are the only ones contributing to the overlap
agry of (C.15)), the unitary constraints might in general not allow for the
simple decomposition (C.16). In other words, a decomposition of U, and Up
in terms of more components {A;} and {B;}, respectively, might weaken the
unitary constraints, resulting in a larger overlap agry. We nevertheless believe
that, even with unitary constraints, considering more components of U, and
Up would never improve the overlap aggy found with the minimal number of
terms. However, up to now our statement has not be proved, and the question
remains open.
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D.1 QCD experimental set-up

SPDC source: The two-photon source used in this experiment is depicted
in Fig. D.1: a type I, 0.5 mm-long BBO crystal, illuminated back and forth
by a CW laser at 355 nm generates two H-polarized cones of photon pairs by
spontaneous parametric down-conversion (SPDC). One of the cones is trans-
formed into a V-polarized cone by the combined action of a spherical mirror and
a quarter-wave plate, thus allowing the production of polarization-entangled
photon pairs, on two spatial modes selected by a 2-hole mask (Fig. D.1 (a),
[78]). Four spatial modes of emitted pairs (r4-lg and [4-rg) can be selected by
use of a 4-hole mask instead, thus allowing the generation of path-polarization
hyper-entangled photon pairs (Fig. D.1 (b), [79]).

Depolarizing channel: The 1-qubit depolarizing channel acting on Bob’s
photon consists of two liquid crystal retarders (LC; and LC,), the fast axis
of LC; being horizontal and the one of LCy being oriented at 45°. Thus, LC;
acts as 1 or o, when the applied voltage is Vy or V, respectively, LCy acts as
1 or o, when the applied voltage is Vy or V; respectively, and they act as o,
when V), is applied to both. The weight p is varied by changing the duration

or 4-hole
mask

\’
\)llA
B

Sra
(b) s

r~

Figure D.1: Sketch of the SPDC source of two-photon polarization entangled
states (a) or path-polarization hyper-entangled states (b). BBO: g-barium
borate crystal, Mp: pump mirror, Mg: spherical mirror, QWP: quarter-wave
plate.
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T
LC2 voltage v [+]
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Figure D.2: Implemented Pauli operators during a detection gate. d: time
when V. is applied to LC; and/or LCy, T: detection gate duration; during
T — ¢, Vq is applied to both LC; and LCs.

0 of the voltage V; on each LC with respect to the detection gate duration 7"
p =2 (Fig. D.2, [76]).

Two-qubit CNOT gate: The detailed experimental set-up of the 2-qubit
separable map detection is shown in Fig. D.3. LC; (LC;) and glass; (glasss)
implement a 2-qubit dephasing process on photon B before (after) the CNOT
gate; the path qubits are analysed with a beam-splitter (BS) and two glass
plates (¢4 and ¢p) with a delay Az = 0 between the left and the right path;
a half-wave plate (HWP) and a polarizing beam-splitter (PBS) are used to
analyse the polarization qubits; the photons are detected in coincidence by
two fibered single-photon avalanche photodiodes (SPAD).

Note that the Pauli operators for the polarization qubits 1,3 can be ex-
pressed as: o) = |DY;(D|; — |A)i(Al;, o) = |L)i(L|; — |R)(R|;, of) =
|H);(H|; — |V)i(V|;, where D, A, L and R design the linear diagonal, lin-
ear anti-diagonal, circular left and circular right polarization, respectively, and
i = A,B. For the path qubits 2,4, the Pauli operators can be written as:
0’ = |d)i{d]; — |a)i(al; and o = |r)i{rl; = |e(lls, where [d); = J5 (1) +11):)
and |a); = \/Li (|r); — |1);) are the diagonal and anti-diagonal path states, and
1=A,B.

D.2 Two-qubit CNOT gate: noise model

In order to model the imperfection of the experimental CNOT Choi state,
we mainly consider two decoherence sources. Firstly, there is a depolarising
process on the polarization degree of freedom given by the non perfect emission
of the state |®*) ,, from the source. The noisy initial state can then be modelled
as

o = (0 |89) (8] + (L =) ) @ [wh), (7], (D)
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SPAD,
CNOT glass | .
glassX (HWP,.) '-Czl > Bs M” w@;’
\ : SPAD,
4-qubit 3 ¢/ , -
source A f ' 2

Figure D.3: Experimental set-up of the 2-qubit noisy CNOT channel. 4-qubit
source: polarization-path hyperentangled two-photon source (Fig. D.1 (b));
CNOT: half-wave plate set at 45°; LC;o: liquid crystal retarders set at 0°;
glass; o: thin glass plates; BS: 50-50 beam-splitter; ¢4, B: thin glass plates;
Ax: adjustable delay between the left and the right path; HWP: half-wave
plate; PBS: polarizing beam-splitter; SPAD: fibered single-photon avalanche
photodiodes.

where v, is the visibility in the polarization degree of freedom, and [¥7),,
represents the noiseless initial state in the path degree of freedom. The polar-
ization visibility can be measured experimentally leading to v, = 0.858 £0.008.

The second source of noise instead affects the path degree of freedom just
before the measurement and models the non perfect superposition of modes
at the BS level. The net experimental effect is a non perfect interference that
can be theoretically described by the following dephasing channel Zgsg:

p— (L—m)’p+ (1l —np)[oPpo? + oW pod] + nioPolP poPelP, (D.2)

where the parameter n, represents the strength of the dephasing process and
can be connected to the path visibility v via the formula vy, = (1 — 2m;,)? [77].
A path visibility v, = 0.904 4+ 0.004 is measured, hence an experimental value
of about 7, = 0.025 is found.

Therefore, instead of the perfect Choi state C 4, , with #p x = (2, ®
P5)CNOT (2, ® 21), we experimentally implemented the following noisy four-
qubit state

Pout = -@BS o %DJ( [me (D3>

with respect to which we calculate the expectation value of the detection op-
erator WCNOT as a function of ¢, ¢2, v, and 7. We recall the reader that the
two parameters ¢; and ¢, are controlled experimentally and can be changed in
order to make the CNOT gate nosier, while v, and 7, model the unavoidable
noise present in the experimental set-up. In the case with ¢; = ¢ = ¢, i.e.
when the controlled dephasing processes before and after the CNOT gate have
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the same strength, the following expectation value of Wenor over the state
Pour given by Eq. (D.3) can be found:

Tr[WenorPout] = 1 — 2vx + 2[2¢° + ne(n — 1)(2¢ — 1)3](1 + vy) (D.4)
—2¢°(3 + 4vz) + q(3 + bvy).

By setting the measured values of v and 7, the above expression is exploited
to fit the experimental data of Wenor in terms of ¢ (see Sec. 4.3 for further
details).
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