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Intel HPC R&D activities in Europe

Software & Solutions Group
• Optimize existing codes on existing Intel HW & SW
• Support OEMs in benchmarks
 

Intel Parallel Competence Centers (IPCC)
• Optimize existing community codes for Xeon Phi
• Contracts to universities / research labs with 1-2 years perspective

Intel European Exascale Labs
• Focus on “future” applications
• Partner with leading HPC apps developers
• Feedback to Intel architects
• 5-7 years perspective, part of „pathfinding“ process

(Research  Pathfinding  Development)
• Engage in H2020 (ETP4HPC, FET-HPC, CoE, …)



ExaScale Computing 
Research Lab, Paris

ExaScience  Lab, 

Leuven

Intel and BSC 
Exascale

 Lab, Barcelona 

ExaCluster Lab, 

Jülich

New: Intel-CERN 
Lab on Throughput 

Computing



Germany: Juelich ExaCluster Laboratory

SW Scalability and Resilience 

Exascale Cluster Architecture

Exascale Simulation and Tools

The DEEP Architecture



Architecture Evolution

Legend:
CN: Cluster Node
BN: Booster Node
BI: Booster Interface
KNL: Intel® Xeon PhiTM
NAM: Network Attached Memory
NVM: Non Volatile Memory

DEEP-ER 
Interconnect



Application-Driven Approach

DEEP & DEEP-ER applications:
 Brain simulation (EPFL)
 Space weather simulation (KULeuven)
 Climate simulation (CYI)
 Computational fluid engineering (CERFACS)
 High temperature superconductivity (CINECA)
 Seismic imaging (CGGVS)
 Human exposure to electromagnetic fields (INRIA)
 Geoscience (BADW-LRZ)
 Radio astronomy (Astron)
 Oil exploration (BSC)
 Lattice QCD (UREG)

Objectives:
 Co-design & evaluation of DEEP architecture & programmability
 Analysis of the I/O and resiliency requirements of HPC codes
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Paris Exascale Lab – Adressing SW Challenges

Scaling
 How do codes scale from peta- to exa-scale?
 With MPI + X?

New memory architecture
 cache – DRAM – disk    cache – high BW local memory – 

NVM

Energy
 How will applications run in a power-bound regime?
 Does it make sense to overlap of calculation and comms?
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Barcelona (BSC) Exascale Lab

Code phase analysis

Workload analysis

Node 
scalability 

improvemen
ts



LHC Data Flow



CoE: Intel‘s potential contribution and role

Can we establish a „co-design“ process?
 Can the community agree on a codes / mini-apps / kernels / libraries ...

 Analyze requirements and present to architects

 Intel to provide fast simulator to the CoE community?

How to collaborate?
 Big issue: confidentiality vsIP  rules of H2020/CoE? 

 Intel needs to understand IP rules early

 Keep links to different vendors separate

 Vendors part of the consortium (i.e. signing the CA)?
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