
TheBABAR Data Acquisition System

R.T. Hamilton1, R. Claus2, P. Grosso3, M.E. Huffer2, C. O’Grady2, I. Scott4, J.J. Russell2

1The University of Iowa, Department of Physics and Astronomy, Iowa City, IA 52242
2Stanford Linear Accelerator Center, 2575 Sand Hill Rd., Menlo Park, CA 94025

3INFN Torino, Italy
4Royal Holloway & Bedford New College, University of London, Egham, Surrey, TW20 0EX, UK

Abstract

The BABAR experiment at the Stanford Linear Accelerator
Centeris designedto performasearchfor CPviolationby ana-
lyzing the decaysof a very large sampleof B andB mesons
producedat the high luminosity PEP-II accelerator[1]. The
dataacquisitionsystemmustcopewith a sustainedhigh event
rate, while supportingreal time feature extraction and data
compression with minimal dead time.

TheBABAR dataacquisitionsystemis basedaroundacommon
VME interfaceto theelectronicsread-outof theseparatedetec-
tor subsystems.Datafrom thefront endelectronicsis readinto
commercialVME processorsvia a custom“PersonalityCard”
and PCI interface. The commercialCPUs run the Tornado
operatingsystemto provide a platform for detectorsubsystem
codeto performthenecessarydataprocessing.Thedatais read
outvia anon-blockingnetwork switchto a farmof commercial
UNIX processors.

Thecurrentimplementationof theBABAR dataacquisitionsys-
temhasbeenshown to sustaina Level 1 triggerrateof 1.3kHz
at an event size of 25 kbytes and with negligible deadtime.
Upgradescurrently in developmentwill permit the systemto
supportthedesignLevel 1 rateof 2 kHz with negligible dead-
time.

I. OVERVIEW

TheBABAR dataacquisitionsystemis an intimatepartnership
betweenboththehardwareandsoftwaresystems.Thispartner-
ship may be viewed aseithera softwaresystemexporting the
functionality of the hardwaresystem,or the hardwaresystem
augmentingor leveraging thefunctionalityof thesoftwaresys-
tem. If the latter view is taken, the hardware systemmay be
consideredtheplatform on which thesoftwaresystemresides.
Within this document,this view prevails.Thehardwaresystem
is called the DataFlow Platform (DFP) and the softwaresys-
temis calledDataFlow. Togetherthey form a Data Acquisition
Platform (DAP). In turn, DAP augmentsother systems;for
example, Online Event Processing(OEP) or Calibration to
form a completeData Acquisition Systems (DAS).

A systemof this form hastheattractive featureor capabilityof
beingreplicatedin whole or part. This allows subsystemsthe
luxury of developing, testing, and/or calibrating their own
hardware/software systems in parallel. There is therefore
potentially more than one DAS in existenceat any point in
time.

The discussionherewill form an overview of the DAS, with
emphasison the DAP. Details on the challengesfound and
overcomein thedevelopmentof theBABAR DAS canbefound
in [2], [3], [4].

The BABAR DAP is responsiblefor reliable transportationof
datafrom thedetectorto theLevel 3 triggerfarmwith minimal
losses.In order to achieve this it mustbe able to sustaindata
transferrateswhich areconsistentwith the designrateof 2.0
kHz for Level 1 triggers.

The input datavolumefrom the detectoris 1.2 Mbytes/event.
This resultsin a datarateof 2.35Gbytes/secinto thecollision
hall DAP. After processingin the DAP, this results in 65
Mbytes/sec(33 Kbytes/event)beingtransportedfrom theDAP
to the Level 3 trigger farm.

The BABAR DAP mustalsoact asa vehiclefor the reduction
and/orcompressionof thedatafrom thefront ends,for thecal-
ibration of all the detectorsubsystems,and for the develop-
ment, commissioning, and diagnosis and repair of the
subsystem detector electronics.

II. THE FEEMODEL

The DAP treatsall of the on detectorelectronicsin a uniform
mannerusing the Front End Element(FEE) model illustrated
in Figure1. Within this model,analogdatais generatedby the
detectorelements.This datastreamis continuouslydigitally
sampledandstoredin acircularbuffer. Uponreceiptof aLevel
1 trigger, datais transferredfrom this buffer andplacedin an
eventqueue.WhentheDAP issuesa readeventcommand,the
oldestevent in thequeueis transferredto theDAP. Communi-
cationto andfrom theFEEsis achievedthroughG-links imple-
mented over fiber optic lines. The communicated data
structuresfollow anagreeduponprotocol.Theimplementation
of this model is subdetector dependent.

 Figure 1:  The FEE Model
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III. THE DATAFLOW PLATFORM

Any instanceof a DataFlow Platform(DFP) comprisesa net-
worked set of components.A platform’s componentsare
derived from a collection of embeddedprocessors,worksta-
tions,crates,andmodules.DataFlow andits applicationsexe-
cute under the supervisionof a real-time operatingsystem
(VxWorks [6]) on the embeddedprocessorsand under the
supervision of UNIX on the workstations.

Thereare a variety of different VME moduleswithin a DFP.
Dueto thecustomJ3backplane,theseareconstrainedto a par-
ticular kind of crateandslot number. The differentflavors of
module are:

Themodulesareassembledinto crates.With theplatformthese
come in two varieties:

Communicationwithin the platform is via oneof threemeth-
ods:

 A. Partitioning

It is importantto notethat theFastControlandTiming system
(FCTS) is capableof sendingcontrol messagesto a subsetof
the crateswithin a platform. This is the enablingtechnology
which allows the platform to be partitioned.This is a mecha-
nismwhichallowstheplatformto besharedin suchawayasto
maintain the fiction of multiple systemsoperatingsimulta-
neouslywithin a singleplatform.This ability enablestheopti-
mal use of the platform during commissioning and calibration.

Fast Control Timing
Module (FCTM)

PhasesBABAR timing to PEP-
II timing. Residesin aMaster
Crate.

Fast Control Gate
Module (FCGM)

Receives, distributes, and
scalesTriggerSystemsignals,
auxiliary trigger signals, and
common calibration start sig-
nals. Resides in a Master
Crate.

Fast Control Parti-
tion Master (FCPM)

Uses input from the Trigger
System and the FCDMs to
synthesizeL1Accepts.
Resides in either a Master
Crate or a Slave Crate.

Fast Control Parti-
tion Router (FCPR)

Fans-out Fast Control and
Timing System (FCTS) com-
mand packets andsysclk to
and fans-infull/available
from FCDMs residing in
SlaveCrates.Residesin either
a Master Crate or a Slave
Crate.

Fast Control Distribu-
tion Module (FCDM)

Resides in a DAQ Slave
Crate, receiving FCTS com-
mand packets andsysclk;
redistributing them to its
ROMs. In addition, it gathers
thefull/available lines from
its ROMs and exports the
summed value back to the
FCTS.

Read-Out Module
(ROM)

Provides a platform from
which applications may con-
trol FEEs and access event
data for the purpose of reduc-
tion, transformation, or moni-
toring. In addition,
redistributes the FCTS com-
mandpacketsandsysclk to its
FEEs.

DAQ
Slave
Crate

Houses a set of up to seventeen Read-Out
Modules (ROMs) and one Fast Control
DistributionModule(FCDM). Supportfor
the ROMs and FCDM normally requires
additional Fast Control and Timing Sys-
tem (FCTS) modules. These additional
modulescanbecontainedeitherin aSlave
Crate or in a Master Crate (as described
below). The ability of a Slave Crate to
house these supplemental FCTS modules
allowsaPlatformto beassembledwithout
the additional cost of a Master Crate.

DAQ
Master
Crate

Housesasetof FCTSmodulesthatallows
thesimultaneouscontrolof up to 32Slave
Crates as a single Platform. In addition,
the crate contains an FCTM which inter-
facesBABAR to the accelerator. A Plat-
form may have at most one Master Crate.
Thistypeof crateis only of interestaspart
of the platform in the collision hall.

Dedicated
Serial
Line

TheFCTSmulticastscontrolmessages
from themastercrateto all slavecrates
using dedicated serial lines.

VME Event data from ROMs within a crate
are forwarded across the VME back-
plane to theSlot 1 ROM. The Slot 1
ROM then performs a partial event
build for the data from its crate before
forwarding the results to the UNIX
processor farm.

Ethernet Communication from the crates to the
processor farm is achieved over ether-
net using a 100 base-T connection.



IV. THE READ-OUT MODULE

 Figure 2:  Schematic view of a ROM

In concertwith the FastControl andTiming System(FCTS),
theRead-Out-Module(ROM) gatherseventorienteddatafrom
its managedFront-End-Electronics(FEEs).Oncethedatahave
been gatheredinto the ROM, a general purposeprocessor
working underthe supervisionof VxWorks [6] is availableto
extract,transform,reduceand/ormonitorthis data.This opera-
tion is called featureextraction.The resultsof featureextrac-
tion are forwardedout of the module(via its VME interface)
and contribute to the overall content of a DataFlow event.

TheROM views its electronicsin logical unitscalledelements
(FEEs).EachROM is capableof managingup to thirty-two
elements.Typically, an element representsa collection of
detectorchannels,wherethechannelcountperelementandthe
channel definition vary as a function of subsystem.

A schematic view of a ROM is shown in Figure 2.

 A. ROM Components

TheROM is acompositeof four distinctboardsassembledinto
a single9U VME module.Thepurposeof thesecomponentsis
detailed below.

Single Board Computer (SBC) The DataFlow processoris a
strippeddown versionof a VME standard,commerciallyavail-
ableSingleBoardComputer, theMotorolaMVME2306 Power
PC Module[5]. This utilizes a 300 Mhz processorwith 32
Mbytesof RAM. This boardis responsiblefor performingthe
subsystemspecificfeatureextractionandfor controlling com-
municationwith the restof the platform,eitherover the VME
backplane or on ethernet as previously discussed.

i960RP based PMC Card (i960PMC) The i960PMC contains
an i960RPintegratedcircuit, onemega-byteof local memory,
anddedicatedmicrocode.Fromanarchitecturalpoint of view,
thei960PMCbridgesfrom thePCI Buson theSBCto thei960
buson theCC andPC.However, from theperspective of Data-
Flow, the i960PMC’s principal function is to manageboth the
movementof eventdatafrom thePC’s intermediatestoreto the
SBC,andthe movementof FCTScommandpacketsfrom the
CC to the SBC.

Personality Card (PC) Usinga BABAR standardcommunica-
tion protocol,thePCmanagesa groupof up to 32 Front-End-
Elements(FEE). It reads data from the Front-Ends’ event
queuesinto anintermediatestore.TheCCinitiatestheread-out
and forwards the result to the i960RP. Fluctuationsin the
movement of data from the Front-Ends to the SBC are
smoothedout by theintermediatestore.Theintermediatestore
is partitionedinto a set of fixed size buffers whosesize and
number are determined by the flavor of personality card.

The PC comesin two flavors: Triggered(TPC) and Untrig-
gered(UPC).TheTPCmovesdatafrom theFEEsto theinter-
mediatestoreuponreceiptof a level 1 trigger. TheUPCis used
to readout theelectromagneticcalorimeterandtakesacontinu-
ousstreamof inputdatafrom theFEEs,in effect implementing
the FEEs event queue within the PC.

Controller Card (CC) The CC provides an interface to the
FCTSthroughwhich it receivessysclk andcommandpackets.
The CC extractsandthenforwardsa subsetof eachpacket to
its FEEs. In addition, the entire packet is sent to DataFlow
through the i960PMC.

The ControllerCard,on the receiptof a Level 1 trigger com-
mand(L1Accept), initiates and directsthe collection of event
datafrom its associatedPC.EachCC in a Platformcontributes
to flow control.Flow controlis modeledwithin thePlatformby
backpressurecoupledto trigger regulation.Trigger regulation
is accomplishedby assertingfull/available backto the FCTS.
The CC maintains the buffer management model for its FEEs.

 B. ROM Performance

The ROM can be thought of as a pipelined seriesof stages
through which data must be transferred.The time averaged
throughputof the ROM is thereforelimited to the throughput
of theslowestof thesestages.Figure3 illustratesthemaximum
event ratesthat canbe achieved for variousevent sizes.Sepa-
ratecurvesareshown for: datatransferfrom theFEEto thePC
for front endclock ratesof 15and60Mhz; DMA transferfrom
thePCto theSBCacrossthei960 bridge;andminimal feature
extraction (FEX) in the power PC (PPC).The featureextrac-
tion performedis asimplecopy of theinputdata.As canbesee
the ROM performanceis more than adequateto satisfy the
throughput requirements at the nominal operating point.
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 Figure 3:  ROM Data Transfer Performance.

V. EVENT BUILDER

Eventassemblyat BABAR occursin two stages- theCrate(or
Fragment) level andtheEvent level. At theFragment level, an
entirecrate’scontributionsareassembledin theSlot1 ROM. In
thefinal system,thisbuild will occurover theVME backplane.
Currently, however, thisbuild is beingperformedoverethernet.
This stageof the event build is the bottleneckin the current
system.

At the Event level, the Fragmentlevel contributions from all
cratesareassembledon a Unix box. Up to 32 event levels are
supported,with Fragmentlevel contributionsbeingvectoredto
the correctEvent level on the basisof the timestamp on the
event.After anentireevent is assembledby any Event level, it
is passedto a Level 3 process(one per Event level). All the
Level 3 resultsaresentto a singleLoggingManagerwhich the
writes the output to disk.

Currently, thesystemcanaccept1.3kHz of L1Acceptswithout
incurringdeadtime.We expecttheFragmentlevel VME back-
planebuild to increasethe performanceto the designvalueof
2.0 kHz.

VI. CONCLUSION

TheBABAR dataacquisitionsystemis currentlytakingcollid-
ing beamdataat a Level 1 trigger rateof 500Hz,andwriting
Level 3 outputto diskatarateof a few Hz. Wehaveshown that
the dataacquisitionplatform is capableof delivering Level 1
trigger datato Level 3 at 1.3 kHz in the currentimplementa-
tion, andwebelieve thattheVME backplanebuild will support
a Level 1 rateof 2.0 kHz. The backplanebuild, togetherwith
improvementsin theLevel 3 algorithms,shouldallow usto sat-
isfy ourdesignfor a2.0kHz Level 1 ratewith a100Hz Level 3
output rate with negligible deadtime.
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