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Cosmic ray observation
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→Source of cosmic ray 
→Structure of the universe (goal)

ima for showers with similar energy contains the maximum infor-
mation about composition that can be obtained from fluorescence
detectors. Given enough statistics and an exact knowledge of the
expected distributions for different primaries, it should be possible
to extract composition groups (see e.g. [150]) similar to what is
done for surface detectors. In the following, however, we will con-
centrate on the first two moments of the Xmax-distribution, hXmaxi
and r(Xmax).

For the determination of the average shower maximum, exper-
iments bin the recorded events in energy and calculate the mean of
the measured shower maxima. For this averaging not all events are
used, but only those that fulfill certain quality requirements that
vary from experiment to experiment, but all analyses accept only
profiles for which the shower maximum had been observed within
the field of view of the experiment. Without this condition, one
would rely only on the rising or falling edge of the profile to deter-
mine its maximum, which was found to be to unreliable to obtain
the precise location of the shower maximum. The field of view of
fluorescence telescopes is typically limited to 1–30 degrees in ele-
vation. Therefore some slant depths can only be detected with
smaller efficiencies than others, resulting in a distortion of the
measured Xmax-distribution due to undersampling in the tails of
the distribution [151,152]. For instance, a detector located at a
height corresponding to 800 g/cm2 vertical depth cannot detect

shower maxima deeper than 800, 924 and 1600 g/cm2 for showers
with zenith angles of 0, 30 and 60 degrees respectively. On top of
this acceptance bias an additional reconstruction bias may be pres-
ent that can further distort the measured hXmaxi-values.

There are two ways to deal with such biases: if one is only inter-
ested in comparing the data to air shower simulations for different
primary particles, then the biased data can be simply compared to
air shower predictions that include the experimental distortions.
For this purpose the full measurement process has to be simulated
including the attenuation in the atmosphere, detector response
and reconstruction to obtain a prediction of the observed average
shower maximum, hXmaxiobs. Another possibility is to restrict the
data sample to shower geometries for which the acceptance bias
is small (e.g. by discarding vertical showers) and to correct the
remaining reconstruction effects to obtain an unbiased measure-
ment of hXmaxi in the atmosphere.

Whereas the former approach maximizes the data statistics, the
latter allows the direct comparison of published data to air shower
simulations even for models that were not developed at the time of
publication. Moreover, only measurements that are independent of
the detector-specific distortions due to acceptance and reconstruc-
tion can be compared directly.

The HiRes and TA collaborations follow the strategy to publish
hXmaxiobs [130,132] and to compare it to the detector-folded air
shower simulations. In the HiRes analysis the cuts were optimized
to assure an Xmax-bias that is constant with energy, but different
for different primaries and hadronic interaction models. The preli-
minary TA analysis uses only minimal cuts resulting in energy
dependent detection biases. The Auger collaboration quotes aver-
age shower maxima that are without detector distortions within
the quoted systematic uncertainties [153] due to the use of fiducial
volume cuts. Yakutsk derives Xmax indirectly using a relation be-
tween the slope of the Cherenkov-LDF and height of the shower
maximum (cf. Section 3.2). This relation is derived from air shower
simulations and is universal with respect to the primary particle
and hadronic interaction models [154]. We will therefore assume
in the following, that the the Yakutsk measurement is bias-free
and that it can be compared to air shower simulations directly.

To allow a comparison of the results of these experiments and
moreover to calculate hlnAi using the EPOS model (cf. Section 3.4)
which was not used in some of the original publications, we correct
the hXmaxiobs-values of HiRes and TA by shifting them by an
amount D which we infer from the difference of the published
hXmaxiobs-values for proton, QGSJETII to the simulated values that
are obtained without detector distortions:

E [eV]
1510 1610 1710 1810 1910 2010

]2
 [g

/c
m

〉
m

ax
X〈

450

500

550

600

650

700

750

800

850

QGSJetII
Sibyll2.1
EPOSv1.99

proton

iron

2=17 g/cm〉∆〈TA, preliminary, 
2=26 g/cm〉∆〈HiRes,

HiRes/MIA
CASA-BLANCA
Yakutsk
Tunka
Auger

E [eV]
1810 1910 2010

]2
 [g

/c
m

〉
m

ax
X〈

700

720

740

760

780

800

820

840

Fig. 8. Measurements of hXmaxi with non-imaging Cherenkov detectors (Tunka [118,126], Yakutsk [127,128], CASA-BLANCA [123]) and fluorescence detectors (HiRes/MIA
[129], HiRes [130], Auger [131] and TA [132]) compared to air shower simulations [133] using hadronic interaction models [36,38,37]. HiRes and TA data have been corrected
for detector effects as indicated by the hDi values (see text). The right panel shows a zoom to the ultra-high energy region.
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Fig. 9. Example of a longitudinal air shower development as measured with
fluorescence telescopes. Data points are taken from [145] (E = (30 ± 2) EeV) and
compared to ten simulated [133] air showers for three different primary particle
types using the hadronic interaction model EPOS1.99 [36].
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• It is impossible to directly* measure cosmic rays properties 
above 1014eV, but possible indirectly using the cascade 
shower of daughter particles, Extensive Air-Shower (EAS). 

• Dependence of EAS on a mass composition and energy of 
cosmic rays is used for PID and energy reconstruction.
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* direct measurement of cosmic ray <1014eV is done by  
   balloon, satellite, and ISS.
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Indirect observation of cosmic rays

H. Dembinski, KIT Karlsruhe 6

Pierre Auger Observatory
Fluorescence Detector
UV light from excited N

2

4 x 6 telescopes, 30° x 30°

+ 3 high-elevation telescopes

Surface Detector Array
charged particle + photon detector
1500 m grid: 1660 stations (3000 km2)

+ 750 m grid: 71 stations, (25 km2)

H. Dembinski, KIT Karlsruhe 6

Pierre Auger Observatory
Fluorescence Detector
UV light from excited N

2

4 x 6 telescopes, 30° x 30°

+ 3 high-elevation telescopes

Surface Detector Array
charged particle + photon detector
1500 m grid: 1660 stations (3000 km2)

+ 750 m grid: 71 stations, (25 km2)

H. Dembinski, KIT Karlsruhe 6

Pierre Auger Observatory
Fluorescence Detector
UV light from excited N

2

4 x 6 telescopes, 30° x 30°

+ 3 high-elevation telescopes

Surface Detector Array
charged particle + photon detector
1500 m grid: 1660 stations (3000 km2)

+ 750 m grid: 71 stations, (25 km2)

H. Dembinski, KIT Karlsruhe 6

Pierre Auger Observatory
Fluorescence Detector
UV light from excited N

2

4 x 6 telescopes, 30° x 30°

+ 3 high-elevation telescopes

Surface Detector Array
charged particle + photon detector
1500 m grid: 1660 stations (3000 km2)

+ 750 m grid: 71 stations, (25 km2)

Surface detectors (charged+photon)

Fluorescence detectors 
(UV light from excited N2)

Longitudinal Shower Profiles with the Pierre Auger
Fluorescence Telescopes

]2slant depth [g/cm
600 800 1000 1200

)]2
dE

/d
X 

[P
eV

/(g
/c

m
0

5

10

15

20

25

30
Xmax

3D reconstruction

4



Hadronic interaction in air shower

1. Inelastic cross section 
large → rapid development 
small → deep penetrating 
!

2. Inelasticity k = 1 - plead/pbeam 
large → rapid development 
small → deep penetrating 
!

3. Forward energy spectrum 
softer → rapid development 
harder → deep penetrating 
!

4. Nuclear effects 
!

5. Extrapolation to high energy 
precise measurements at 
available energies are crucial

1. Charge ratio 
!

2. Multiplicity 
number of muons in air 
shower sensitive to mass 
composition

E~TeV

E~GeV

Largest systematic uncertainty of indirect 
measurement is in first interaction.

5



Cosmic ray interaction at accelerator

LHCf, TOTEM, 
CASTOR, ZDC (LHC)

NA61(SPS)

LHCf-Arm2

140m

LHCf-Arm1

140m

10(W)cm x 10cm(H) x 30cm(D) 
Sampling calorimeter, 44X0, 1.6λ

The LHCf experiment
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Results at the LHC: LHCf analyses

Photon 
(EM shower)

Neutron 
(hadron shower)

π0
(EM shower)

Test beam at SPS NIM. A 671, 
129–136 (2012)

JINST 9 P03016 
(2014)

p-p at 900GeV Phys. Lett. B 715, 
298-303 (2012)

p-p at 7TeV Phys. Lett. B 703, 
128–134 (2011) To be submitted Phys. Rev. D 86, 

092001 (2012)

p-p at 2.76TeV Submitted to 
Phys Rev. C 

arXiv:1403.7845, 
CERN-PH-EP-2014-059p-Pb at 5.02TeV

• LHCf analysis activity was so far directed to the EM shower events for its simplicity. 
• We have extended the activity to neutron event analysis based on improved tools. 
• Also we show the analysis results in p-Pb collisions (submitted to Phys. Rev. C). 
 
Analysis on blank parts are ongoing or planed.
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Inclusive π0 pT spectra in p-Pb at 5.02TeV

• The LHCf data in p-Pb (filled circles) show good agreement with DPMJET and EPOS. 
• The LHCf data in p-Pb are clearly harder than the LHCf data in p-p at 5.02TeV (shaded area). The 

latter is interpolated from the results at 2.76TeV and 7TeV.

arXiv:1403.7845, CERN-PH-EP-2014-059
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Nuclear modification factor in p-Pb at 5.02TeV

• Both LHCf and MCs show strong suppression. 
• But LHCf grows as increasing pT, understood by the softer 

pT spectra in p-p at 5TeV than those in p-Pb.

arXiv:1403.7845, CERN-PH-EP-2014-059
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Figure 3: Measured Arm1 energy spectra of neutron-like events together with MC predictions. Left panel shows the results for the small tower,
and the center and right panels show the results for the large tower. The vertical bars (they are very small) represent the statistical uncertainties.
Colored lines indicate MC predictions by EPOS 1.99 (magenta), QGSJET II-03 (blue), SYBILL 2.1 (green), DPMJET 3.04 (red), and PYTHIA
8.145 (yellow). The vertical bars represent the statistical (they are very small) and systematic uncertainties.

3.04 (red), and PYTHIA 8.145 (yellow). The model
spectra were obtained from full detector simulations and
taking account of actual reconstruction process of the
experimental data. None of the models perfectly match
the experimental data. Experimental result indicates the
hardest spectra than any other MC predictions.

3.2. Spectra unfolding

To estimate the true energy distribution, we used the
multidimensional-spectra unfolding method [27] with
the variables energy and pT . To create training samples
for the unfolding process, we used MC simulations with
neutrons having a flat energy spectrum from 50 to 3500
GeV and an uniform injection to the detector plane. The
unfolding data set was reconstructed by using the same
method as the experimental data. Because the energy
resolution of the LHCf detectors was typically 40%,
the unfolding results were very sensitive to the train-
ing process. Performance of the unfolding method was
checked by applying the unfolding process to the MC
spectra and comparing the results with the true spec-
tra. Figure 4 shows the unfolded spectra for the DPM-
JET 3.04 and EPOS 1.99 models together with the true
spectra at the small tower of Arm1. Here ”true spectra”
means the true neutron energy distribution of the MC
events after acceptance and trigger threshold were ap-
plied. The bottom panel shows the ratio of the unfolded
spectra to the true spectra. The differences between the
unfolded and true spectra were mostly within 20% ex-
cept at the highest energy bins (50-100%). These differ-
ences were due to the choice of flat energy distribution
as a training sample. We found the difference did not
strongly depend on the input model. Thus we applied
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Figure 4: Comparison of unfolded spectra with true spectra for DPM-
JET 3.04 and EPOS 1.99 models at the small tower of Arm1. Bottom
panel shows the ratio of the simulated spectra to the true spectra.

the correction by multiplying the average of differences
of each model in order to obtained true spectra. The dif-
ferences among the five models, typically ± 10%, were
considered as a part of the systematic uncertainty.

Figure 5 shows the unfolded experimental spectra
measured by the Arm1 and Arm2 detectors for each ra-
pidity range. The hatched areas show the Arm1 system-
atic errors, and the bars represent the Arm2 systematic
errors. The detection efficiency of neutrons and the cor-
rection in the PID efficiency and purity were also con-
sidered. The results below 500 GeV were not shown
because of the large systematic errors. The unfolded
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Inclusive neutron energy spectra in p-p at 7TeV

• In η>10.76 huge amount of neutron exists. Only QGSJET roughly reproduces the LHCf result. 
• In other rapidity regions, the LHCf results are enclosed by the variation of models. 
• These results may indicate small inelasticity in very forward region.

η>10.76 8.99<η<9.22 8.82<η<8.99

LHCf Preliminary

10
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Figure 6: Comparison of the LHCf results with model predictions at small tower (η > 10.76) and large towers (8.99 < η < 9.22 and 8.81 < η <
8.99). The black markers and gray hatched areas show the combined results of the LHCf Arm1 and Arm2 detectors and the systematic errors,
respectively.

combined and unfolded by using a two-dimensional un-
folding method based on Bayesian theory.

The experimental results, both in folded and unfolded
were compared with the MC predictions of QGSJET II-
03 [21], EPOS 1.99 [19], DPMJET 3.04 [18], PYTHIA
8.145 [20], and SYBILL 2.1 [22]; however, no model
perfectly reproduces the experimental results. More-
over, compared with the hadronic-interaction models,
the experimental results show the most abundant neu-
tron production relative to the photon production rate.
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Results at the LHC: diffraction

represent simulations of proton and iron showers enabling
(solid lines) or disabling (dashed lines) the diffractive
interactions. We have also plotted some available experi-
mental data for Ref. [2].

We can clearly see that in the entire covered range of
primary energies the suppression of diffractive interac-
tions always produces a non-negligible reduction of Xmax.
It is clear that the fully nondiffractive simulations are
unrealistic, but they are useful to quantitatively estimate a
rough upper bound of the uncertainty of Xmax that can be
expected due to the uncertainties associated with diffrac-
tive hadron-nucleus interactions, especially at the highest
energies.

Notice also that the differences for SIBYLL are generally
smaller than the corresponding ones for the QGSJET case.
This is correlated with the fact that in SIBYLL the dif-
fractive interactions have a very small probability, in
comparison with QGSJET, as discussed in Sec. III A.

The diffractive interactions also have a direct impact
on the development of the hadronic and muonic compo-
nents of the showers. This fact is illustrated in Fig. 14
where the number of pions and muons are plotted as
functions of the atmospheric depth, in the case of showers
initiated by 1020 eV protons. For both SIBYLL and QGSJET
cases, the number of pions increases when the diffractive
interactions are disabled [Figs. 14(a) and 14(b)]. This can
be clearly understood because the bulk of the pions are
produced at inelastic hadronic collisions, whose number
is enlarged when diffraction is switched off.

Muons come mainly from decays of charged pions and
therefore it can be expected that a larger number of pions
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FIG. 13. Average shower maximum versus primary energy.
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FIG. 14 (color online). Longitudinal development of charged
pions and muons for showers initiated by 1020 eV protons.
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represent simulations of proton and iron showers enabling
(solid lines) or disabling (dashed lines) the diffractive
interactions. We have also plotted some available experi-
mental data for Ref. [2].

We can clearly see that in the entire covered range of
primary energies the suppression of diffractive interac-
tions always produces a non-negligible reduction of Xmax.
It is clear that the fully nondiffractive simulations are
unrealistic, but they are useful to quantitatively estimate a
rough upper bound of the uncertainty of Xmax that can be
expected due to the uncertainties associated with diffrac-
tive hadron-nucleus interactions, especially at the highest
energies.

Notice also that the differences for SIBYLL are generally
smaller than the corresponding ones for the QGSJET case.
This is correlated with the fact that in SIBYLL the dif-
fractive interactions have a very small probability, in
comparison with QGSJET, as discussed in Sec. III A.

The diffractive interactions also have a direct impact
on the development of the hadronic and muonic compo-
nents of the showers. This fact is illustrated in Fig. 14
where the number of pions and muons are plotted as
functions of the atmospheric depth, in the case of showers
initiated by 1020 eV protons. For both SIBYLL and QGSJET
cases, the number of pions increases when the diffractive
interactions are disabled [Figs. 14(a) and 14(b)]. This can
be clearly understood because the bulk of the pions are
produced at inelastic hadronic collisions, whose number
is enlarged when diffraction is switched off.

Muons come mainly from decays of charged pions and
therefore it can be expected that a larger number of pions
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Number of charged particles Number of muons

Xmax of charged particles (dominantly electron) 
is insensitive to diffraction.

Muons are more sensitive to diffraction (i.e. 
leading baryon production): small multiplicity 
leading to less pions and less muons.

�DD(4.7<|⌘min|<6.5) = 116± 25µb

�DD(4.7<|⌘min|<6.5) = 159µb

�DD(4.7<|⌘min|<6.5) = 101µb

PYTHIA8

PHOJET

TOTEM 
(PRL101,262001)

�SD = 6.5± 1.3mbTOTEM 
Preliminary
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Results at the LHC: cross section

T. Pierog, KIT - 14/30QCD and Forward Phys. – April – 2014

Air Showers Current LHC Data Needed LHC data

Cross Sections

Same cross sections at pp level up to LHC

weak energy dependence : no room for large change beyond LHC

other LHC measurements of inelastic cross-section (ALICE, ATLAS, CMS) 
test the difference between models (diffraction)

Pre - LHC Post - LHC

  

Pre LHC Post LHC

(T. Pierog)

• There is no drastic change from EPOS 1.99 to EPOS LHC. 
• Better agreement with TOTEM is found in QGSJET II-04 compared with QGSJET II-03. 
• Post LHC models show overall good agreement with data up to the LHC energy. 
• They are converged into similar values even at 106GeV.
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Prediction of Xmax with retuned models

T. Pierog, KIT - 16/30QCD and Forward Phys. – April – 2014

Air Showers Current LHC Data Needed LHC data

EAS with Old CR Models : X
max

T. Pierog, KIT - 17/30QCD and Forward Phys. – April – 2014

Air Showers Current LHC Data Needed LHC data

EAS with Re-tuned CR Models : X
max

Pre LHC Post LHC

• Difference of <Xmax> in p-air among pre LHC models is about 50g/cm2 at 1020eV, although a 
difference between p-air and Fe-air is about 100g/cm2. 

• Retuned models with the the LHC data are somehow converged into pre-LHC model SIBYLL 2.1. 
• Difference between p and Fe is reduced to 20g/cm2.

(T. Pierog)

13



What’s next ?

• Inelastic p-p cross section  
- It is and will be strongly constrained by the measurements at the LHC. 

• Inelasticity and forward energy/pT spectra 
- LHCf analyses at 7TeV were done. Similar analyses will be performed at 13TeV. 

• Extrapolation to ultrahigh energy 
- Understanding of scaling raw is of importance to validate an extrapolation. 
- Precise measurements in many collision energies are necessary; 
  900GeV, 2.76TeV, 7TeV and 8TeV so far, and 13TeV soon. 

• Nuclear effects 
- p-Pb collision at 5.02TeV is good to imitate a very dense matter which can be  
  realized in p-air collision at E>>TeV. 
- nucleon - light-ion collision (e.g. p-N/O) is needed to test the current  
  implementation of hadronic interaction models at TeV energy region.
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Extrapolation and scaling

LHCf p-p 7TeV

LHCf p-p 2.76TeV

Best-fit linear function
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Scaling of forward photon XF distribution 
(900GeV vs 7TeV)

Scaling of forward π0 average pT 
(2.76TeV vs 7TeV)

(Δy = ybeam - y)

arXiv:1403.7845 
CERN-PH-EP-2014-059

LHCf p-p 7TeV 
LHCf p-p 900GeV

• Feynman scaling of forward photon energy and π0 pT distributions are found at LHCf. 
• More precise extrapolation to ultrahigh energy. 

- LHC at 13 TeV 
- Extension to lower energy (e.g. RHIC at √s=510GeV).



RHICf project (the LHCf detector at RHIC)
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• Testing the Feynman scaling of energy and 
pT spectra between SPS and LHC energies. 

• Pseudo rapidity can be down to 6 (η>8.4 at 
LHCf). 

• Possibly operation in d(p)-Au collisions. 
• Additional contribution to spin asymmetry 

measurements.
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Light-ion collision

T. Pierog, KIT - 25/30QCD and Forward Phys. – April – 2014

Air Showers Current LHC Data Needed LHC data

Compare p-p@14TeV and 
p-O@4.9TeV 

(same beam energy than p-p@7TeV)

Interactions in Air Shower : p-Air 

Source of uncertainties : extrapolation

to higher energies

strong constraints by current LHC data

from p-p to p-Air

current main source of uncertainty

Needs for new data : p-O

 

No big difference @ LHC
but larger uncertainty in 

extrapolation
LHC at 7TeV

• Cross section at ultrahigh energy inevitably involve an uncertainty due to the extrapolation 
from the LHC energies. A model difference gets bigger above 104GeV (> LHC energy). 

• Main uncertainty of p-air cross sections is owing to a conversion from p-p to p-air. 
• Proton - light-ion collision (N and O) is the best bench to test hadronic interaction models for 

cosmic ray physics.
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Summary

• Understanding of hadronic interaction is crucial to reduce an 
uncertainty in cosmic ray observation. 

• LHC is the best occasion to improve/tune the hadronic interaction 
models towards an observation of ultrahigh energy cosmic ray. 

• Retuned models with LHC data indeed show convergence at the LHC 
energy. 

• Next target is 
- performing a precise extrapolation based on a robust scaling.  
- RHICf; an extension of the LHCf activity to low energy but to wide  
  rapidity range. 
- (hopefully) light ion collision.
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