
Ivan Kisel, Uni-Frankfurt, FIAS, GSI Antrittsvorlesung, Frankfurt, 17.12.2012

V. Akishina, I. Kisel, I. Kulakov and M. Zyzak  
Uni-Frankfurt, FIAS, GSI

FLES 
First Level Event Selection 

package for the CBM experiment



Ivan Kisel, Uni-Frankfurt, FIAS, GSI GPU Workshop, Pisa, 10.09.2014      /18 

Reconstruction Challenge in CBM

* Fixed-target heavy-ion experiment 
* 107 Au+Au collisions/sec 
* ~ 1000 charged particles/collision 
* Non-homogeneous magnetic field 
* Double-sided strip detectors  
   (85% fake space-points)

Track reconstruction in STS/MVD  
and displaced vertex search  
required in the first trigger level
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Open Charm Event Selection

D± (cτ = 312 µm): 
  D+ → K-π+π+       (9.5%) 
D0 (cτ = 123 µm): 
  D0 → K-π+             (3.8%)  
  D0 → K- π+π+π-   (7.5%)  
D±

s (cτ = 150 µm): 
  D+

s → K+K-π+    (5.3%) 
Λ+

c (cτ =  60 µm): 
  Λ+

c → pK-π+     (5.0%) 

No simple trigger primitive, like high pt, available 
to tag events of interest. The only selective 
signature is the detection of the decay vertex.

K-

π+

First level event selection will be 
done in a processor farm fed with 
data from the event building network
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4xXX cores XXXX cores

1+8 cores60 cores

Intel/AMD CPU Nvidia/ATI GPU

Intel MIC IBM Cell

Future systems are heterogeneous, but using the same code

• Optimized for low-latency access to cached data sets 
• Control logic for out-of-order and speculative execution

• Optimized for data-parallel, throughput computation 
• More transistors dedicated to computation

• General purpose RISC processor (PowerPC) 
• 8 co-processors (SPE, Synergistic Processor Elements) 
• 128-bit wide SIMD units

• Many Integrated Cores architecture announced at ISC10 (June 2010) 
• Based on the x86 architecture 
• Many-cores + 4-way multithreaded + 512-bit wide vector unit
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Conventional KF DP vs. SP

Strong many-core scalability of the Kalman filter library

Conventional KF RK4 vs. Analytical

Square-Root KF UD KF

with H. Pabst (Intel)

5

CBM Kalman Filter Track Fit Library

Kalman Filter Methods !
Kalman Filter Tools: 
• KF Track Fitter 
• KF Track Smoother 
• Deterministic Annealing Filter !
Kalman Filter Approaches: 
• Conventional DP KF 
• Conventional SP KF 
• Square-Root SP KF 
• UD-Filter SP 
• Gaussian Sum Filter !
Track Propagation: 
• Runge-Kutta 
• Analytic Formula

Implementations !
Vectorization (SIMD): 
• Header Files 
• Vector Classes Vc 
• Array Building Blocks ArBB 
• OpenCL !
Parallelization (many-cores): 
• Open MP 
• ITBB 
• ArBB 
• OpenCL !
Precision: 
• single 
• double
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Full portability of the Kalman filter library
with H. Pabst (Intel)
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CBM Kalman Filter Track Fit Library
CPU Scalability. OpenMP 

OpenMP (Open Multi-Processing) - is an API that supports multi-platform shared memory 
multiprocessing programming in C, C++, and Fortran.  

It is an implementation of multithreading, a method of parallelizing whereby a 
master thread (a series of instructions executed consecutively) forks a specified number of 
slave threads and a task is divided among them. 

Header files + OpenMP Vc Library + OpenMP 

Pavel Kisel, LIT JINR 
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34 tracks/µs 

33 tracks/µs

Intel Xeon X5550, 2.67 GHz

Standalone First Level Event Selection Package 
for the CBM Experiment

First Level Event Selection Challenge in the CBM Experiment

➢ Fixed-target heavy-ion experiment 
➢ Up to 1000 charged particles/collision 
➢ Non-homogeneous magnetic field 
➢ 85% fake combinatorial space points in STS 
➢ 107 events per second 
➢ Full event reconstruction is required in the first 

trigger level

NVidia GPU on an example of Nvidia GTX480

I. Kisel1,2,3, I. Kulakov1,3, M. Zyzak1,3 (for the CBM Collaboration) 
1 – Goethe University Frankfurt, Frankfurt am Main, Germany 
2 – FIAS Frankfurt Institute for Advanced Studies, Frankfurt am Main, Germany 
3 – GSI Helmholtz Center for Heavy Ion Research, Darmstadt, Germany

Scalability of the Track Fit on Nvidia 

Track Fit Quality

Scalability on Other Architectures

Conclusions

✓ The Kalman Filter track fitter for the CBM experiment was implemented for Nvidia GPUs. 

✓ The fitter shows high quality of the estimated parameters: momentum resolution is about 1%, pull width is about one, that indicates correctness of the fit. 

✓ The implementation shows linear behaviour depending on the number of tracks in the local working group running on the streaming multiprocessor, that 
indicates no interlocks between cores within one streaming multiprocessor. 

✓ Since implementation is based on OpenCL, it can be run also on other processor architectures. The tests shows nice linear scalability on CPUs, Intel 
Xeon Phi and ATI GPUs.

➢ CBM event reconstruction is based on Kalman Filter  and Cellular Automaton algorithms 
➢ High speed and efficiency of the reconstruction algorithms are required 
➢ The algorithms have to be highly parallelized and scalable in order to use the full potential of the 

modern processors

Simulated central Au-Au collision at 25 AGeV 

Kalman Filter (KF) Based Track Fitter

Track fit:  
1.  Start with an arbitrary initialisation 
2.  Add one hit after another 
3.  Improve the state vector 
4.  Get the optimal parameters after the last hit

• Highly optimised code with respect to 
time 

• Single precision 

• Highly parallelised code

UpdateInitialize Propagate Optimal Estimation
321 4

Detector layers
Hits

π
(r, C)

r  – Track parameters  
C – Covariance matrix

Initializing

Propagated

Updated

Precision
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CBM track model: 
r = { x y tx ty q/p } 
!
x, y – coordinates 
tx - slope dx/dz*            
ty - slope dy/dz 
q – charge 
p – momentum 
*z axis is along the beam line

r = { x, y, tx, ty, q/p } position, tangent of slopes 
and charge over momentum 

Track state vector in CBM:

The track fit resolution is high, all distributions are unbiased, shape of pulls distribution is Gaussian 
with a width close to 1.

Nvidia GTX295 Nvidia GTX480

• The SIMD KF package has been implemented with OpenCL to run on Nvidia  
• OpenCL is a universal parallel language for different types of platforms (CPU, GPU, Cell processors, etc.) 
• For maximum performance each group of data should contain number of elements dividable by the 

number of cores in a streaming multiprocessor 

• The code shows linear scalability depending on the number of tracks in a working group sent to one 
streaming multiprocessor 

Streaming multiprocessor

• 480 CUDA-cores 

• 1.5 GB GDDR5 

• 1401 MHz processor clock 

• Cores are organised into streaming multiprocessors - 
computing units of GPU 

• Each streaming multiprocessor contains 32 cores 

• Each streaming multiprocessor is equipped with L1 cache for 
data and instructions common for all its cores 

• All cuda-cores are equipped with ALU for calculations with 
integers and FPU for floating point calculations 

• For maximum performance each group of data should 
contain number of elements dividable by 32 for a full load of 
the streaming multiprocessor 

2 Intel Xeon X5550 CPUs at 2.67 GHz
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The platos with smaller slope are caused by hyper threading. """
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Current Results 

11 

57 tracks/µs 

26.09.2013 

39 tracks/µs 106 tracks/µs AMD Radeon HD 7970

• Implementation with OpenCL for Nvidia 
allowed to universalise the code 

• The code shows linear scalability on all 
architectures: CPUs, Intel Xeon Phi, AMD 
GPUs

33 tracks/µs

Nvidia GTX 480, 700 MHz

Current Results 

11 

57 tracks/µs 

26.09.2013 

39 tracks/µs 106 tracks/µs 

CPU Scalability. OpenMP 

OpenMP (Open Multi-Processing) - is an API that supports multi-platform shared memory 
multiprocessing programming in C, C++, and Fortran.  

It is an implementation of multithreading, a method of parallelizing whereby a 
master thread (a series of instructions executed consecutively) forks a specified number of 
slave threads and a task is divided among them. 

Header files + OpenMP Vc Library + OpenMP 

Pavel Kisel, LIT JINR 
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34 tracks/µs 

54 tracks/µs

AMD Radeon HD 7970, 925 MHz

SIMD KF Scalability on the Phi Coprocessor

707.04.2014

120 tracks/µs

The SIMD Kalman filter track fit shows a strong linear many-core scalability on 
Intel Xeon Phi 5110P with 240 logical cores 

120 tracks/µs

Intel Xeon Phi 5110P, 1 GHz
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Cellular Automaton as Track Finder
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0. Hits

1. Segments

1 2 3 4
2. Counters

3. Track Candidates

4. Tracks

Detector layers

Hits

4. Tracks (CBM)

0. Hits (CBM)

1000 Hits

1000 Tracks

Cellular Automaton: 
1. Build short track segments. 
2. Connect according to the track model, 
    estimate a possible position on a track. 
3. Tree structures appear, 
    collect segments into track candidates. 
4. Select the best track candidates.

Useful for complicated event topologies with large combinatorics and for parallel hardware

        Cellular Automaton: 
• local w.r.t. data 
• intrinsically parallel 
• extremely simple 
• very fast !

Perfect for many-core CPU/GPU !
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CBM CA Track Finder: Efficiency

770 TracksTop view Front view

Efficient and stable event reconstruction

8

polynomial function of fifth order at each detector station.
During the fit of a track the field behavior between the
stations is approximated with a parabola taking field values at
the three closest measurements along the track. To stabilize
the fit, an initial approximation of the track parameters is
done by the least square estimator assuming a one-component
magnetic field. The first measurement is processed in a special
way, which increases the numerical stability of the method
in single precision: the equations were simplified analytically
using a special form of the initial covariance matrix. The
track propagation in the non-homogeneous magnetic field is
done by an analytic formula, which is based on the Taylor
expansion [6]. The analytic formula allows to obtain the same
track fit quality as the standard fourth order Runge-Kutta
method, while being 40% faster. Operator overloading has
been used to keep flexibility of the algorithm with respect
to different CPU/GPU architectures. All these changes have
increased the processing speed of the SIMD KF track fit
algorithm down to 1 µs per track. This is an improvement
by a factor 10000 with respect to the original scalar version
of the algorithm [3].

V. PERFORMANCE OF THE TRACK RECONSTRUCTION

Fig. 5. Efficiency of the track reconstruction for minimum bias Au-Au
collisions at 25 AGeV.

Efficiency of the track reconstruction for minimum bias Au-
Au UrQMD collisions at 25 AGeV is presented on Fig. 5. In
addition the track reconstruction efficiencies for different sets
of tracks and ratios of clones (double found) and ghost (wrong)
tracks are shown in Table I. The tests have been performed
on a server with Intel Xeon E7-4860 CPUs.

The majority of signal tracks (decay products of D-mesons,
charmonium, light vector mesons) are particles with momen-
tum higher than 1 GeV/c originating from the region very
close to the collision point. Their reconstruction efficiency is,
therefore, similar to the efficiency of high-momentum primary
tracks that is equal to 97.1%. The high-momentum secondary
particles, e.g. in decays of K

0
s

and ⇤ particles and cascade
decays of ⌅ and ⌦, are created far from the primary vertex,
therefore their reconstruction efficiency is lower — 81.2%.
Significant multiple scattering of low-momentum tracks in the

material of the detector system and large curvature of their
trajectories lead to lower reconstruction efficiencies of 90.4%
for primary tracks and of 51.1% for secondary low-momentum
tracks. The total efficiency for all tracks is 88.5% with a large
fraction of soft secondary tracks. The levels of clones (double
found tracks) and of ghost (wrong) tracks are 0.2% and 0.7%
respectively. The reconstruction efficiency for central events is
also given in the Table in order to show the stable behavior
of the CA track finder with respect to the track multiplicity.

TABLE I
TRACK RECONSTRUCTION EFFICIENCY FOR MINIMUM BIAS AND CENTRAL

EVENTS

Efficiency, %
mbias central

Primary high-p tracks 97.1 96.2
Primary low-p tracks 90.4 90.7
Secondary high-p tracks 81.2 81.4
Secondary low-p tracks 51.1 50.6
All tracks 88.5 88.3
Clone level 0.2 0.2
Ghost level 0.7 1.5
Reconstructed tracks/event 120 591
Time/event/core 8.2 ms 57 ms

The CBM experiment is an experiment with a forward
geometry along Z-axis and, therefore, has a typical set of
tracks parameters: x and y track coordinates at a reference
z-plane, t

x

= tan ✓
x

and t

y

= tan ✓
y

are the track slopes in
the XZ- and Y Z-planes, q/p is an inverse particle momentum,
signed according to the charge of a particle.

Residuals of the track parameters are determined as a
difference between the reconstructed parameters and their
true Monte-Carlo values. The normalized residuals (pulls) are
determined as the residuals normalized by the estimated errors
of the track parameters. In the ideal case these normalized
residuals (pulls) should be unbiased and Gaussian distributed
with width of 1.0. Thus the pull distributions provide a
measure of the track fit quality.

The residuals and the pulls for all track parameters are
calculated at the first hit of each track. The distributions for
the x, t

x

and q/p parameters together with their Gaussian fits
are shown on Fig. 6 (the results for y and t

y

are similar).
All distributions are not biased with pulls widths close to
1.0 indicating correctness of the fitting procedure. The slight
deviations from 1.0 are caused by several assumptions made in
the fitting procedure, mainly in the part of the detector material
treatment. The q/p pull is the widest being the most sensitive
to these simplifications.

The high track finding efficiency and the track fit quality
are crucial, especially for reconstruction of the short-lived
particles, which are of the particular interest for the CBM
experiment. The reconstruction efficiency of short-lived parti-
cles depends quadratically on the daughter track reconstruc-
tion efficiency in case of two-particle decays. The situation
becomes more sensitive for decays with three daughters and
for decay chains. The level of a combinatorial background
for short-lived particles depends strongly on the track fit
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4D Event Building with CA Track Finder

Reconstructed tracks clearly represent groups, which correspond to the original events
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• The beam in the CBM will have no bunch 
structure, but continuous.  

• Measurements in this case will be 4D (x, y, z, t).  
• Reconstruction of time slices rather than events 

will be needed.

Input Hits

Reconstructed Tracks
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4D Event Building with CA Track Finder

4D event building is scalable with the speed-up factor of 10.1 (out of 13)

Algorithm 
Step

%  of total 
execution time

Initialisation 8 %

Triplets 
construction 64 %

Tracks 
construction 15 %

Final stage 13 %

Parallelism inside a time-slice, 100 mbias events in a time-slice

Total CA time = 84 ms

Total CA time = 849 ms
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KF Particle Finder for Physics Analysis and Selection
Tracks: e±, µ±, π±, K±, p± 

secondary and primary

Strange particles: 
      K0

s → π+ π- 
  

           Λ  → p π-    
           Λ → π+ p-    

Multi-strange resonances: 
      Ξ*0  → Ξ- π+  
           Ξ*0  → Ξ+ π-   
           Ω*-  → Ξ- π+ K-   
           Ω*+  → Ξ+ π- K+  

Gamma: 
γ  → e- e+       
Strange resonances: 
K*0  → K+ π-  
K*0  → π+ K-  
Λ*  → p K-   
Λ*  → p- K+   
Light vector mesons: 
ρ  → e- e+      
ρ  → µ- µ+      
ω  → e- e+     
ω  → µ- µ+     
φ → e- e+      
φ → µ- µ+      
φ  → K- K+     
Charmonium: 
J/Ψ  → e- e+  
J/Ψ  → µ- µ+ 

Multi-strange hyperons: 
       Ξ-  → Λ π-  
             Ξ+ → Λ π+    
             Ω-  → Λ K-   
             Ω+ → Λ K+  

Strange and multi-strange 
resonances: 

        Σ*+  → Λ π+     
                Σ*+  → Λ π-    
                Σ*-  → Λ π-     
                Σ*-  → Λ π+     
               K*-  → K0

s π-      

               K*+ → K0
s π+      

               Ξ*-  → Λ K-      
               Ξ*+  → Λ K+    

Open-charm 
resonances: 

   D*0  → D+ π-   
     D*0  → D- π+     
     D*+  → D0 π+      
     D*-  → D0 π-     

Open-charm: 
    D0 → π+ K-      
        D0 → π+ π+ π- K-     
        D0  → π- K+   
        D0 → π- π- π+ K+     
        D+ → π+ π+ K-     
        D- → π- π- K+      
        Ds

+ → π+ K+ K-   
        Ds

- → π- K+ K-   
        Λc  → π+ K- p  

11

( mbias: 1.4 ms; central: 10.5 ms )/event/core
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KF Particle Finder on Xeon Phi

12

• Standalone KF Particle Finder is adapted for the Xeon Phi card. The same code is used for the CPU and the Xeon Phi. 
• The program is tested on search for Ks0, Λ, Ξ- and Ω- particles. 
• The parallelism between cores is implemented on the event level and tested with 100 U+U mbias events per thread. 
• The program scales up to 240 logical cores on the Xeon Phi. 
• Time per one thread: CPU - 3.7 ms, Xeon Phi - 12.8 ms. 
• SIMD Speedup: SSE (CPU, 4 elements) - 3.67, AVX (CPU, length 8) - 4.67, IMIC (Xeon Phi, length 16) - 8.43.
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KF Particle Finder is scalable with the speed-up factor of 120 on 240 logical cores. STAR HLT
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CBM Standalone First Level Event Selection (FLES) Package

The first version of the FLES package is vectorized, parallelized, portable and scalable

CA Track Finder

KF Track Fitter

KF Particle Finder

Particle Selection

Quality Check

FLES

HitsGeometry

Efficiencies

Output

Histograms

MC

13

Given n threads each filled with 1000 events,  
run them on specified n cores, thread/core.
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Towards CBM FLES Demonstrator

14

Number of Cores
0 500 1000 1500 2000 2500 3000

 E
ve

nt
s /

 s
3

10

0

50

100

150

200

250

Number of Nodes
0 10 20 30 40 50 60 70 80 90

AMD Opteron 6272,  2.1 GHz

From cores to the CBM FLES farm with 60 000 cores

• LOEWE CSC (FIAS, Frankfurt) 
• Green Cube (GSI, Darmstadt) 
• FAIR-Russia HPC Cluster (ITEP, Moscow)

2.2×105 events/s
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Parallelization in the CBM Event Reconstruction

Algorithm SIMD ITBB, OpenMP CUDA OpenCL CPU/GPU Phi ArBB

Hit Producers

STS KF Track Fit ✓ ✓ ✓ ✓ ✓ ✓
STS CA Track Finder ✓ ✓
MuCh Track Finder ✓ ✓ ✓
TRD Track Finder ✓ ✓ ✓
RICH Ring Finder ✓ ✓ ✓
KF Particle Finder ✓ ✓ ✓ ✓
Off-line Physics Analysis ✓
FLES Analysis and Selection ✓ ✓

15

Parallelization becomes a standard in the CBM experiment

CPU - Full reconstruction

CPU - Tracking

GPU/Phi - Selection

All - Benchmark
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Consolidate Efforts: Common Reconstruction Package

16

• Create a common FAIR reconstruction package 
• Use also in running experiments (ALICE, STAR, …) 
• Optimize for many-core CPU/GPU/Phi architectures 
• Hide parallelism and keep the traditional form of physics analysis

ALICE (CERN)

CBM (FAIR)

STAR (BNL)

Host Experiments

PANDA (FAIR)

Common 
Reconstruction 

Package
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Consolidate Efforts: International Workshops FCTTC

17

International Workshops for Future Challenges in Tracking and Trigger Concepts 
1st   GSI, Darmstadt, Germany,      07-11.06.2010; 
2nd  CERN, Geneva, Switzerland,  07-08.07.2011; 
3rd  FIAS, Frankfurt, Germany,       27-29.02.2012; 
4th   CERN, Geneva, Switzerland,   28-30.11.2012; 
5th   FIAS, Frankfurt, Germany,       12-14.05.2014; 
6th              not yet fixed,                          April 2015.   
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Conclusion

18

For efficient use of many-core architectures  
we need to combine experience of physicists, computer scientists and CPU/GPU/Phi developers. 


