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Outline
In this talk I will present results on continuing updates in PDFs within the 
MSTW framework. A new set is very close to being finalized, with no 
significant changes expected to the PDFs shown here. Updates:

• Changes in theoretical procedures (updated parameterisation, error 
treatment, nuclear corrections...).

• Inclusion of a variety of new data sets, including the most up-to-date 
LHC data:

‣     
‣ HERA updates
‣ Jet data
‣ DY@CMS double differential
‣ Jet data @NNLO (not included in fit)

W±, Z, tt
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Theory changes - extended parameterization

• Continue to use extended parameterisation with Chebyshev polynomials as in 
recent MSTWCPdeut study (Eur.Phys.J. C73 (2013) 2318).

• For valence and sea quarks, instead of taking
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Figure 1: Behaviour of Chebyshev polynomials Ti[y(x)] of order i = 0 to 5 as a function of x
for di↵erent arguments for the expansion variable. The order of the polynomial increases as the
structure extends to smaller x values. The order of the polynomial also increases across the
visible spectrum (i.e. dark blue to red).

method, and since there was little change in the results, it was concluded that the eigenvector
approach was justified and would continue to be used in our PDF analyses.3 Nevertheless, there
was some evidence that an extended parameterisation might lead to some di↵erences in the
PDFs of the valence quarks. Hence, we start by investigating this hypothesis.

For valence and sea quarks the default MSTW parameterisation for the input at Q2

0

= 1 GeV2

was taken to be
xf(x,Q2

0

) = A(1� x)⌘x�(1 + ✏x

0.5 + �x). (1)

The (1� x) power, ⌘, allows a smooth interpolation to zero as x ! 1 and is inspired by number
counting rules. The single small-x power, �, is inspired by the behaviour predicted by Regge
theory at small x. We found long ago that, first at NNLO [19], and also with improved data at
NLO [20], that two terms with di↵erent small x powers were needed for the gluon distribution
to give the best fit. For the gluon the parameterisation is

xg(x,Q2

0

) = Ag(1� x)⌘gx�g(1 + ✏gx
0.5 + �gx) + Ag0(1� x)⌘g0x�g0

. (2)

The input parameterisations for some other distributions, d̄� ū and s� s̄, take slightly di↵erent
forms, but these are not very precisely determined, and we will not consider changes to these in
this article. Similarly, as previously, s + s̄ is taken to be the same as the sea parameterisation
except for the normalisation and (1�x) power, which are left free. The polynomials, interpolating
between the high-x and low-x limits, have no real motivation other than the separation of half-
integer powers being again inspired by Regge theory, and the two free parameters seeming to be
su�cient to obtain an optimum fit. An investigation of introducing either an extra parameter
of the form ax

2 or ax

0.25 into the valence quark parameterisation was reported very briefly in
[12] since neither had a significant e↵ect on the fit quality – at best they gave ��

2 = �4.
However, the introduction of an ax

2 term did change the small-x uV distribution a little outside
its uncertainty, and hence, as with the Monte Carlo study, suggests the uncertainty on this PDF,
in the range x < 0.03, is underestimated.

3It was, however, shown how an arbitrary number of Monte Carlo sets of PDFs could be generated starting
with the eigenvector definition.
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Figure 2: Two examples of the fractional deviation between fitted function and true function
for fits with increasing highest order of Chebyshev polynomials for valence-like distributions.
The dash length decreases as the highest order of the polynomial increases. The order of the
polynomial also increases across the visible spectrum (i.e. dark blue to red).

Here we undertake a much more systematic study. As a basis for the interpolating polynomial
we decide to use Chebyshev polynomials (though we looked at, and will mention briefly, other
possibilities). So we write

xf(x,Q2

0

) = A(1� x)⌘x�

 
1 +

nX

i=1

aiTi(y(x))

!
, (3)

where y is a function of x to be specified. We keep the same form of the (1�x) and x powers in the
high- and low-x limits. One of the main motivations for the choice of Chebyshev polynomials
is that, not only the end points of the polynomials at y = ±1 have magnitude 1, but each
maximum and minimum between the endpoints does also. Other choices, such as Legendre
polynomials, have maxima and minima with smaller magnitudes so they have smaller variations
in magnitude away from the endpoints. There is still a choice to make regarding the argument y
of the polynomial. We need y = 1 at the lower limit of x, i.e. x = 0, and y = �1 at the other limit
x = 1, but there are many choices which could satisfy this. In practice the PDFs are measured
between a range of roughly 0.0001 < x < 1, so we want a choice such that the polynomials vary
throughout the whole of this range. The form of the first few polynomials is shown for various
choices in Fig. 1. Clearly y = 1� 2x is too concentrated at high x and y = 1� 2x0.25 extends to
too low x. An alternative of y = cos(⇡x) is very concentrated at high x. We choose y = 1�2

p
x

as a convenient definition. This is the same choice as in the study reported in [8]. It is slightly
di↵erent from the choice in [11] which used logarithmic dependence rather than powers of x, but
the results are similar. A polynomial in y ⌘ 1� 2

p
x also has the feature that it is equivalent to

a polynomial in
p
x, the same as the default MSTW parameterisation, though for a n

th-order
Chebyshev polynomial the maximum power of x is xn/2. The half integer separation of terms is
consistent with the Regge physics motivation of the MSTW parameterisation.

Pumplin [8] has explained clearly why a parameterisation like (3) is advantageous. Most pre-
vious parameterisations, including MSTW, have been based on interpolating functions like those
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where       are Chebyshev polynomials - convenient choice of basis for interpolating 
polynomial. By considering different     can perform systematic study.

• Taking           find significant improvement in global           and change in             
for                .    
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Figure 12: The change in the valence quark PDFs extracted from the MSTW2008 type fit using
Chebyshev polynomials and deuteron corrections (MSTW2008CPdeut) compared to the original
MSTW2008 PDFs at NLO with their 68% uncertainties shown using dot-dashed lines.

4.4 Allowing for uncertainties on deuteron corrections

We also generate uncertainty eigenvector sets whilst applying deuteron corrections. Doing this
with the deuteron corrections fixed at the position of the best fit would be straightforward, but
would not account for the uncertainty in the deuteron corrections themselves. Since our best
fit is of roughly the form one would expect for these corrections, and since there is no solid
basis on which to judge quite how much variation in deuteron corrections is allowed, we choose
to simply let the parameters in the deuteron correction go free with no penalty. This is then
very similar to our procedure for heavy nuclear corrections, necessary for including neutrino
deep-inelastic scattering data in the MSTW2008 analysis 6, where we take a set of corrections
obtained from a global fit to nuclear data [30], but multiply by a function, similar in form
to (6), which allows variations away from the default form with no penalty. In that case, in
practice, the variations are small, i.e. our fit is very compatible with the determined nuclear
corrections and the uncertainty in the nuclear corrections determined by the fit quality is a
few percent, which seems entirely reasonable. Here we are doing exactly the same thing except
that we have no starting deuteron correction, other than implicitly zero correction, to act as
a template. Since deuteron corrections are expected to be small, and some groups use zero
correction (as have we, as default, i.e. in the MSTW2008 fit and previously, at high x), using no

6We note that an NNPDF study on DIS data only noticed a small change of PDFs relative to uncertainties
when nuclear corrections were added to the default fit, in which they are omitted [31].
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Deuteron correction - fit

• Previously big improvement in fit 
for MSTWCPdeut, but not exactly 
as expected at lower    .

• Now behaves more like 
expectations, and 4 parameters are 
left free at NLO (and now NNLO). 
Uncertainty of about                  . 
Feeds into PDF uncertainty.

0.5� 1%

x

• In order to separate    and     at moderate 
to large     use DIS data on deuteron targets.

         Need to include nuclear corrections.!

slightly.) Hence, the adopted corrections seemed unsatisfactory.
Given that the extended ‘Chebyshev’ parameterisation discussed so far automatically allows

improvement in the global fit, and has by far the most e↵ect on valence quarks and the light
sea, it seems natural to investigate the question of deuteron corrections in this context. The
deuteron corrections applied previously [12] were of the form

F

d(x,Q2) = c(x)(F p(x,Q2) + F

n(x,Q2))/2, (4)

where F

n(x,Q2) is obtained from F

p(x,Q2) just by swapping up and down quarks, and anti-
quarks, i.e. isospin symmetry is assumed. The correction factor c(x) is taken to be Q

2 indepen-
dent for simplicity and is of the form

c(x) = (1 + 0.01N
c

)(1 + 0.01c
1

ln2(xp/x)), x < xp, (5)

c(x) = (1 + 0.01N
c

)(1 + 0.01c
2

ln2(x/xp) + 0.01c
3

ln20(x/xp)), x > xp. (6)

xp is a “pivot point” for which value the normalisation is set to be (1+0.01N
c

). For x < xp there
is the freedom to increase or decrease smoothly. The same is true above x = xp, but the very
large power is also added to allow the expected rapid change of the correction as x ! 1 due to
Fermi motion. In previous studies xp was chosen to be 0.08 but here we set xp = 0.05. If there is
shadowing at low x and also a dip for high, but not too high, x then xp is where the correction
would take its maximum value, expected to be determined by antishadowing corrections. Thus
the 4 free parameters describing the deuteron correction, c(x), are the ci and N

c

. We do not
apply the corrections to the E866 data on Drell–Yan asymmetry [24], and this could be improved
in future. However, in the region of the majority of (and most precise) data the correction is
very small. Very naively the unconstrained deuteron correction can simply allow the deuteron
structure function data to be fit as well as possible while other data sensitive to the separation
between up and down quarks determine the PDFs. However, there are other constraints, such
as sum rules, and in practice the many di↵erent types of structure function and other data,
all depending on di↵erent combinations of flavours, in a global fit, makes the situation more
complicated. In principle, extremely precise collider data will make the fit to deuteron data a
more-or-less direct fit of deuteron corrections, but this is not yet the case with present data.

The deuteron correction [14] for the default MSTW2008 fit is shown in the left of Fig. 11.
It is negative, i.e. the total correction factor is < 1 below about x = 0.2, but becomes larger
in magnitude as x decreases. The correction factor for the best fit in our previous study [12]
is also shown. As explained, it is negative everywhere, except at very high x, which seems
unlikely. This gives an improvement in �

2 compared to our usual global fit of ⇠ 80. If the
normalisation at xp was fixed to be 1.005 the correction factor obtained had the expected type
of shape, i.e. turned below 1 at the lowest x and dipped to a minimum near x = 0.6. However,
this resulted in a fit with �

2 30 higher than the free deuteron correction, and as seen the dip
is now �5%, which is much lower than shadowing models tend to predict. The shape is very
di↵erent from the correction with all parameters left free. Fixing the normalisation to 1.0025
and setting c

2

so that the dip is more like �3%, results in a further deterioration of ��

2 = 5
to the fit quality. This is not particularly significant, but there seemed to be a tension between
the best fit and the expected shape of the correction.
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• Parameterise        and allow to vary with 
no penalty in fit. 
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Figure 12: The change in the valence quark PDFs extracted from the MSTW2008 type fit using
Chebyshev polynomials and deuteron corrections (MSTW2008CPdeut) compared to the original
MSTW2008 PDFs at NLO with their 68% uncertainties shown using dot-dashed lines.

4.4 Allowing for uncertainties on deuteron corrections

We also generate uncertainty eigenvector sets whilst applying deuteron corrections. Doing this
with the deuteron corrections fixed at the position of the best fit would be straightforward, but
would not account for the uncertainty in the deuteron corrections themselves. Since our best
fit is of roughly the form one would expect for these corrections, and since there is no solid
basis on which to judge quite how much variation in deuteron corrections is allowed, we choose
to simply let the parameters in the deuteron correction go free with no penalty. This is then
very similar to our procedure for heavy nuclear corrections, necessary for including neutrino
deep-inelastic scattering data in the MSTW2008 analysis 6, where we take a set of corrections
obtained from a global fit to nuclear data [30], but multiply by a function, similar in form
to (6), which allows variations away from the default form with no penalty. In that case, in
practice, the variations are small, i.e. our fit is very compatible with the determined nuclear
corrections and the uncertainty in the nuclear corrections determined by the fit quality is a
few percent, which seems entirely reasonable. Here we are doing exactly the same thing except
that we have no starting deuteron correction, other than implicitly zero correction, to act as
a template. Since deuteron corrections are expected to be small, and some groups use zero
correction (as have we, as default, i.e. in the MSTW2008 fit and previously, at high x), using no

6We note that an NNPDF study on DIS data only noticed a small change of PDFs relative to uncertainties
when nuclear corrections were added to the default fit, in which they are omitted [31].
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Treatment of errors

• Systematic errors generally multiplicative (uncertainty      measured value, as in 
e.g. overall normalization uncertainty        percentage error).

• Using      definition:

where                          and         are the percentage error. Additive would 
use                . P      . Previously did this for all but normalization uncertainty.

• And so:

Changes in theoretical procedures

A quick recap:
Errors multiplicative not additive.

Using �2 definition:

�2 =
P

N

pts
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✓
D

i

+
P

N
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k=1 r

k
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k,i �T

i

�uncorr

i

◆2

+
P
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k=1 r 2
k

,

where �corr

k,i = �corr

k,i Ti

and �corr

k,i are the percentage error. Additive would use
�corr

k,i = �corr

k,i Di

. Previously did this for all but normalisation uncertainty.

Amounts to having:
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⇣

D

i

�T

i

/f
�uncorr

i

⌘2
=

⇣
f ⇤D

i

�T

i

f ⇤�uncorr
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⇣
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i
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i

�uncorr

i

⌘2
.

Allows for direct inclusion of data sets without rescaling of data and uncertainties.

Strange branching ratio: now avoid those determined by fits to dimuon data relying
on PDF input. Also apply error which feeds into PDFs. Use Bµ = 0.092± 10% from
hep-ex/9708014. Fits prefer Bµ = 0.087� 0.091± 15%, with NNLO at lower end.
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both data and error scaled

incorrectly treating multiplicative errors as additive will bias results.

• Writing                                                    then 
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Use standard penalty for normalisation shifts, rather than previous
quartic penalty.Extremely little difference.

Strange branching ratio. Now avoid those determined by fits to dimuon
data relying on PDF input. Also apply error which feeds into PDFs. Use
B

µ

= 0.092±10% from hep-ex/9708014. Fits prefer B

µ

= 0.082�0.090±
15%.
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Have been using de
Florian, Sassot nuclear
corrections.

Update to more recent
version, de Florian,
Sassot, Stratmann, Zurita,
Phys.Rev. D85 (2012)
074028.

Mainly similar, but different
correction for small-x
strange.

Improves global fit by
⇠ 25 units - NuTeV F2,
HERA F2, CMS jet.

Only small change in strange quark, (no effect on ATLAS, W,Z fit).
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Other changes in theoretical procedures 

• Now use “optimal'' GM-VFNS choice (Phys.Rev. D86 (2012) 074017) which is 
smoother near to heavy flavour transition points (more so at NLO).

• Correct dimuon cross-sections for missing small contribution, i.e. where charm is 
produced away from the interaction point. Previously assumed this was accounted 
for by acceptance corrections. Previous checks showed correction is a small effect 
on strange distribution.

• Use NMC structure function data with                   correction very close to 
theoretical                   value. Very little effect.FL(x,Q

2)

FL(x,Q
2)

• Branching ratio                              (for strangeness): now avoid those determined 
by fits to dimuon data relying on PDF input. Also apply error which feeds into PDFs. 
Use                                 from hep-ex/9708014. Fits prefer                                     
with NNLO at lower end.

Bµ = 0.092± 10% Bµ = 0.082� 0.090± 15%

Bµ ⌘ B(D ! µ)
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Changes in data sets - HERA

• HERA Run-I neutral and charged current data from H1 and ZEUS replaced with 
combined data set with full treatment of correlated errors. Fit to data very good. 
Slightly better fit at NNLO.

• HERA combined data on                   included. Fit quality                    for 52 points.

• All direct published HERA                   measurements included. Undershoot data a 
little at lower       , but        not much more than one per point.

• Separate Run-II H1 and ZEUS data not included yet. Will wait for Run-II 
combination.

⇠ 60� 65F

c
2 (x,Q

2)

Q2 �2
FL(x,Q

2)
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Changes in data sets - Tevatron

• New(er) Tevatron data sets included:

‣ CDF W-asymmetry data
‣ D0 electron asymmetry data (                         based on                 )
‣ New D0 muon asymmetry data  (                         based on              )

• Include final numbers for CDF Z-rapidity data - final numbers changed after 
MSTW2008 fit. (Also include very small photon contribution in theory.) Very little 
change.

• Not much change in PDFs (other than already seen in                 ).

• At NLO                                   from 0.1202 and at NNLO                                  from 
0.1171.

↵S(M
2
Z) = 0.1180↵S(M

2
Z) = 0.1199

uV � dV

p? > 25GeV 0.75 fb�1

7.3 fb�1p? > 25GeV
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Changes in NLO PDFs - pre-LHC

Increase in    at high    (mainly due to deuteron corr.). Overall small to moderate changes.

Changes in data sets
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Change in NLO PDFs from non-LHC data updates. Increase in d at high x . Overall
small to moderate changes.
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Changes in NLO PDFs - pre-LHC

Changes in data sets

x(uV-dV) at NLO
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Note large changes in                  and strange distributions.uV � dV Change in branching ratio for 
dimuon data not included yet! Due to extended parameterisation/deuteron corr.

11



Inclusion of LHC data

• Work done with R.S. Thorne and P. Motylinksi using                                               
and                         . Allows direct inclusion of data at NLO into fit. At NNLO still 
rely on K-factor approximation:

• ATLAS               rapidity data now included:

FastNLO, APPLGrid, MCFM
DYNNLO/FEWZ

‣ Before inclusion                per point at NLO,              per point at NNLO.
‣ Inclusion results in some extra improvement at NLO,                 with strongest pull 
on gluon PDF.
‣ Also goes to                 at NNLO. The most obvious change is in the strange quark 
(balance of W and Z production depends on strange).

�2 ⇠ 1.6 �2 ⇠ 2

�2 ⇠ 1.3

�2 ⇠ 1.3

W±, Z

KNNLO(M, y) = 1 +

✓
↵s(M)

⇡

◆
D(M, y) +

✓
↵s(M)

⇡

◆2

E(M, y)
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Inclusion of LHC data -  

• ATLAS and CMS                   asymmetry data both included, and no longer an issue 
at all (c.f. extended parameterisation and deuteron corrections). Fit slightly better at 
NLO.

• LHCb data on                 and                     included. Both predicted/fit well at NLO. 
For the latter theory is a bit low at NNLO for               . However, not evident in 
preliminary                     data with higher precision.

• CMS data on                    , and ATLAS high mass DY data included. Again both 
predicted/fit well.

W+ �W�

W+,W� Z ! e+e�

y ⇠ 3.5

Z ! µ+µ�

Z ! e+e�

• CMS Z double differential (rapidity distributions for                                       
divided into six bins) measurement  included. Extends down to low mass: NNLO 
much better fit than NLO at lowest mass                            (more later).

20 < Mll < 1500GeV

⇠ 20� 45GeV

W,Z
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Inclusion of LHC data -       

• Include       data into fit:

‣        from the Tevatron (combined CDF and D0 cross section measurement).
‣ All published data from ATLAS and CMS for            and one point at             .
‣ Use                               (value used in Tevatron combination) with an error 
of           , with       penalty applied.
‣ Predictions and fit good, with NLO preferring masses slightly below                    
and NNLO masses slightly above.

tt

tt
�tt

mt = 172.5GeV

mt = 172.5GeV

1GeV �2

7TeV 8TeV
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Inclusion of LHC data - jets

• At NLO, LHC jet data is included in fit:

‣ CMS together with ATLAS 7 TeV + 2.76 TeV data.
‣ Before fitting, the ATLAS 7 TeV + 2.76 TeV                           and CMS                    
- comparable to the best PDFs of other groups.
‣ Simultaneous fit of CMS data together with ATLAS  7 TeV + 2.76 TeV gives some 
improvement for CMS, and a small amount for ATLAS. The experiments seem 
extremely compatible.

• At NLO, final extracted 

�2 = 112/114 �2 = 186/133

• LHC jets not included at NNLO - more later.

↵S(M
2
Z) = 0.1193
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Fit quality for LHC data - NLO
Fit quality for LHC data at NLO

data set N

pts

CPdeut no LHC prelim
ATLAS jets (2.76TeV+7TeV) 116 107 107 106
CMS jets (7TeV) 133 140 143 138
ATLAS W

+
,W

�
, Z 30 47 44 39

CMS W asymm p

T

> 35GeV 11 9 16 7
CMS asymm p

T

> 25GeV, 30GeV 24 9 17 7
LHCb Z ! e

+
e

� 9 13 13 13
LHCb W asymm p

T

> 20GeV 10 12 14 12
CMS Z ! e

+
e

� 35 21 22 20
ATLAS High mass DY 13 20 20 21
TeV, ATLAS, CMS �

tt̄

13 8 10 7
CMS Low-high mass DY 132 385 396 373

ATLAS W,Z data constrains the gluon as do �

tt̄

and CMS Z ! e

+
e

�

data.

CMS W asymm. data constrains some flavour decomposition.

Fit CMS double differential low and high mass Drell Yan data. No real
change in PDFs. Fit very poor.
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• W, Z data constrain gluon, as does        .
• CMS W asymmetry data constrains some flavour decomposition.
• CMS double differential and ATLAS high mass DY have little impact on PDFs. 
However fit very poor at NLO in lowest mass bins (more later).

�tt
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Change in NLO PDFs
Up quark at NLO
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Change in NLO PDFs from all, including LHC data updates. (Not

absolutely final version)
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Includes theoretical updates and LHC data (not completely final version)
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x(uV-dV) at NLO
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Strange+antistrange quark at NLO
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Change in NLO PDFs from all, including LHC data updates. Much
expanded s+ s̄ uncertainty. (Not absolutely final version - s+ s̄ sensitive

to fine details within uncertainty.)
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Much expanded             uncertainty is clear (error on      ).s+ s Bµ
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NNLO: LHC jet data?
• For Tevatron data use approximate “threshold” corrections (Kidonakis and 
Owens),              positive correction.
• LHC corrections very similar in the highish      region (as probed at the Tevatron), 
however these blow up for low    , i.e. far from threshold, which is probed at the 
LHC.

LHC jet data at NNLO?

For Tevatron data use approximate “threshold” corrections (Kidonakis
and Owens), ⇠ 10% positive correction.

LHC corrections very similar for highish x probed at the Tevatron, but
blow up when low x probed at the LHC, i.e. far from threshold.

 1

 1.2

 1.4

 1.6

 1.8

 2

 2.2

 2.4

 1e-05  0.0001  0.001  0.01  0.1  1

Th
re

sh
ol

d 
co

rre
ct
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n 

(N
NL

O
/N

LO
)

4pT
2 / s

Threshold Corrections for ATLAS and D0 inclusive jets

ATLAS y<0.3
ATLAS 0.3<y<0.8
ATLAS 0.8<y<1.2
ATLAS 1.2<y<2.1
ATLAS 2.1<y<2.8
ATLAS 2.8<y<3.5
ATLAS 3.5<y<4.4

D0 y<0.4
D0 0.4<y<0.8
D0 0.8<y<1.2
D0 1.2<y<1.6
D0 1.6<y<2.0
D0 2.0<y<2.4

Enormous project of full NNLO calculation (Gehrmann-de-Ridder,
Gehrmann, Glover and Pires) nearing completion. Some indications
of full form of the correction.
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            need full NNLO calculation. Enormous project for full NNLO calculation 
(Gehrmann-de-Ridder, Gehrmann, Glover and Pires) nearing completion. Some 
channels calculated, and some indications of the full form of the correction.

⇠ 10%

x

x

!

B.J.A. Watt, P. Motylinski 
and R.S. Thorne, arXiv:
1311.5703

2p?p
s

⇠ 1
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NNLO threshold corrections- recent results

1-loop threshold
R = 0.2
R = 0.3

R = 0.4
R = 0.5
R = 0.6
R = 0.7

Tevatron 1.96 TeV
CTEQ 6.6
Anti KT

Pt (GeV)
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Recent repeat of threshold calculations Kumar, Moch (arXiv:1309.5311)
and comparison to exact NLO results for different jet radius R.

Big variation with R at NLO and threshold calculation which has no R

dependence matches best with R ⇠ 0.3� 0.4.
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• Recent repeat of threshold calculation by Kumar, Moch (arXiv:1309.5311) and 
comparison to exact NLO results for different jet radii R.
• Big variation with R at NLO and threshold calculation which has no R dependence 
matches best with                          . Bit lower than typical Tevatron value, however 
adjusting leads to little change.

R ⇠ 0.3� 0.4
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NNLO correction- existing results

Appears to be fairly similar to “threshold” correction near threshold, now
verified by de Florian et al.. Overall⇠ 5�20% positive correction growing
at lower p

T

.
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• Calculation of all-gluon contribution to jet production performed by Gehrmann-de-
Ridder et al.
• Result appears to be fairly similar to threshold correction near threshold by de 
Florian et al (arXiv:1310.7192). Overall                    positive correction which 
increases at lower      . 

⇠ 5� 10%
p?

4

Figure 2: Left: K-factors for jet production in pp-collisions at
the LHC at

p
S = 8 TeV for R = 0.2, 0.4, 0.7, using the anti-

kt algorithm. Right: Same for pp̄ collisions at the Tevatron
at

p
S = 1.96 TeV.

Figure 3: K-factors for jet production in pp-collisions at the
LHC at

p
S = 8 TeV in the “gluon-only” channel. The anti-

kt algorithm with R = 0.7 was used and the NNLO parton
distributions of [20]. The histograms show the results of the
recent full NNLO calculation [4] and its NLO counterpart,
while the lines display the NLO and NNLO threshold terms.

by the “FastJet” code [9] (as shown in [7]) to better than
3%, even at R = 0.7. The dashed lines present the results
for the NLO expansion of the threshold terms. It is evi-
dent that the latter provide a very faithful description of
the full NLO results for much of the pT ranges relevant
at LHC and Tevatron. This holds true for each value
of R, thanks to the fact that the threshold logarithms
carry R-dependence in our approach, in contrast to that
in [6, 7]. Finally, the solid lines display the approximate
NNLO results. These show a striking further increase of
the jet cross sections as compared to NLO, particularly
so at high pT where the threshold terms are expected to
dominate.

Given the large size of the NNLO corrections observed
in Fig. 2, it is of course crucial to verify that the predicted
enhancements are realistic. Fortunately, recently a full
NNLO calculation for jet production in the “gluon-only”

channel was presented [3, 4], corresponding to gg scat-
tering and to setting the number of flavors Nf = 0 in the
partonic matrix elements. It is straightforward to com-
pute our threshold terms in this limit. The comparison is
shown in Fig. 3. One can see that the large enhancement
at high pT predicted by the NNLO threshold terms is
very nicely consistent with the full result. Judging from
the comparison, the NNLO threshold terms become ac-
curate at about pT = 400 GeV for the chosen rapidity
interval. Additional comparisons with the results of [4]
show that this value is representative of rapidity inter-
vals that contain the dominant region ⌘ ⇡ 0. One also
finds that at very forward rapidities, ⌘ ⇠ 4, our results
indicate substantial NNLO K-factors of order 5 or so at
pT ⇠ 40 GeV. This again appears to be consistent with
the results shown in [4]. In this regime, the coe�cients of
the threshold logarithms become large, due to “small-x”
t-channel gluon exchange contributions. It will be im-
portant for future work to address this region in more
detail in order to derive reliable predictions for the for-
ward jet cross section at the LHC. Such contributions
may also be responsible in part for the rise of the K-
factor toward lower pT . This rise is more pronounced
for the NNLO threshold terms, implying that sublead-
ing contributions become relevant here. Whether these
are related to subleading logarithmic terms, or to terms
that vanish at partonic threshold z = 0, will need to be
studied in more detail. In order to shed light on terms
of the latter type, the dashed line in Fig. 3 shows the
NNLO threshold result found when using a di↵erent an-
gular variable, v0 ⌘ 1 + t/s = z + v(1 � z), in Eq. (1).
Clearly, v0 = v + O(z). The di↵erence between the two
NNLO threshold results indicates a typical uncertainty
of the prediction obtained from threshold resummation.
We thank A. Gehrmann-De Ridder, M. Klasen and S.

Moch for useful communications. We are grateful to M.
Kumar for pointing out an inconsistency in our initial nu-
merical results, and to J. Rojo for reporting detailed nu-
merical studies obtained with our code. AM thanks the
Alexander von Humboldt Foundation, Germany, for sup-
port through a Fellowship for Experienced Researchers.
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NNLO jets - PDF updates

• As default NNLO set still fits Tevatron data. Seems safe as data are always 
relatively near to threshold, and corrections do not obviously break down at lowest 
probed      .

• In order to test robustness: have repeated MSTW2008 fits with extreme modified 
K-factors for NNLO jets, i.e. multiply standard corrections by 0 or 2 and use 
constant                   . All within one sigma, even for extreme changes.

• Different story for LHC data. In general much farther away from threshold, lowest   
not stable in threshold corrections, and large uncertainty at highest rapidity. 
Therefore do not include in fit.

• Test: try putting in very approximate NNLO correction of                      which 
grows at lower      . “Smaller” and “larger” K-factor with corrections of               and                   
at                           - rapidity independent. Prediction is good: fit quality a small 
amount worse than at NLO, though deteriorates slowly with larger K-factor.

p?

K = 1.15

⇠ 5� 20%
p? ⇠ 10% ⇠ 20%

p? = 100GeV
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Fit quality for LHC data - NNLO
Fit quality for LHC data at NNLO. Jet data not fitted but quality checked
using “smaller” K-factor.

data set N

pts

CPdeut no LHC prelim
ATLAS jets (2.76TeV+7TeV) 116 (107) (123) (119)
CMS jets (7TeV) 133 (142) (137) (135)
ATLAS W

+
,W

�
, Z 30 72 53 39

CMS W asymm p

T

> 35GeV 11 18 15 9
CMS asymm p

T

> 25GeV, 30GeV 24 18 17 10
LHCb Z ! e

+
e

� 9 23 22 20
LHCb W asymm p

T

> 20GeV 10 24 21 13
CMS Z ! e

+
e

� 35 30 24 22
ATLAS High mass DY 13 18 16 17
TeV, ATLAS, CMS �

tt̄

13 8 11 8
CMS Low-high mass DY 132 159 151 149

Large improvement in ATLAS W,Z data, mainly from strange quark, and
in CMS Z ! e

+
e

� data and to CMS W asymm. and LHCb W

+
,W

�

data.

CMS Z ! e

+
e

� data constrains gluon and CMS W asymm. data some
flavour decomposition.
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• Large improvement after fit in ATLAS W, Z data, mainly from strange quark, and 
in CMS                      data, CMS W asymmetry and LHCb                   data.
• CMS W asymmetry data constrains some flavour decomposition.

W+, W�

• Jet data not fitted but quality checked using “smaller” K-factor,              .⇠ 10%

Z ! e+e�

23



Fit quality for LHC data - NNLO
• Jet data not fitted but quality checked using “larger” K-factor,              .

• ATLAS jet data deteriorates more than CMS, which with increase in systematics is 
largely insensitive to K-factor, though even prefers smaller one. Difficult to guess 
relative size of K-factor at two different energies.

⇠ 20%
Fit quality for LHC data at NNLO. Jet data not fitted but quality checked
using “larger” K-factor

data set N

pts

CPdeut no LHC prelim
ATLAS jets (2.76TeV+7TeV) 116 (117) (132) (128)
CMS jets (7TeV) 133 (145) (137) (139)
ATLAS W

+
,W

�
, Z 30 72 53 39

CMS W asymm p

T

> 35GeV 11 18 15 9
CMS asymm p

T

> 25GeV, 30GeV 24 18 17 10
LHCb Z ! e

+
e

� 9 23 22 20
LHCb W asymm p

T

> 20GeV 10 24 21 13
CMS Z ! e

+
e

� 35 30 24 22
ATLAS High mass DY 13 18 16 17
TeV, ATLAS, CMS �

tt̄

13 8 11 8
CMS Low-high mass DY 132 159 151 149

ATLAS jet data deteriorates more than CMS, which with increase
in systematics is largely insensitive to K-factor, though even prefers
smaller one. Difficult to guess relative size of K-factor at two different
energies.
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and “smaller” K-factor, ⇠ 10%
Fit quality for LHC data at NNLO. Jet data not fitted but quality checked
using “smaller” K-factor.

data set N

pts

CPdeut no LHC prelim
ATLAS jets (2.76TeV+7TeV) 116 (107) (123) (119)
CMS jets (7TeV) 133 (142) (137) (135)
ATLAS W

+
,W

�
, Z 30 72 53 39

CMS W asymm p

T

> 35GeV 11 18 15 9
CMS asymm p

T

> 25GeV, 30GeV 24 18 17 10
LHCb Z ! e

+
e

� 9 23 22 20
LHCb W asymm p

T

> 20GeV 10 24 21 13
CMS Z ! e

+
e

� 35 30 24 22
ATLAS High mass DY 13 18 16 17
TeV, ATLAS, CMS �

tt̄

13 8 11 8
CMS Low-high mass DY 132 159 151 149

Large improvement in ATLAS W,Z data, mainly from strange quark, and
in CMS Z ! e

+
e

� data and to CMS W asymm. and LHCb W

+
,W

�

data.

CMS Z ! e

+
e

� data constrains gluon and CMS W asymm. data some
flavour decomposition.

QCD@LHC 2014 – August 2014 24
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Gluon at NNLO

-10

-5

0

5

10

15

10 -5 10 -4 10 -3 10 -2 10 -1

NNLO

NNLOLHCjets K_S (prelim)

NNLOLHCjets KL(prelim)

NNLOLHC (prelim)

x

percentage difference at Q2=10000GeV2

Ratio of g(x,Q

2) for the
default NNLO fit to that in
MSTW2008, and also fits
where jet data included with
“smaller” and “larger” K-
factor.

In both cases changes in
gluon, ↵

S

(M2
Z

) and fit to
other data are extremely
small.

For the “smaller” K-factor ATLAS �

2 = 119/116 ! 106/116 and CMS
�

2 = 138/133! 139/133.

For the “larger” K-factor ATLAS �

2 = 128/116 ! 118/116 and CMS
�

2 = 139/133! 141/133.
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• Ratio of                  for the default 
NNLO fit to that in MSTW2008, and 
also fits where jet data are included 
with “smaller” and “larger” K-factor.
• In both cases changes in gluon,           
and fit to other data are extremely 
small.

NNLO fit with jets - change in gluon

“Smaller” K-factor (            )
ATLAS                                             
and CMS

“Larger” K-factor (            )
ATLAS                                             
and CMS

g(x,Q2)

↵S(M
2
Z)

⇠ 10%

⇠ 20%

�2 = 119/116 ! 106/116

�2 = 138/133 ! 139/133

�2 = 128/116 ! 118/116

�2 = 139/133 ! 141/133

25



Change in NNLO PDFs
Gluon at NNLO
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x

percentage difference at Q2=10000GeV2
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x

error size at Q2=10000GeV2

Strange+antistrange quark at NNLO
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NNLOnoLHC (prelim)
NNLOLHC (prelim)

x

percentage difference at Q2=10000GeV2
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NNLO
NNLOLHC (prelim)

x

error size at Q2=10000GeV2

Change in NNLO PDFs from all, including LHC data updates. Gluon
uncertainty at high-x slightly greater than at NLO. (Not absolutely final

version.)
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Includes theoretical updates and LHC data (not absolutely final). Gluon uncertainty 
slightly larger at high    - no jet data in fit.x

26



CMS Drell-Yan data

NLO
NNLO

1
σZ

dσ
d|yZ |
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ry
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0.9

NLO
NNLO

1
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• Fit very poor at NLO:

Fit quality for LHC data at NLO

data set N

pts

CPdeut no LHC prelim
ATLAS jets (2.76TeV+7TeV) 116 107 107 106
CMS jets (7TeV) 133 140 143 138
ATLAS W

+
,W

�
, Z 30 47 44 39

CMS W asymm p

T

> 35GeV 11 9 16 7
CMS asymm p

T

> 25GeV, 30GeV 24 9 17 7
LHCb Z ! e

+
e

� 9 13 13 13
LHCb W asymm p

T

> 20GeV 10 12 14 12
CMS Z ! e

+
e

� 35 21 22 20
ATLAS High mass DY 13 20 20 21
TeV, ATLAS, CMS �

tt̄

13 8 10 7
CMS Low-high mass DY 132 385 396 373

ATLAS W,Z data constrains the gluon as do �

tt̄

and CMS Z ! e

+
e

�

data.

CMS W asymm. data constrains some flavour decomposition.

Fit CMS double differential low and high mass Drell Yan data. No real
change in PDFs. Fit very poor.
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Fit quality for LHC data at NNLO. Jet data not fitted but quality checked
using “smaller” K-factor.

data set N

pts

CPdeut no LHC prelim
ATLAS jets (2.76TeV+7TeV) 116 (107) (123) (119)
CMS jets (7TeV) 133 (142) (137) (135)
ATLAS W

+
,W

�
, Z 30 72 53 39

CMS W asymm p

T

> 35GeV 11 18 15 9
CMS asymm p

T

> 25GeV, 30GeV 24 18 17 10
LHCb Z ! e

+
e

� 9 23 22 20
LHCb W asymm p

T

> 20GeV 10 24 21 13
CMS Z ! e

+
e

� 35 30 24 22
ATLAS High mass DY 13 18 16 17
TeV, ATLAS, CMS �

tt̄

13 8 11 8
CMS Low-high mass DY 132 159 151 149

Large improvement in ATLAS W,Z data, mainly from strange quark, and
in CMS Z ! e

+
e

� data and to CMS W asymm. and LHCb W

+
,W

�

data.

CMS Z ! e

+
e

� data constrains gluon and CMS W asymm. data some
flavour decomposition.
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Fit quality for LHC data at NNLO. Jet data not fitted but quality checked
using “smaller” K-factor.

data set N

pts

CPdeut no LHC prelim
ATLAS jets (2.76TeV+7TeV) 116 (107) (123) (119)
CMS jets (7TeV) 133 (142) (137) (135)
ATLAS W

+
,W

�
, Z 30 72 53 39

CMS W asymm p

T

> 35GeV 11 18 15 9
CMS asymm p

T

> 25GeV, 30GeV 24 18 17 10
LHCb Z ! e

+
e

� 9 23 22 20
LHCb W asymm p

T

> 20GeV 10 24 21 13
CMS Z ! e

+
e

� 35 30 24 22
ATLAS High mass DY 13 18 16 17
TeV, ATLAS, CMS �

tt̄

13 8 11 8
CMS Low-high mass DY 132 159 151 149

Large improvement in ATLAS W,Z data, mainly from strange quark, and
in CMS Z ! e

+
e

� data and to CMS W asymm. and LHCb W

+
,W

�

data.

CMS Z ! e

+
e

� data constrains gluon and CMS W asymm. data some
flavour decomposition.
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NLO
NNLO

• In lowest mass bins,                                  , cuts on leptons (                            ) 
mean NLO is effectively LO, and fit is very poor:

20 < Mll < 30GeV 30 < Mll < 45GeV

prelimprelim

20 < Mll < 45GeV p? > 9, 14GeV
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NLO
NNLO
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NLO
NNLO

1
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20 < Mll < 30GeV 30 < Mll < 45GeV

prelimprelim

• Enormously improved fit quality at NNLO due to improvement in theory.
• Sensitivity to strange fraction in quarks, but differs at NLO and NNLO and weak 
compared to direct constraint from dimuon data.
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NLO
NNLO
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CMS  = 7 TeVs  at   -1840 pb

ν e→W 

MCFM:

theory bands: 68% CL

 CT10
 HERAPDF1.5 
 MSTW2008NLO
 NNPDF2.2 (NLO)

(e) > 35 GeVTp

Figure 2: Comparison of the measured electron asymmetry to the predictions of different PDF
models for electron pT > 35 GeV. The error bars include both statistical and systematic uncer-
tainties. The data points are placed in the center of the |h| bins. The PDF uncertainty bands are
estimated using the PDF reweighting technique and correspond to 68% confidence level.

CMS W asymmetry - fit
• CMS W asymmetry (arXiv:1206.2598) - no longer an issue (extended 
parametrization and deuteron corrections).

prelim

Fit quality for LHC data at NNLO. Jet data not fitted but quality checked
using “larger” K-factor

data set N

pts

CPdeut no LHC prelim
ATLAS jets (2.76TeV+7TeV) 116 (117) (132) (128)
CMS jets (7TeV) 133 (145) (137) (139)
ATLAS W

+
,W

�
, Z 30 72 53 39

CMS W asymm p

T

> 35GeV 11 18 15 9
CMS asymm p

T

> 25GeV, 30GeV 24 18 17 10
LHCb Z ! e

+
e

� 9 23 22 20
LHCb W asymm p

T

> 20GeV 10 24 21 13
CMS Z ! e

+
e

� 35 30 24 22
ATLAS High mass DY 13 18 16 17
TeV, ATLAS, CMS �

tt̄

13 8 11 8
CMS Low-high mass DY 132 159 151 149

ATLAS jet data deteriorates more than CMS, which with increase
in systematics is largely insensitive to K-factor, though even prefers
smaller one. Difficult to guess relative size of K-factor at two different
energies.
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Fit quality for LHC data at NNLO. Jet data not fitted but quality checked
using “larger” K-factor

data set N

pts

CPdeut no LHC prelim
ATLAS jets (2.76TeV+7TeV) 116 (117) (132) (128)
CMS jets (7TeV) 133 (145) (137) (139)
ATLAS W

+
,W

�
, Z 30 72 53 39

CMS W asymm p

T

> 35GeV 11 18 15 9
CMS asymm p

T

> 25GeV, 30GeV 24 18 17 10
LHCb Z ! e

+
e

� 9 23 22 20
LHCb W asymm p

T

> 20GeV 10 24 21 13
CMS Z ! e

+
e

� 35 30 24 22
ATLAS High mass DY 13 18 16 17
TeV, ATLAS, CMS �

tt̄

13 8 11 8
CMS Low-high mass DY 132 159 151 149

ATLAS jet data deteriorates more than CMS, which with increase
in systematics is largely insensitive to K-factor, though even prefers
smaller one. Difficult to guess relative size of K-factor at two different
energies.
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NNLO
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    as a data point

•                coming out similar to 2008 fit. Still a NLO/NNLO difference. Both fairly 
compatible with global average         try inputing this as a data point.

• Try world average (minus DIS data) of                                              (rather small 
uncertainty, mainly from lattice):

NLO : already within one sigma, essentially no change -                                          
with                .

NNLO : best fit gives                                              , i.e. very close to 0.118. 

• Also force                            :

NLO :                 , but not single set deteriorates significantly.

NNLO : basically no further change.

↵S(M
2
Z)

↵S(M
2
Z)

!
↵S(M

2
Z) = 0.1187± 0.0007

↵S(M
2
Z) = 0.1199 ! 0.1195

↵S(M
2
Z) = 0.1172 ! 0.1177

↵S(M
2
Z) = 0.118

��2 < 2

��2 < 2

��2 ⇠ 16
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Conclusions
• Ongoing, but very near final, updates on PDFs - soon to be released.

• Various theoretical improvements described: parameterisation, deuteron 
corrections, heavy flavour treatments, nuclear corrections, branching ratio for 
dimuon data.

• Inclusion of up-to-date HERA and Tevatron data

• Directly included most relevant published LHC data: ATLAS, CMS, LHC W,Z 
rapidity data, top cross sections and all published ATLAS and CMS inclusive jet data 
(but not at NNLO).

• Fit good (except for CMS double differential at NLO - but clear reason for this). 
No PDF conflicts.

• So far few dramatic effects on PDFs. Mainly strange quark and low     valence 
quarks, largely due to change in methodology, but also newer data. Larger strange 
uncertainty from branching ratio error.

• Some uncertainty in NNLO effect on jets. Have decided at present to wait for full 
NNLO calculation. However, comparison now suggests NNLO fit is happy with 
moderate guesses for K-factors, with no real change in PDFs or coupling.

x
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Backup
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Correlated errors - data shift
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Changes in theoretical procedures

A quick recap:
Errors multiplicative not additive.

Using �2 definition:

�2 =
P

N

pts

i=1

✓
D

i

+
P

N

corr

k=1 r

k

�corr

k,i �T

i

�uncorr

i

◆2

+
P

N

corr

k=1 r 2
k

,

where �corr

k,i = �corr

k,i Ti

and �corr

k,i are the percentage error. Additive would use
�corr

k,i = �corr

k,i Di

. Previously did this for all but normalisation uncertainty.

Amounts to having:

�2 ⇠
⇣

D

i

�T

i

/f
�uncorr

i

⌘2
=

⇣
f ⇤D

i

�T

i

f ⇤�uncorr

i

⌘2
rather than �2 ⇠

⇣
f ⇤D

i

�T

i

�uncorr

i

⌘2
.

Allows for direct inclusion of data sets without rescaling of data and uncertainties.

Strange branching ratio: now avoid those determined by fits to dimuon data relying
on PDF input. Also apply error which feeds into PDFs. Use Bµ = 0.092± 10% from
hep-ex/9708014. Fits prefer Bµ = 0.087� 0.091± 15%, with NNLO at lower end.

Patrick Motylinski (University College London) Updates of PDFs for the 2nd LHC run July 4th 2014 4 / 21

Recall treatment of correlated errors:

Data (and error) allowed to shift by fraction f to give best fit.!

ATLAS Z rapidity (arXiv:1109.5141)

Before shift After shift prelimprelim
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Change in various cross section predictions compared to uncertainty for
MSTW2008.

no LHC no LHC LHC LHC unc.
NLO NNLO NLO NNLO

W Tevatron (1.96 TeV) +1.0 +2.1 �0.5 +0.2 1.8
Z Tevatron (1.96 TeV) +2.4 +2.6 +0.5 +0.1 1.9
W

+ LHC (7 TeV) +2.5 +0.9 +0.3 �1.1 2.2
W

� LHC (7 TeV) �0.3 +1.1 �0.8 �1.9 2.2
Z LHC (7 TeV) +1.1 +1.1 +0.2 �1.5 2.2
W

+ LHC (14 TeV) +3.0 +0.8 +0.7 �0.9 2.4
W

� LHC (14 TeV) +0.6 +0.6 �0.3 �1.6 2.4
Z LHC (14 TeV) +1.7 +0.6 +0.2 �0.6 2.4
Higgs Tevatron �3.5 +2.8 �3.1 �3.2 5.1
Higgs LHC (7 TeV) �1.2 +0.9 �1.4 �2.1 3.3
Higgs LHC (14 TeV) �2.0 +0.1 �1.2 �2.3 3.1
tt̄ Tevatron +0.5 +4.9 �1.6 �0.7 3.2
tt̄ LHC (7 TeV) �3.1 +3.3 �2.9 �2.5 3.9
tt̄ LHC (14 TeV) �2.0 +1.7 �2.0 �2.0 3.1

Some changes of order size of uncertainty - none dramatic.
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Points near to y = 3.5 overshoot predictions in general. Feature not
present in prelim. higher luminosity Z ! µ

+
µ

� data.
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Higher luminosity LHCb Z ! µ

+
µ

� data.
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CMS Drell Yan data.

Fit very poor at NLO in lowest mass bins (where it is effectively LO),
even when data highly weighted.
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Enormously improved fit quality at NNLO due to improvement in cross-
sections.

Sensitivity to strange fraction in quarks, but differs at NLO and NNLO
and weak compared to direct constraint from di-muon data.
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MSTW2008 NNLO

0 K-factor

K-factor*2

K-factor=1.15

xg(x,Q2=10000GeV2)

Repeat MSTW2008 fits with
modified K-factors for NNLO
jets, i.e. multiply standard
correction by 0 or 2 and use
constant K = 1.15.

Extreme variations.

Changes in gluon relatively
small. Larger K-factor slightly
worse �

2. Zero K-factor
slightly better �

2, K = 1.15
almost no change.

K = 0 ↵

S

(M2
Z

) = 0.1181

K ⇤ 2 ↵

S

(M2
Z

) = 0.1159

K =1.15 ↵

S

(M2
Z

) = 0.1167
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Using smoother schemes leads to some change in PDFs, with tendency
for slight increase at small x and slight decrease at high x for gluon.
Much smaller at NNLO than NLO. No real change in ↵

S

(M2
z

).
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Using smoother schemes leads to some change in PDFs, with tendency for slight 
increase at small     and slight decrease at high     for gluon. Much smaller at NNLO 
than NLO. No real change in                . 
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Very recent improved calculation from de Florian et al. (arXiv:1310.7192)
has built in R dependence. Shows correct variation at NLO but little
extra R dependence at NNLO. Still has problems at low p

T
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• Very recent improved calculation by de Florian et al. (arXiv:1310.7192) has built 
in R dependence. Shows correct variation at NLO but little extra R dependence at 
NNLO. Still has problems at low      .p?
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