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•  Super-­‐K	
  (1998),	
  MACRO	
  and	
  Soudan-­‐2	
  :	
  atmospheric	
  neutrino	
  anomaly	
  interpretable	
  as	
  νµ-­‐>ντ	
  
oscilla2on	
  	
  

•  K2K	
  and	
  MINOS	
  (accelerator):	
  confirma2on	
  of	
  	
  the	
  Super	
  –K	
  	
  νµ	
  disappearance	
  signal	
  

Physics	
  mo<va<on	
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FIG. 16. Confidence limits on the parameters |∆m2| and
sin22θ, assuming equal oscillations for neutrinos and antineu-
trinos. The solid line gives the 90% contour obtained from
this analysis, with the best fit parameters indicated by the
star. For comparison, the dashed line shows the 90% contour
given by the MINOS oscillation analysis of neutrinos from
the NuMI beam [12], with the best fit point indicated by the
triangle. The dotted line shows the 90% contour from the
Super-Kamiokande atmospheric neutrino zenith angle analy-
sis (from [21]), with the best fit point indicated by the circle.

sin22θ > 0.86. The null oscillation hypothesis is disfa-
vored at the level of 9.2 standard deviations.

VIII. FITS TO NEUTRINO AND
ANTINEUTRINO OSCILLATIONS

Since the data are separated into pure samples of neu-
trinos and antineutrinos, they can be used to study os-
cillations separately in neutrinos and antineutrinos. The
analysis described above is extended to incorporate sep-
arate oscillation parameters for neutrinos (∆m2, sin22θ)
and for antineutrinos (∆m2, sin22θ). The log-likelihood
function is then minimized with respect to these oscilla-
tion parameters and the twelve nuisance parameters. The
best fit occurs at (|∆m2|, sin22θ)= (2.2× 10−3 eV2, 0.99)
and (|∆m2|, sin22θ)= (1.6 × 10−3 eV2, 1.00), as given
in Table III. The neutrino and antineutrino oscillation
parameters are found to be approximately uncorrelated
around the best fit point. A set of two-parameter profiles
can be calculated from the four-parameter likelihood sur-
face by minimizing with respect to pairs of oscillation pa-
rameters. Figure 17 shows the resulting 90% contours ob-
tained for the (|∆m2|, sin22θ) and (|∆m2|, sin22θ) planes.
These results are compared with the 90% contours from
the MINOS analyses of NuMI beam data acquired in neu-
trino [12] and antineutrino [15] mode, and also the 90%

contours from the SK analysis of atmospheric neutrinos
and antineutrinos [21].

The four-parameter likelihood surface is used to calcu-
late single-parameter confidence intervals on each of the
four oscillation parameters. The resulting 90% C.L. are:
|∆m2| = 2.2+2.4

−0.6 × 10−3 eV2 and sin22θ > 0.83 for neu-

trinos; and |∆m2| = 1.6+0.5
−0.5 × 10−3 eV2 and sin2θ > 0.76

for antineutrinos. The null oscillation hypothesis is disfa-
vored at the level of 7.8 standard deviations for neutrinos
and 5.4 standard deviations for antineutrinos.

As a measure of the quality of the fit, a set of 10,000
simulated experiments were generated at the best fit os-
cillation parameters. For each simulated experiment, in-
put systematic parameters were chosen from Gaussian
PDFs with widths set to the systematic uncertainties.
The best fit parameters were then found for each experi-
ment by minimizing the log-likelihood function. For each
experiment, the minimum value of −∆ lnL was recorded;
in 22% of experiments, the value exceeded that obtained
from the fit to the data.

Figure 18 compares the observed 90% C.L. from each
fit with the predictions from the Monte Carlo simulation,
calculated by inputting the best fit oscillation parameters
into the simulation. For the two-parameter oscillation fit,
where neutrinos and antineutrinos take the same oscil-
lation parameters, there is good agreement between the
observed and predicted contours. For the four-parameter
oscillation fit, where neutrinos and antineutrinos take
separate oscillation parameters, there is a good match
between contours for the limits on the sin22θ and sin22θ
parameters and the lower limits on the |∆m2| and |∆m2|
parameters. However, the upper limits on these parame-
ters are found to be higher than predicted for neutrinos
and lower than predicted for antineutrinos.

As a check on the observed confidence limits, the full
likelihood surface was calculated for a set of 250 simu-
lated experiments, generated at the best fit oscillation
parameters from the two-parameter fit. The resulting
90% confidence intervals were then calculated for each
experiment. In 25% of these experiments, the confidence
intervals obtained for the ∆m2 parameter are broader for
neutrinos than antineutrinos, as is the case for the ob-
served data; in 10% of the experiments, the relative size
of these intervals is larger than for the observed data.
These results indicate that the confidence intervals cal-
culated from the observed data are reasonable.

Finally, a log-likelihood profile is calculated in the
(|∆m2|, |∆m2|) plane, by minimizing the log-likelihood
function with respect to the sin22θ and sin22θ param-
eters. Figure 19 shows the resulting 68%, 90% and
99% confidence intervals. This log-likelihood profile is
used to place limits on the difference between the neu-
trino and antineutrino mass splittings |∆m2| and |∆m2|.
The single-parameter 90% confidence intervals, assuming
Gaussian errors, are |∆m2|−|∆m2| = 0.6+2.4

−0.8×10−3 eV2.
This result is consistent with equal mass splittings for
neutrinos and antineutrinos.

19

Opera	
  was	
  designed	
  	
  to	
  confirm	
  that	
  	
  the	
  
disappearance	
  was	
  because	
  of	
  an	
  oscilla<on	
  	
  
phenomena.	
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Detec<on	
  of	
  ντ CC	
  interac<on	
  by	
  a	
  full	
  reconstruc<on	
  of	
  the	
  primary	
  interac<on	
  and	
  
	
  observa<on	
  of	
  the	
  t	
  lepton	
  decay	
  topologies.	
  

 τ − è µ −    ντ  νµ               17.4%            
  τ − è e-  ντ  νε               17.8%   
  τ − è h-  ντ  n(πο)             49.5% 
  τ − è π+ π− π− ντ  n(πο)         14.5%   

ντ'

τ'

 τ decay	
  kink	
  

 Nuclear emulsions + Lead (ECC)  “active target” 
 
• 3D particle reconstruction 
• Sub-micron spatial resolution 

Challenge	
  	
  

High	
  background	
  rejec1on	
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•    Long	
  baseline	
  neutrino	
  physics	
  experiment	
  
•  CNGS	
  quasi	
  –	
  pure	
  wide	
  band	
  	
  νµ	
  beam,	
  <L>	
  =	
  732	
  km,	
  <E>	
  =	
  17	
  GeV	
  op2mized	
  to	
  

maximize	
  the	
  	
  number	
  of	
  	
  	
  ν τ CC	
  	
  interac2ons	
  	
  

Oscilla<on	
  Project	
  with	
  Emulsion	
  	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  tRacking	
  Apparatus	
  

732 Km 

νµ(CC + NC)/year ~4700 

ντ CC/year ~20 

(νe + νe )/ νµ CC 0.87% 

νµ  /  νµ  CC ' 2.1% 

ντ prompt negligible 
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LNGS	
  –	
  Gran	
  Sasso	
  Na<onal	
  Lab !

B	



C	



1 cosmic muon /m2/h 

The	
  largest	
  underground	
  laboratory	
  in	
  the	
  world	
  (180	
  000	
  m3	
  )	
  

about	
  3100	
  m.w.e.	
  shielding	
  	
  

CNGS 

A	



OPERA	
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Italy	
  
Bari	
  
Bologna	
  
LNF	
  Frasca2	
  
LNGS	
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Padova	
  
Rome	
  
Salerno	
  

Japan	
  
Aichi	
  
Toho	
  
Kobe	
  
Nagoya	
  
Nihon	
  

Korea	
  
Jinju	
  

Russia	
  
INR	
  RAS	
  Moscow	
  
LPI	
  RAS	
  Moscow	
  
SINP	
  MSU	
  Moscow	
  
JINR	
  Dubna	
  

Switzerland	
  
Bern	
  

Turkey	
  
METU	
  Ankara	
  

h]p://operaweb.lngs.infn.it	
  

The	
  OPERA	
  Collabora6on	
  
140	
  physicists	
  -­‐	
  	
  28	
  ins2tu2ons	
  	
  -­‐	
  11	
  countries	
  

Belgium	
  
IIHE-­‐ULB	
  Brussels	
  

Croa1a	
  
IRB	
  Zagreb	
  

France	
  
LAPP	
  Annecy	
  
IPHC	
  Strasbourg	
  

Germany	
  
Hamburg	
  
	
  

Israel	
  
Technion	
  Haifa	
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20 m 

10 m 

Muon 

Spectrometer 

TARGET	
  TRACKERS	
  
• 	
  Trigger	
  task	
  
• 	
  Brick	
  iden2fica2on	
  
• 	
  2	
  x	
  31	
  scin2lla2ng	
  strip	
  walls	
  
read	
  by	
  PMT	
  
• 	
  0.8	
  cm	
  resolu2on	
  

INNER	
  TRACKERS	
  
• 	
  990-­‐ton	
  dipole	
  magnets	
  	
  

(B	
  =	
  1.55	
  T)	
  	
  
• 	
  RPC	
  resolu2on	
  ~1.3	
  cm	
  

HIGH	
  PRECISION	
  TRACKERS	
  
• 	
  spa2al	
  resolu2on	
  <	
  0.5	
  mm	
  

Veto Drift 
tubes 

RPC 

53	
  BRICK	
  WALLS	
  
• 	
  ~150000	
  bricks	
  
• 	
  ~1.25	
  kton	
   Brick	
  Manipulator	
  

System	
  

Target Target 

(Ref.	
  JINST	
  4	
  (2009)	
  P04018)	
  

OPERA	
  detector !

RPC 
Muon 

Spectrometer 
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SM1	
   SM2	
  

Brick	
  Manipulator	
  System	
  

1.  Extract	
  Brick	
  and	
  CS,	
  scan	
  CS.	
  
2.  Confirm	
  the	
  event	
  in	
  the	
  ECC	
  brick.	
  
3.  Develop	
  the	
  brick	
  and	
  send	
  to	
  scanning	
  labs.	
  

Target	
  area	
  	
  

(ECC	
  +	
  CS	
  +	
  TT)	
  
Muon	
  spectrometer	
  
(Magnet+RPC+PT)	
  

ν	
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OPERA	
  emulsion	
  film	
  (Fuji	
  Japan	
  )	
  

Lead	
  plate	
  (Goslar	
  Germany)	
  

	
  57	
  emulsion	
  films	
  +	
  2	
  CS	
  interface	
  sheet	
  	
  	
  Ref:	
  NIM	
  A556	
  (2006)	
  80-­‐86	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  	
  56	
  *	
  1	
  mm	
  Pb	
  (lead	
  +	
  0.04	
  %	
  Ca)	
  plates	
  	
  	
  	
  Ref:	
  JINST	
  3	
  P07002	
  (2008)	
  

2	
  emulsion	
  layers	
  (42	
  µm	
  thick)	
  
poured	
  on	
  a	
  200 µm	
  	
  plas2c	
  base	
  

Pb 

ν'

τ'

1 mm 125mm 

100mm 

75.4mm 

8.3kg 
10X0 

ν beam 

ECC	
  target	
  brick!

CS	
  sheet	
  



 Interface	
  emulsion	
  films:	
  high	
  signal/noise	
  
	
  ra2o	
  for	
  event	
  trigger	
  and	
  scanning	
  2me	
  	
  	
  reduc2on	
  

Angular	
  accuracy	
  of	
  the	
  electronic	
  predic2ons	
  	
  

Posi2on	
  accuracy	
  of	
  the	
  electronic	
  predic2ons	
  

CS	
  	
  interface	
  sheet	
   !

Ref:	
  JINST	
  3	
  	
  P07005	
  (2008)	
  

CC	
  interac<on	
  

NC	
  interac<on	
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EU:	
  ESS	
  (European	
  Scanning	
  System)	
   Japan:	
  SUTS	
  (Super	
  Ultra	
  Track	
  Selector)	
  

•	
  	
  Scanning	
  speed/system:	
  75cm2/h	
  
•	
  	
  High	
  speed	
  CCD	
  camera	
  (3	
  kHz),	
  

Piezo-­‐controlled	
  objec2ve	
  lens	
  
•	
  	
  FPGA	
  Hard-­‐coded	
  algorithms	
  

•	
  	
  Scanning	
  speed/system:	
  20cm2/h	
  	
  
•	
  	
  Customized	
  commercial	
  op2cs	
  

and	
  mechanics	
  
•	
  	
  Asynchronous	
  DAQ	
  sopware	
  

Both	
  systems	
  demonstrate:	
  
•	
  	
  ~	
  0.3	
  µm	
  spa2al	
  resolu2on	
  
•	
  	
  ~	
  2	
  mrad	
  angular	
  resolu2on	
  
•	
  	
  ~	
  95%	
  base	
  track	
  detec2on	
  efficiency	
  

Emulsion	
  films	
  scanning	
   !



Track	
  follow-­‐up	
  film	
  by	
  film:	
  	
  

•  alignment	
  using	
  cosmic	
  ray	
  tracks	
  

•  defini2on	
  of	
  the	
  stopping	
  point 
νµ 

1 2 57 56 55 54 53 52 51 50 49 48 … 

CSd 

Ref. JINST 4 (2009) P06020 

σ ~2 µm 

Volume	
  scanning	
  (~2	
  cm3)	
  around	
  the	
  stopping	
  point	
  

Vertex	
  finding	
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IP	
  

∆Z	
  

emulsion	
  lead	
   The	
  IP	
  evalua2on	
  	
  is	
  a	
  crucial	
  point	
  
in	
  order	
  to	
  detect	
  decay	
  topologies	
  
	
  
Each	
  track	
  is	
  arached	
  to	
  the	
  primary	
  vertex	
  only	
  if	
  
	
  
IP	
  	
  	
  <	
  10	
  	
  µm	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ∆Z	
  <	
  	
  500	
  µm	
  
IP	
  	
  <	
  	
  5	
  +	
  0.01	
  *∆Z	
  	
  µm	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ∆Z	
  >	
  	
  500	
  	
  µm	
  

Decay	
  search	
  

IP	
  of	
  the	
  tracks	
  	
  arached	
  to	
  the	
  neutrino	
  ver2ces	
  found	
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Charm	
   Background	
   Expected	
   data	
  

1 prong 21	
  ±	
  2	
   9	
  ±	
  3	
   30	
  ±	
  4	
   19	
  

2 prong 14	
  ±	
  1	
   4	
  ±	
  1	
   18	
  ±	
  2	
   22	
  

3 prong 4	
  ±	
  1	
   1.0	
  ±	
  0.3	
   5	
  ±	
  1	
   5	
  

4 prong 0.9	
  ±	
  0.2	
   -­‐	
   0.9	
  ±	
  0.2	
   4	
  
All 40±3	
   14±3	
   54±4	
   50	
  

Charmed	
  hadrons	
  decay	
  	
  

The	
  charmed	
  hadrons	
  	
  decay	
  has	
  a	
  simar	
  	
  topology	
  to	
  the	
  tau	
  lepton	
  but	
  the	
  muon	
  
iden2fied	
  at	
  the	
  primary	
  vertex,	
  	
  the	
  charm	
  sample	
  was	
  used	
  as	
  	
  a	
  	
  «control	
  sample».	
  	
  

arXiv:1404.4357	
  [hep-­‐ex]	
  

Background,	
  mostly	
  from	
  hadronic	
  interac2ons	
  (contribu2on	
  from	
  strange	
  par2cle	
  decay)	
  



Final	
  performances	
  of	
  the	
  CNGS	
  beam	
  aper	
  five	
  years	
  (2008	
  ÷	
  2012)	
  of	
  data	
  taking	
  	
  

Year	
   Beam	
  days	
   P.O.T.	
  (1019)	
  

2008	
   123	
   1.74	
  

2009	
   155	
   3.53	
  

2010	
   187	
   4.09	
  

2011	
   243	
   4.75	
  

2012	
   257	
   3.86	
  

Total	
   965	
   17.97	
  

Record	
  performances	
  in	
  2011	
  
Overall	
  20%	
  less	
  than	
  the	
  proposal	
  value	
   16	
  

Data	
  analysis	
  

2008	
  

2009	
  

2010	
  

2011	
  

2012	
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About	
  25000	
  bricks	
  manipulated	
  for	
  event	
  analysis,	
  12000	
  bricks	
  developed	
  

Average	
  mass	
  	
  =	
  	
  1.18	
  kton	
  

OPERA	
  brick	
  handling	
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6520	
  located	
  interac2ons	
  	
  
5917	
  decay	
  search	
  

Data	
  analysis	
  



νµ→νe analysis	
  

4.1	
  GeV	
  electron	
  

≈ 40	
  events	
  found	
  in	
  the	
  analyzed	
  sample	
   19	
  

events, where 17 events were found in the procedure described in the figure132

2, while the other 2 events were found in the scan-back procedure mentioned133

above. To illustrate the typical pattern of νe candidates, figure 5 shows134

the reconstructed image of a νe candidate events, with the track segments135

observed along the showering electron track.136

2 mm

10 mm CSECC

electron

γ showers

Figure 5: Display of the reconstructed emulsion tracks of one of the νe can-
didate events. The reconstructed neutrino energy is 32.5 GeV. Two tracks
are observed at the neutrino interaction vertex. One of the two generates
an electromagnetic shower and is identified as an electron. In addition, two
electromagnetic showers due to the conversion of two γ are observed (seen
as one shower in this projection), starting from 2 and 3 films downstream of
the vertex.

The νe detection efficiency as a function of the neutrino energy was com-137

puted with a GEANT3 based MC simulation. The simulated events were138

reconstructed with the same algorithms as used for the data. Slight differ-139

ences in the scanning strategy used along the years have been taken into140

account and enter in the evaluation of the systematic uncertainty. The re-141

sults of the simulation are shown in figure 6. The systematic uncertainty142

relative to its efficiency is calculated to be 10% for energies above 10 GeV143

7
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Figure 6. Distribution of the reconstructed energy of the νe events, and the expected spectrum
from the different sources in a stack histogram, normalized to the number of pot analysed for
this paper. Binning for the experimental data energy distribution is done according to the energy
resolution.

As the energy spectrum of the oscillated νe with large ∆m2
new (>0.1 eV2) follows the260

spectrum of νµ, which is basically vanishing above 40 GeV (see figure 1), a cut on the261

reconstructed energy is introduced. The optimal cut on the reconstructed energy in terms262

of sensitivity is found to be 30 GeV. We observe 6 events below 30 GeV (69% of the263

oscillation signal at large ∆m2
new is estimated to remain in this region), while the expected264

number of events from background is estimated to be 9.4 ± 1.3 (syst) (see table 1). Note265

that we choose to include the three-flavour oscillation induced events into the background.266

In this case, the oscillation probability does not contain the θ13 driven term.267

The 90% C.L. upper limit on sin2(2θnew) is then computed by comparing the expec-268

tation from oscillation plus backgrounds, with the observed number of events. Since we269

observed a smaller number of events than the expected background, we provide both, the270

Feldman and Cousins (F&C) confidence intervals [22] and the Bayesian bounds, setting a271

prior to zero in the unphysical region and to a constant in the physical region [23]. Un-272

certainties of the background were incorporated using prescriptions provided in [15]. The273

results obtained from the two methods for the different C.L. are reported in table 2. We274

also quote our sensitivity calculated assuming 9 observed events (integer number closest to275

the expected background).276

Given the underfluctuation of the data, the curve with the Bayesian upper limit was277

chosen for the exclusion plot shown in figure 7. For convenience, results from the other278

experiments, working at different L/E regimes, are also reported in this figure. For large279

∆m2
new values the OPERA 90% upper limit on sin2(2θnew) reaches the value 7.2 × 10−3,280

while the sensitivity corresponding to the pot used for this analysis is 10.4× 10−3.281

– 8 –

Observa2on	
  compa2ble	
  with	
  
background-­‐only	
  hypothesis:	
  
19.8±2.8	
  (syst)	
  events	
  
	
  
3	
  flavour	
  analysis	
  
Energy	
  cut	
  to	
  increase	
  the	
  S/N	
  
	
  
4	
  observed	
  events	
  	
  
4.6	
  expected	
  	
  
⇒	
  sin2(2θ13)<0.44	
  at	
  90%	
  C.L.	
  

Energy cut 20 GeV 30 GeV No cut

BG common to BG (a) from π0 0.2 0.2 0.2
both analyses BG (b) from τ → e 0.2 0.3 0.3

νe beam contamination 4.2 7.7 19.4

Total expected BG in 3-flavour oscillation analysis 4.6 8.2 19.8

BG to non-standard νe via 3-flavour oscillation 1.0 1.3 1.4
oscillation analysis only

Total expected BG in non-standard oscillation analysis 5.6 9.4 21.3

Data 4 6 19

Table 1. Expected and observed number of events for the different energy cuts.

4.2 Three-flavour mixing scenario232

A non-zero θ13 has recently been reported by several experiments [17–20]. Provided the233

following oscillation parameters [15] : sin2(2θ13) = 0.098, sin2(2θ23) = 1, ∆m2
32 = ∆m2

31 =234

2.32 × 10−3 eV2, δCP = 0 and neglecting matter effects, 1.4 oscillated νe CC events are235

expected to be detected in the whole energy range.236

Figure 6 shows the reconstructed energy distribution of the 19 νe candidates, compared237

with the expected reconstructed energy spectra from the νe beam contamination, the os-238

cillated νe from the three-flavour oscillation and the background (a) and (b), normalized239

to the pot analysed for this paper. To increase the signal to background ratio a cut E < 20240

GeV is applied on the reconstructed energy of the event, which provides the best figure of241

merit on the sensitivity to θ13. Within this cut, 4.2 events from νe beam contamination242

and 0.4 events from the backgrounds (a) and (b) are expected, while 4 events are observed.243

The numbers are summarized in table 1. The number of observed events is compatible244

with the non-oscillation hypothesis and an upper limit sin2(2θ13)< 0.44 is derived at the245

90% Confidence Level (C.L.).246

4.3 Non-standard oscillations247

Beyond the three-neutrino paradigm, some possible hints for non-standard effects have248

been reported, in particular by the LSND and MiniBooNE experiments. We have used249

OPERA data to set an upper limit on non-standard νµ → νe oscillations.250

We used the conventional approach of expressing the νµ → νe oscillation probability251

in the one mass scale dominance approximation, given by the following formula with new252

oscillation parameters θnew and ∆m2
new :253

Pνµ→νe = sin2(2θnew) · sin2(1.27∆m2
newL(km)/E(GeV))

Note however that this approach does not allow a direct comparison between experiments254

working in different L/E regimes [21].255

The νµ flux at the detector, normalized to the integrated statistics used in our anal-256

ysis, is weighted by the oscillation probability, by the CC cross-section and by the energy257

dependent detection efficiency, to obtain the number of νe CC events expected from this258

oscillation.259
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First ντ  candidate	
  	


VARIABLE AVERAGE 

kink (mrad) 41 ± 2 

decay length 
(µm) 1335 ± 35 

P daughter 
(GeV/c) 12 +6-3 

Pt daughter 
(MeV/c) 470 +230-120 

missing Pt (MeV/
c) 570 +320-170 

ϕ (deg) 173 ± 2 
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  ντ'
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Third ντ  candidate	
  	


VARIABLE AVERAGE 

kink (mrad) 245 ± 5 

decay length 
(µm) 376 ± 10 

P daughter 
(GeV/c) 2.8 ± 0.2  

Pt daughter 
(MeV/c) 690 ±50  

ϕ (deg) 154.5 ± 1.5 
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~8.4mm 

kink point Search for nuclear fragments 
in an extended angular range |tanθ|< 3.5 
No track found 

Side view	
 Beam view	
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Values	
 Selec1on	
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ü  4	
  observed	
  events	
  with	
  0.22	
  background	
  events	
  expected	
  
ü  Probability	
  to	
  be	
  explained	
  by	
  background	
  =	
  1.1	
  x	
  10-­‐5	
  	
  
ü  4.2	
  σ	
  significance	
  of	
  non-­‐null	
  observa<on	
  	
  

Δm2	
  =	
  2.32x10-­‐3	
  eV2	
 Expected	
  	
   Observed	
   Background	
   Charm	
   μ	
  scar	
   had	
  int	
  
 τ à h 0.38	
   2	
   0.03	
   0.014	
   0.019	
  
 τ à 3h 0.53	
   1	
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Fig. 1 The muon charge ratio measured by OPERA as a function of
the vertical surface energy Eµ cosq ⇤ (black points). Our data are fit-
ted together with the L3+C [15] data (open triangles). The fit result is
shown by the continuous line. The dashed, dotted and dash-dot lines
are, respectively, the fit results with the inclusion of the RQPM [21],
QGSM [21] and VFGS [22] models for prompt muon production in the
atmosphere. The vertical inner bars denote the statistical uncertainty,
the full bars show the total uncertainty. Results from other experiments,
MINOS Near and Far Detectors [16, 17], CMS [18] and Utah [19], are
shown for comparison.

is of the order of d(log10 Eµ/GeV) ' 0.15 in a logarith-
mic scale [9]. In each bin the two polarity data sets are
combined and the obtained value is corrected for the charge
misidentification. The two contributions to the systematic
uncertainty are computed and added in quadrature. The re-
sults are shown in Fig. 1, together with data from other ex-
periments (L3+C [15], MINOS Near and Far Detectors [16,
17], CMS [18] and Utah [19]). The information for each of
the four Eµ cosq ⇤ bins are presented in Table 4: the energy
range, the most probable value of the energy distribution in
the bin, the average zenith angle, the charge ratio Rµ , the
statistical and systematic uncertainties.

Following the procedure described in [7], we fitted our
data and those from [15] (for the high and low energy re-
gions) in order to infer the fractions fp+ and fK+ . In this ap-
proach, the atmospheric charged kaon/pion production ratio
RK/p had to be fixed. For this, we took the weighted average
of experimental values reviewed in [20], RK/p = 0.127. The
fit yields fp+ = 0.5512± 0.0014 and fK+ = 0.705± 0.014,
corresponding to a muon charge ratio from pion decay Rp =
1.2281± 0.0007 and a muon charge ratio from kaon decay
RK = 2.39±0.07.

Taking into account various models for charm produc-
tion, namely RQPM [21], QGSM [21] and VFGS [22], the
positive pion and kaon fractions obtained from the fit are
unchanged within statistical errors. The results are shown in
Fig. 1. The prompt muon component does not significantly
contribute to Rµ up to Eµ cosq ⇤ <⇠ 10 TeV.

Recently, an enlightening analytic description of the muon
charge ratio considering an explicit dependence on the rel-
ative proton excess in the primary cosmic rays, d0 = (p�
n)/(p+n), was presented in [2]:

Rµ =

"
fp+

1+BpEµ cosq ⇤/ep
+

1
2 (1+aKbd0)AK/Ap

1+B+
K Eµ cosq ⇤/eK

#
(2)

⇥


1� fp+

1+BpEµ cosq ⇤/ep
+

(ZNK�/ZNK)AK/Ap
1+BKEµ cosq ⇤/eK

��1

Here p and n fluxes are defined as

p = Â
i

Zi Fi(EN); n = Â
i
(Ai �Zi)Fi(EN) (3)

where the index i runs over the primary ions (H, He, CNO,
Mg-Si, Fe) and EN is the primary nucleon energy. The con-
tributions from decays of pions and kaons are included in
the kinematic factors Ai,Bi,ei (i= p,K) described in [2, 11].
An analogous contribution from charm decay is foreseen at
high energies but still not observed. The spectrum weighted
moments Zi j [2] are contained in b and aK :

b =
1�Zpp �Zpn

1�Zpp +Zpn
; aK =

ZpK+ �ZpK�

ZpK+ +ZpK�
(4)

Isospin symmetry allows expressing the pion contribution in
terms of fp+ , where

fp+ =
1+bd0ap

2
(5)

Here ap is obtained replacing the subscript K with the sub-
script p in aK .

We extracted from the data the composition parameter
d0 and the factor ZpK+ related to the associated production
L K+ in the forward region. The ZpK+ moment is still poorly
known and its predicted value considerably differs for differ-
ent Monte Carlo codes [12, 13].

In Eq. 2 the charge ratio does not exclusively depend on
the vertical surface energy. Since the spectra of primary nu-
clei have different spectral indices, the parameter d0 depends
on the primary nucleon energy EN . In the energy range of in-
terest the approximation EN ' 10⇥Eµ can be used [2].

The correct way of taking into account the different de-
pendencies is to simultaneously fit Eq. 2 as a function of
the two variables (Eµ ,cosq ⇤). In each (Eµ ,cosq ⇤) bin the
data sets with opposite polarities are combined and R̂µ is
corrected for the charge misidentification.

The pion moments Zpp+ and Zpp� were set to the values
reported in [2], since the fraction of positive pions in the
atmosphere fp+ = 0.5512± 0.0014 derived in this work is
robust and consistent with previous measurements [16, 17]
and with the ZNp values based on fixed target data [14]. The
moment ZpK� was also set to the value given in [2], since
for K� there is no counterpart of the associated production
L K+. On the other hand K� are equally produced in K+K�

pairs by protons and neutrons (ZpK� ' ZnK� ).

6

Bin Eµ cosq ⇤ (Eµ cosq ⇤)MPV hqi Rµ dRµ (stat.) dRµ (syst.)
(GeV) (GeV) (deg) %

1 562 - 1122 1091 47.5 1.357 0.009 1.8
2 1122 - 2239 1563 42.8 1.388 0.008 0.1
3 2239 - 4467 2972 46.9 1.389 0.028 2.1
4 4467 - 8913 7586 60.0 1.40 0.16 7.1

Table 4 The charge ratio in bins of Eµ cosq ⇤. Here reported are the energy bin range, the most probable value of the energy distribution in the bin
(MPV, evaluated using the full Monte Carlo simulation described in [9]), the average zenith angle, the charge ratio and the statistical and systematic
uncertainties.
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Fig. 2 Our measurement of the muon charge ratio as a function
of the surface energy Eµ (black points). The two-dimensional fit in
(Eµ ,cosq ⇤) yields a measurement of the composition parameter d0 and
of the factor ZpK+ . The fit result is projected on the average OPERA
zenith hcosq ⇤i ' 0.7 and shown by the continuous line. Results from
other experiments, L3+C (only for 0.675 < cosq < 0.75) [15], MI-
NOS Near and Far Detectors [16, 17], CMS [18] and Utah [19], are
also shown for comparison.

A linear energy dependence in logarithmic scale of the
parameter d0 was assumed, d0 = a + b log10(EN /GeV/nu-
cleon), as suggested by direct measurements of the primary
composition and by the Polygonato model [23]. We fixed
the slope at b = �0.035 which was obtained fitting the val-
ues reported in [2].

We made a two-dimensional fit of OPERA and L3+C
data as a function of (Eµ ,cosq ⇤) to Eq. 2 with d0 and ZpK+

as free parameters. The fit yields the composition parameter
at the average energy measured by OPERA hEµi = 2 TeV
(corresponding to hENi⇡ 20 TeV/nucleon) d0(hEµi)= 0.61±
0.02 and the factor ZpK+ = 0.0086±0.0004.

The result of the fit in two variables (Eµ ,cosq ⇤) is pro-
jected on the average OPERA zenith hcosq ⇤i ' 0.7 and is
shown in Fig. 2 together with the measured charge ratio as
a function of the surface muon energy. The energy indepen-
dence of the charge ratio above the TeV supports the validity
of the Feynman scaling in the fragmentation region.

4 Conclusions

The atmospheric muon charge ratio Rµ was measured with
the complete statistics accumulated along the five years of
data taking. The combination of the two data sets collected
with opposite magnet polarities allows reaching the most ac-
curate measurement in the high energy region to date. The
underground charge ratio was evaluated separately for sin-
gle and for multiple muon events. For single muons, the in-
tegrated Rµ value is

Rµ(nµ = 1) = 1.377±0.006(stat.)+0.007
�0.001(syst.)

while for muon bundles

Rµ(nµ > 1) = 1.098±0.023(stat.)+0.015
�0.013(syst.)

The integral value and the energy dependence of the charge
ratio for single muons are compatible with the expectation
from a simple model [2, 14] which takes into account only
pion and kaon contributions to the atmospheric muon flux.
We extracted the fractions of charged pions and kaons de-
caying into positive muons, fp+ = 0.5512±0.0014 and fK+ =
0.705±0.014.

Considering the composition dependence embedded in
Eq. 2, we inferred a proton excess in the primary cosmic
rays d0 = 0.61±0.02 at the energy hENi ⇡ 20 TeV/nucleon
and a spectrum weighted moment ZpK+ = 0.0086±0.0004.

The observed behaviour of Rµ as a function of the sur-
face energy from ⇠ 1 TeV up to 20 TeV (about 200 TeV/nu-
cleon for the primary particle) shows no deviations from a
simple parametric model taking into account only pions and
kaons as muon parents, supporting the hypothesis of lim-
iting fragmentation up to primary energies/nucleon around
200 TeV.
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Sum of the momenta of charged particles and γ’s measured in emulsion  



Muon charge and momentum reconstruction 
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Bending by the  
magnetic field 

Muon momentum  
by range in the electronic detector: 2.8±0.2 GeV/c 
MCS in the brick consistent 3.1 [2.6,4.0] GeV/c 
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Muon charge and momentum reconstruction 
Parabolic fit with p2 as quadratic term coefficient in the magnetized region 

Linear fit in the non-magnetized region 
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Target	
  Tracker	
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p2<0 à negative charge 
5.6 σ  significance 
R ~ 85 cm 

The negative muon charge rules out charm background!  
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Track features	

First  

measurement 	

Second  

measurement	

 Average	


Track ID	
 Particle ID	
 Slopes	
 Slopes	
 Slopes	
 P (GeV/c)	

1ry	
 1 parent	
 τ	
 -0.143, 0.026	
 -0.145, 0.014	
 -0.144, 0.020	
 -	


2	
 Hadron 
(Range)	


-0.044, 0.082	
 -0.047, 0.073	
 -0.046, 0.078	
 1.9 [1.7, 2.2]	


3	
 Hadron 
(interact)	


0.122, 0.149	
  0.139, 0.143	
 0.131, 0.146	
 1.1 [1.0, 1.2]	


4	
 proton	
 -0.083, 0.348	
 -0.080, 0.355	
 -0.082, 0.352	
 0.7 [0.6, 0.8] 
 pβ = 0.4 [0.3, 0.5]	


γ1	
 e-pair	
 -0.229, 0.068	
 -0.238, 0.055	
 -0.234, 0.062 0.7 [0.6, 0.9]	


γ2	
 e-pair	
 0.111, -0.014	
  0.115,-0.034	
 0.113,-0.024	
 4.0 [2.6, 8.7]	


2ry daughter Hadron 
(Range) 

-0.084, 0.148	
 -0.091, 0.145	
 -0.088, 0.147	
 6.0 [4.8, 8.2]	
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∆Z (µm)	
 δθRM (mrad)	
 IP (µm)	
 IP Resolution  (µm)	
 Attachment	


γ1	
 To 1ry	
 676	
 21.9	
 2	
 8	
 OK	


γ2	
 To 1ry	
 7176	
 9.2	
 33	
 43	
 OK	


To 2ry	
 6124	
 9.2	
 267	
 36	
 Excluded	


Not a single π0	


M = 0.59+0.20
�0.15 GeV/c2
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Track follow-down: a powerful tool to assess the muon-
less nature of the event 
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Follow-down all tracks in downstream bricks	
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Track4 (1ry) 
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Transverse plane 

CS analysis 

•  3 primary tracks to discard the charm hypothesis 
•  kink daughter to identify the τ decay channel 	
  

One rectangle: 
brick front size 
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Track follow-down: primary track n. 2 
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Track n. 2 follow-down 

44	
  

Z (cm)400 500 600 700 800

X 
(c

m
)

-350

-300

-250

2

X(cm) 

Z(cm) 

Neutrino vertex 

Last measured track in emulsion 

Extrapolation from the last  
measured emulsion track 

No hits in the RPC’s 



J
H
E
P
1
1
(
2
0
1
3
)
0
3
6

variable ⌧ ! 1h ⌧ ! 3h ⌧ ! µ ⌧ ! e

lepton-tag No µ or e at the primary vertex

z

dec

(µm) [44, 2600] < 2600 [44, 2600] < 2600

p

miss

T (GeV/c) < 1? < 1? / /

�lH (rad) > ⇡/2? > ⇡/2? / /

p

2ry
T (GeV/c) > 0.6(0.3)* / > 0.25 > 0.1

p

2ry (GeV/c) > 2 > 3 > 1 and < 15 > 1 and < 15

✓

kink

(mrad) > 20 < 500 > 20 > 20

m,m

min

(GeV/c2) / > 0.5 and < 2 / /

Table 3. Kinematic selection. The meaning of the variables is defined in the text. The cut on p

2ry
T

for the 1-prong hadronic decay is set at 0.3GeV/c in the presence of � particles associated to the
decay vertex and to 0.6 otherwise. Cuts marked with a ? are not applied in the case of a QE event.
Only long decays are considered for the ⌧ ! µ and ⌧ ! h channels due to a large background
component in short decays from charmed particles and hadronic re-interactions respectively.
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Figure 6. MC distributions of the D

TFD

variable (section 3.6) used to combine the information
on momentum and range to separate muons from hadrons. The red (gray) histograms refers to
genuine muons (hadrons). The vertical line denotes the used cut.

background in the hadronic channels due to hadron re-interactions in ⌫

CC
µ events where

the electronic detectors alone do not allow the primary µ to be identified unambiguously.

Momentum-range correlations are characterised by a discriminating variable defined

as: D
TFD

= L
R(p)

⇢
h⇢i where L is the track length, R(p) is the range in lead of a muon with

momentum p, h⇢i is the average density along the path and ⇢ is the lead density. The MC

distributions of D
TFD

for hadrons and muons are reported in figure 6. If D
TFD

> 0.8 the

track is classified as a muon. Among all the criteria used to separate muons from hadrons,

momentum-range correlations and energy loss close to the stopping point, are those having

a lower purity in the muon-tagging. For this reason, TLD tracks which are classified by the

TFD as hadrons only by one of the above criteria are not included in the calculation of �lH .

– 14 –

Measured length x density, Lρ  
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Lρ for the track = 604 g/cm2  (<660 g/cm2)  
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•  Prob. for a µ to cross ≤ 12 planes ~ 0.35% 
•  Prob. for a π to cross ≥ 12 planes ~ 10.2%   
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Track follow-down: primary track n. 3	

Track 3 found down to the CS of the 2nd brick 
P = 1.1 GeV/c at 2nd brick 
 
A vertex found near its predicted position in the  
3rd downstream brick	
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Track follow-down: primary track n. 4	
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From the ionization, the proton hypothesis is made 
Pβ ~ 0.4, (P = 0.7 assuming proton mass) 
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  entrance	
  predic2on	
  

Track path of 77.8 mm lead, Range/Mass ~ 94 g cm-2 GeV-1 

Expected Range/Mass from measured momentum ~ 70 [45-100] g cm-2 GeV-1 

Track confirmed in the  
CS of the 2nd brick 

Consistent with the proton hypothesis 


