
Introduction

Top pairs at LHC

pp ⇥ tt̄ @ 7 TeV:
theoretical approx. NNLO �tt̄ = 165+11

�16 pb

⇤ with 35 pb�1 >5000 tt̄ pairs expected

A first ATLAS x-section measurement
(combining ⇤+jets with b-tagging and di-lepton
channels) already performed with 2.9 pb�1:
�tt̄ = 145± 31 (stat.) +42

�27 (syst.+lumi.)
[CERN-PH-EP-2010-064, December 8, 2010]

With 35 pb�1 and with more sophisticated
techniques a precision measurement is possible

A measurement in ⇤+jets channel only and
without any use of b-tagging is here presented
[ATLAS-CONF-2011-023, March 14, 2011]

Complementary measurements are being
finalized:

�+jets channel with b-tagging
di-lepton channel
all-hadronic channel

December 2010
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Masses of known fundamental particlesWhy Top (quark)?
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Most massive known constituent of matter

MTop~ M Gold Atom

Strong, EWK production and 
decay rate test standard model

 Various scenarios with direct/indirect 
coupling to new physics: from

 extra dimensions to new strong forces

Background to Higgs  and 
possible new physics (SUSY,..)

                      

  Cargese 2010                                                                                                                                                      Fabio Maltoni
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resonance spin correlations should be 
measured.

It therefore mandatory for such cases to have 
MC samples where spin correlations are kept 
and the full matrix element pp>X>tt>6f is 
used.

New resonances
In many scenarios for EWSB new resonances show up, some of which preferably couple 
to 3rd generation quarks.

Given the large number of models, in this case is more efficient to adopt a “model 
independent” search and try to get as much information as possible on the quantum 
numbers and coupling of the resonance.

q

q̄

t

t̄

Z ′

q

q̄

t

t̄

Gµν

q

q̄

t

t̄

Φ

                      

  Cargese 2010                                                                                                                                                      Fabio Maltoni

* Vector resonance, in a color 
singlet or octet states.

*Widths and rates very 
different

* Interference effects with 
SM ttbar production not 
always negligible

* Direct information on 
!•Br and ".
 

Phase 1: discovery

A large effort has been devoted to search for new physics in tt resonances
-

Frederix-Maltoni’09

Top2012 -  Keith Ellis, Winchester, September 2012 

Why top now?

Top is unstudied

Tevatron studies of the top quark have limited statistical 
precision.

Top is special

1/mt       <    1/Γt    <    1/Λ           <     mt/Λ2                                      
Production time <    Lifetime     <  Hadronization time   <  Spin decorrelation time

Top quark may play a special role in Electroweak 
symmetry breaking and other BSM physics.

Top is ubiquitous. 

Top cross section is large at LHC because of large gluon 
flux

Top-related processes are significant backgrounds for new  
physics.

2

Friday, September 21, 2012

GFitter, Eur. Phys. J. C 72, 2205 (2012) 
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ment again demonstrates the impressive consistency of the
SM.

Following the approach in [6] we extract from the elec-
troweak fit the S,T ,U parameters [35, 36] describing the
difference between the oblique vacuum corrections as de-
termined from the experimental data and the corrections
expected in a reference SM (SMref defined by fixing mt

and MH ). After the recent discovery, we change our def-
inition of the reference SM for the S,T ,U calculation to
MH,ref = 126 GeV and mt,ref = 173 GeV. With these we
find

S = 0.03 ± 0.10, T = 0.05 ± 0.12, U = 0.03 ± 0.10,

(5)

Fig. 4 Contours of 68 % and 95 % CL obtained from scans of fixed
MW and mt . The blue (gray) areas illustrate the fit results when includ-
ing (excluding) the new MH measurements. The direct measurements
of MW and mt are always excluded in the fit. The vertical and horizon-
tal bands (green) indicate the 1σ regions of the direct measurements
(Color figure online)

with correlation coefficients of +0.89 between S and T , and
−0.54 (−0.83) between S and U (T and U ). Fixing U = 0
we obtain S|U=0 = 0.05 ± 0.09 and T |U=0 = 0.08 ± 0.07
with a correlation coefficient of +0.91. Figure 5 shows the
68 %, 95 % and 99 % CL allowed regions in the (S,T ) plane
for freely varying U (left) and the constraints found when
fixing U = 0 (right). For illustration also the SM prediction
is shown. The MH measurement reduces the allowed SM
area from the gray sickle, defined by letting MH float within
the indicated range, to the narrow black strip.

4 Conclusion

Assuming the newly discovered particle at ∼126 GeV to be
the Standard Model (SM) Higgs boson, all fundamental pa-
rameters of the SM are known. It allows, for the first time, to
overconstrain the SM at the electroweak scale and to evalu-
ate its validity. The global fit to all the electroweak precision
data and the measured Higgs mass results in a goodness-of-
fit p-value of 0.07. Only a fraction of the contribution to the
“incompatibility” stems from the Higgs mass, which agrees
at the 1.3σ level with the fit prediction. The largest devi-
ation between the best fit result and the data is introduced
by the known tension between A0,b

FB from LEP and Aℓ from
SLD, predicting, respectively, a larger (by 2.5σ ) and smaller
(1.9σ ) Higgs mass, and by R0

b for which an improved cal-
culation increased the deviation from the measurement from
previously −0.8σ to −2.4σ .

The knowledge of the Higgs mass dramatically improves
the SM predictions of several key observables. The un-
certainties in the predictions of the W mass, sin2 θℓ

eff, and
the top mass decreases from 28 to 11 MeV, 2.3 · 10−5 to
1.0 · 10−5, and from 6.2 to 2.5 GeV, respectively. The im-
proved accuracy sets a benchmark for direct measurements,

Fig. 5 Experimental constraints on the S and T parameters with re-
spect to the SM reference (MH,ref = 126 GeV and mt,ref = 173 GeV).
Shown are the 68 %, 95 % and 99 % CL allowed regions, where the

third parameter U is left unconstrained (orange, left) or fixed to 0 (blue,
right). The prediction in the SM is given by the black (gray) area when
including (excluding) the new MH measurements (Color figure online)

Large Yukawa coupling in SM: Yt  >0.9
 Mtop~ electroweak symmetry breaking scale 
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2012
   peak lumi: 7.7⋅1033 cm-2 s-1

   ∫Ldt ~22 fb-1 /exp

Ecm =8 TeV

-
peak lumi  2⋅1033 cm-2 s-1  
∫Ldt ~5.6 fb-1 /exp
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Top quark @ LHC: production

4

top pairs: 
strong 

 single top: 
electroweak 

s-chan
t-chan

Wt chan

probing lower x than Tevatron  →
(abundant) gluon fusion dominated

232 Chapter 8. Physics of Top Quarks

Figure 8.14: Feynman diagrams for the three channels of single top production.

MADGRAPH [80], and ALPGEN [160] programs as indicated in the Table 8.16. The hard
process events containing all needed information were passed to PYTHIA 6.227 [24] for show-
ering, hadronisation and decays of unstable particles. The tt and W + jets background
events were generated with the same PYTHIA version. All simulations were done with Mt =
175 GeV/c2 and Mb = 4.7 � 4.8 GeV/c2, proper considerations of the spin correlations, and
the finite W -boson and t-quark widths. The list of the signal and background process cross
sections as well as generators used are given in the Table 8.16. Both the full simulation chain
(OSCAR [8] and ORCA [10]) and a fast simulation (FAMOS [11]) were used.

Table 8.16: Cross section values (including branching ratio and kinematic cuts) and genera-
tors for the signal and background processes (here � = e, µ, ⇧ ). Different generator-level cuts
are applied.

Process ⌅⇥BR, pb generator Process ⌅⇥BR, pb generator
t-ch. (W ⇤ µ⇤) 18 (NLO) SINGLETOP Wbb (W ⇤ �⇤) 100 (LO) TOPREX
t-ch. (W ⇤ �⇤) 81.7 (NLO) TOPREX Wbb + jets (W ⇤ µ) 32.4 (LO) MADGRAPH
s-ch. (W ⇤ �⇤) 3.3 (NLO) TOPREX W + 2j (W ⇤ µ⇤) 987 (LO) COMPHEP
tW (2 W ⇤ �⇤) 6.7 (NLO) TOPREX W + 2j (W ⇤ �⇤) 2500 (LO) ALPGEN

tW (1 W ⇤ �⇤) 33.3 (NLO) TOPREX Z/�⇥(⇤ µ+µ�)bb 116 (LO) COMPHEP
tt (inclusive) 833 (NLO) PYTHIA

8.4.1.2 Reconstruction algorithms and triggers

Muons are reconstructed by using the standard algorithm combining tracker and muon
chamber information as described in [310]; tracker and calorimeter isolation cuts are applied
as described in [311]. The electrons are reconstructed by the standard algorithm combining
tracker and ECAL information, see [312]. The jets are reconstructed by the Iterative Cone
algorithm with the cone size of 0.5, see [313]; for the calibration both the Monte Carlo (in the
t-channel analysis) and the � + jets (in the tW - and s-channel) methods are used, see [314].
For b-tagging a probability algorithm based on the impact parameter of the tracks is used, as
described in [315].
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Kidonakis 
2010,2011

Tevatron LHC(7) LHC(14)
gg ~10% ~85% ~90%
qq ~90% ~15% ~10%

Czakon,Mitov,Fiedler 2013

NNLO+NNLL accuracy

approx NNLO

δσtt/σtt ~4% 

δσt/σt ~2 to 7% 

mtop= 172.5 gluon fusionqq annihilation

pp collisions

t-chan Wt chan s-chan
σ7TeV (pb) 64.6±2.4 15.7±1.1 4.6±0.2
σ8TeV (pb) 87.8±3.4 22.4±1.5 5.6±0.2

~5.4M (~0.96 M) tt 
events produced by 
LHC in 2012 (2011)

 ~2.5M (0.47 M) single 
top events produced 
by LHC in 2011 (2012)

At Tevatron

σ7TeV (pb) 172+4.4-5.8+4.7-48   

σ8TeV (pb) 245+6.2-8.4+6.2-6.4

σtt ~ 7  pb
σt ~ 3.5 pb

-

-
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•High PT jets
•b-jets
•1 to 2 high PT leptons
•Missing energy

bkgs_tt: W/Z(+jets), single top, 
QCD multi-jets, Di-bosons

~32.4%
~67.6%
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7th January 2014

Top quark decay: signatures
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Inclusive σtt :  dilepton - √s = 8 TeV
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ATLAS NOTE
ATLAS-CONF-2013-097

September 13, 2013

Measurement of the tt̄ production cross-section in pp collisions at⌅
s = 8 TeV using eµ events with b-tagged jets

The ATLAS Collaboration

Abstract

This note describes a measurement of the inclusive top-pair production cross-section
(⇥tt̄) with the full 2012 ATLAS data sample of 20.3 fb�1 of proton-proton collision data at
a centre-of-mass energy of

⌅
s = 8 TeV, using tt̄ events with an opposite-sign eµ pair in the

final state. Jets containing b quarks were tagged using an algorithm based on track impact
parameters and reconstructed secondary vertices. The numbers of events with exactly one
and exactly two b-tagged jets were counted and used to simultaneously determine ⇥tt̄ and
the e⇥ciency to reconstruct and b-tag a jet from a top quark decay, thereby minimising the
associated systematic uncertainties. The cross-section was measured to be:

⇥tt̄ = 237.7 ± 1.7 (stat) ± 7.4 (syst) ± 7.4 (lumi) ± 4.0 (beam energy) pb,

where the four uncertainties arise from data statistics, experimental and theoretical system-
atic e�ects, the integrated luminosity, and the LHC beam energy, giving a total relative
uncertainty of 4.8 %. The result is consistent with recent theoretical QCD calculations at
next-to-next-to-leading order.

c⇤ Copyright 2013 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.

• “External” Syst dominated: Lumi ~3.1%, 
E_b~1.7%, tt modelling ~1.5%  Elec. ID/isol ~1.4%
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the implementation of the fit to extract the cross-section in Section 5. The uncertainties on the selection
e⇥ciency for tt̄ events are discussed in Section 6, the evaluation of backgrounds in Section 7 and tagging
correlations between the two b-jets of the event in Section 8. Other small uncertainties are discussed in
Section 9. Finally, the results are given in Section 10 and conclusions in Section 11.

2 Analysis outline

The tt̄ cross-section is measured in the dileptonic eµ channel, where one top quark decays as t ⇥ Wb⇥
e⌅b and the other as t ⇥ Wb ⇥ µ⌅b.1 The final state of interest contains one electron, one muon (of
opposite charge sign), two b-jets from the top quark decays and missing transverse momentum from the
two neutrinos. Additional jets from initial- or final-state radiation (ISR/FSR), or from pileup, may also
be present.

To reduce the dependence on such additional jets (only a small fraction of which originate from b or
c quarks), the analysis only considers jets which are b-tagged as having a high probability of originating
from b-quarks. Each tt̄ pair produces two candidate b-jets, and a variable number of additional light
jets, which are ignored in the selection. Three event samples are defined: the number of events with
an electron and muon Neµ (the eµ preselection), the subset of these events which have exactly one b-
tagged jet (N1), and the subset which have exactly two b-tagged jets (N2). The latter two numbers can be
calculated as:

N1 = L⇧tt̄ �eµ2�b(1 �Cb�b) + Nbkg
1

N2 = L⇧tt̄ �eµCb�b
2 + Nbkg

2 (1)

where L is the integrated luminosity of the sample, ⇧tt̄ the tt̄ production cross-section, and �eµ the e⇥-
ciency for a tt̄ event to pass the eµ preselection. The combined probability for a b-jet from a top quark
decay to fall within the fiducial acceptance of the detector, be reconstructed as a jet with momentum
above the analysis cut, and to be tagged as a b-jet, is denoted by �b. If the decays of the two top quarks
and the subsequent reconstruction of the two b-tagged jets are completely independent, the probability
to tag both b-jets �bb is given by �bb = �b2. In practice, small correlations are present for both physical
and instrumental reasons, and these are taken into account with the tagging correlation Cb, defined as
Cb = �bb/�b2. As discussed further in Section 8, this correlation term also accounts for the small e�ect
of mistagging additional light quark jets from radiation in tt̄ events, and for possible small dependencies
of �eµ on the number of tagged jets. Background from events other than tt̄ production also contributes to
the event counts N1 and N2, and is taken into account via the background terms Nbkg

1 and Nbkg
2 .

In the analysis, events with one reconstructed electron with ET > 25 GeV and one reconstructed
muon with pT > 25 GeV are selected, giving a preselection e⇥ciency �eµ for tt̄ events of about 0.8%,
including the branching ratio of tt̄ ⇥ eµ⌅⌅̄bb̄ of about 2.3 %. The small contribution where one or both
leptons are produced via a W ⇥ ⌃ ⇥ e, µ decay is included in the signal definition. Jets reconstructed
with pT > 25 GeV and |⇥| < 2.5 are counted if they are tagged by the MV1 b-tagging algorithm with a
working point giving a nominal 70 % e⇥ciency for b-jets in tt̄ events. The product of jet and b-tagging
e⇥ciencies and acceptances �b is about 55 %. The analysis is a counting experiment in which the numbers
of 1 b-tag and 2 b-tag events N1 and N2 are determined from the data. The background Nbkg

1 in the 1-tag
sample is about 11 %, dominated by the associated production of a single top quark and a W boson (Wt),
and is estimated using Monte Carlo simulation. The 2 b-tag sample is about 96 % pure in tt̄ events, again
with a background dominated by Wt. Other backgrounds from Z+jets (with Z ⇥ ⌃⌃ ⇥ eµ), diboson
production and fake leptons are determined using both data and simulation. Monte Carlo simulation is
also used to determine the e⇥ciency of the preselection �eµ, and the tagging correlation Cb, which is close

1Charge-conjugate modes are implied unless otherwise stated.

3

∫Ldt ~ 20.3 fb-1 (2012)

89%

96%

tt purity

LaThuile 2014

• Require opposite sign (OS) eμ
• Bkg: single top (Wt) (from simul.), data-driven fake 

leptons (extrapol. from same sign lep. sample), Z+jets 
(extrapol.  from Z→μμ sample) 

-

δσtt/σtt ~4.8% - -

-
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Inclusive σtt   -  Summary  at √s = 7 & 8 TeV

• Systematics dominated, comparable to theory uncertainty 
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TOPLHC NOTE

ATLAS-CONF-2012-134
CMS PAS TOP-12-003

September 17, 2012

Combination of ATLAS and CMS top-quark pair cross-section

measurements using proton-proton collisions at
√
s = 7 TeV

The ATLAS and CMS Collaborations

Abstract

A combination of top-quark pair production cross-section (σtt̄) measurements at a centre-

of-mass energy of 7 TeV performed by the ATLAS and CMS experiments at the LHC

is presented. The combination includes σtt̄ measurements in the lepton+jets, di-lepton,

and all-jets channels which use between 0.7 and 1.1 fb−1 of proton-proton collisions. The

combined preliminary LHC measurement of the top-quark pair production cross-section is

σtt̄ = 173.3± 2.3 (stat.)± 7.6 (syst.)± 6.3 (lumi.) pb = 173.3± 10.1 pb for a top-quark mass

of 172.5 GeV/c2, corresponding to a total uncertainty of 5.8%. The result is in agreement

with the standard model prediction.

-

δσtt/σtt ~6.2% --

δσtt/σtt ~4.8% - -
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δσtt/σtt ~5.8% - -
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(a) High-purity b-tagged jets
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(b) Medium-purity b-tagged jets
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(c) Low-purity b-tagged jets

FIG. 2: Vertex mass distributions for all b-tagged jets in data events satisfying the nominal dilepton tt̄ event selection, with
no requirement on b-tagged jet multiplicity, compared to Monte Carlo predictions. By definition, jets with no reconstructed
secondary decay vertex are assigned to the ‘−1 GeV’ bin.

Background events from non-dilepton tt̄ processes
are included using Monte Carlo simulation, and enter
the fit with a fixed normalization. Monte Carlo simu-
lation is used to obtain templates for additional (non-
t →Wb) b-jets, c-jets, and LF jets.
In the fit to determine the number of b-tags from HF

jets in addition to the two b-jets from top-quark decay,
NHF, separate templates for each category of jet in each
of the three purity classes (high, medium, and low) are
used. The b-tagging efficiencies (Table II) for each fla-
vor of jet are used to relate the number of jets in each
purity bin. After the application of all constraints, the
fit has two floating parameters: the fraction of LF jets
and the fraction of additional b-jets. The fraction of
additional c-jets makes up the remainder.
Monte Carlo pseudo-experiments show that the fit-

ting method is unbiased in both best-fit values and es-
timated uncertainties. The fit strategy (including esti-
mates of statistical and systematic uncertainties) was
verified using 10% of the full data sample as well as
with Monte Carlo pseudo-experiments before the fit
was performed on the full data sample. These studies
indicated that the fit could achieve only a 1σ separation
of b- vs. c- jets based on the expected statistical uncer-
tainty alone. Inclusion of the systematic uncertainty
would further reduce the sensitivity. However, the LF-

jet fraction is expected to be measured with sufficient
precision to give a statistically significant measurement
of the total HF content, defined as the fraction of addi-
tional b-tagged jets not coming from LF jets. In the fit,
the individual fractions are not constrained to be posi-
tive or below unity.

VIII. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties may affect the shape of the
vertex mass and pT templates as well as the acceptance
calculations. For the systematic uncertainties on the
template shapes, the fit to the data is re-evaluated using
new templates, derived by varying the relevant param-
eters by their systematic uncertainties, and a new fit
to the data is performed. Major uncertainties that af-
fect the fit are the jet energy scale and resolution, the
tagging efficiencies for b-, c- and LF jets, the parton-
shower and hadronizationmodels, and theMonte Carlo
event generators.
The template for b-jets from top-quark decays is

nominally taken from the data with exactly two b-
tags. To account for kinematic biases due to additional
heavy-flavor jets in the event, a systematic uncertainty
on the shape of this template is assessed using b-jets
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tt + b/c+X (HF) is main bkg to tt+H,H→bb
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∫Ldt ~ 4.7 fb-1 (2011)

• 2 OS leptons, ≧ 2 jets, ee,μμ: high ETmiss cut & M(ℓℓ)≠mZ, 
eμ: high HT =∑jets,lepts pT  - Bkg: as in dilepton inclusive 

• In ≧ 3 b-tag ev. calculate

• In ≧ 3 jets & ≧ 2 b-tags ev. get

• Syst dominated: c-tagging (21%),fragm. (10%) flavour 
comp. (6%),

4

Jet multiplicity
2 3 4 5 6 7 8

Ev
en

ts

-110

1

10

210

310

410

510

610
Data
tt with no HF
Single top
Z+jets
WW/WZ/ZZ
Fake leptons
tt + HF
Syst. unc.

-1 L dt = 4.7 fb∫
ATLAS

 = 7 TeVs

Jet multiplicity
2 3 4 5 6 7 8

D
at

a/
M

C

0
0.5

1
1.5

2

(a)Zero b-tagged jets
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(b)One b-tagged jet
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(c)Two b-tagged jets

FIG. 1: Jet multiplicity distributions in dilepton tt̄ candidate events with (a) zero, (b) one, or (c) two b-tagged jets for the sum
of ee, µµ and eµ channels. The lower plots show the ratio between the data and the Monte Carlo predictions in each bin.
Uncertainties are statistical and systematic. The last bin contains any overflow.

ing exactly two opposite-sign leptons and at least two
jets. To reduce the background from Z/γ∗ processes,
events with like-flavor leptons are required to have
EmissT above 60 GeV and a dilepton invariant mass sat-
isfying |mℓ+ℓ− −mZ| > 10 GeV. For events with one
electron and one muon, the scalar sum of the lepton
and jet transverse momenta is required to be above
130 GeV to reduce the backgrounds from Z/γ∗ →
τ+τ−, as well as WW , WZ, and ZZ processes. This
set of selection criteria is termed the ‘nominal’ tt̄ selec-
tion criteria. The measurement of tt̄ + HF production
is carried out in the subset of these events that contain
three or more b-tagged jets, whereas the measurement
of tt̄ production with at least one additional jet is per-
formed in the subset with at least three jets, at least two
of which are b-tagged.
Using the nominal selection criteria described above,

data and Monte Carlo events are compared in three
control regions: dilepton tt̄ candidate events with zero,
one, or two b-tagged jets. Data-to-simulation normal-
ization corrections are applied to Monte Carlo simula-
tion samples when calculating acceptances to account
for observed differences in predicted and observed trig-
ger and lepton reconstruction efficiencies, jet flavor
tagging efficiencies and mistag rates, as well as jet and
lepton energy scales and resolutions. In Fig. 1, the jet
multiplicity distributions in the three regions are com-
pared to Monte Carlo predictions. Agreement is ob-
served within uncertainties.

V. DEFINITION OF THE FIDUCIAL PHASE SPACE
AND CALCULATION OF CORRECTION FACTORS

To allow comparison of the analysis results to the-
oretical predictions, the measurement is made within

a fiducial phase space. The fiducial volume is de-
fined in Monte Carlo simulation by requiring two lep-
tons (e, µ) from the t → Wb → ℓνb decays (includ-
ing electrons and muons coming from τ → ℓνντ ) with
pT > 25 (20) GeV for e (µ), and |η | < 2.5 as well as
three or more jets with pT > 25 GeV and |η |< 2.5.
In the simulation, jets are formed by considering all

particles with a lifetime longer than 10 ps, excluding
muons and neutrinos. Particles arising from pile-up in-
teractions are not considered. For the determination of
the tt̄ + HF fiducial cross section, σfid(tt̄+HF), three
or more jets are required to match a b- or c-quark, two
of which must match a b-quark from top-quark decay.
All simulated b- and c-quarks that were generated with
pT > 5 GeV are considered for the matching, and are
required to satisfy ∆R(quark, jet) < 0.25. Jets that
match both a b- and a c-quark are considered as b-jets.
For the calculation of σfid(tt̄+ j) three or more jets are
required, two of which must contain a b-quark from
top-quark decay.
Each fiducial cross section is determined using mea-

sured quantities from the data, and a correction factor
derived from the Monte Carlo simulation. The ratio of
cross sections is defined as:

RHF =
σfid(tt̄+HF)
σfid(tt̄+ j)

The fiducial cross section for tt̄ + HF production is de-
termined from:

σfid(tt̄+HF) =
NHF

∫

L dt · εHF
; (1)

whereNHF is the number, after background subtraction,
of b-tags from HF jets observed in the data, in addition

=
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(a)Zero b-tagged jets
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(b)One b-tagged jet
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(c)Two b-tagged jets

FIG. 1: Jet multiplicity distributions in dilepton tt̄ candidate events with (a) zero, (b) one, or (c) two b-tagged jets for the sum
of ee, µµ and eµ channels. The lower plots show the ratio between the data and the Monte Carlo predictions in each bin.
Uncertainties are statistical and systematic. The last bin contains any overflow.

ing exactly two opposite-sign leptons and at least two
jets. To reduce the background from Z/γ∗ processes,
events with like-flavor leptons are required to have
EmissT above 60 GeV and a dilepton invariant mass sat-
isfying |mℓ+ℓ− −mZ| > 10 GeV. For events with one
electron and one muon, the scalar sum of the lepton
and jet transverse momenta is required to be above
130 GeV to reduce the backgrounds from Z/γ∗ →
τ+τ−, as well as WW , WZ, and ZZ processes. This
set of selection criteria is termed the ‘nominal’ tt̄ selec-
tion criteria. The measurement of tt̄ + HF production
is carried out in the subset of these events that contain
three or more b-tagged jets, whereas the measurement
of tt̄ production with at least one additional jet is per-
formed in the subset with at least three jets, at least two
of which are b-tagged.
Using the nominal selection criteria described above,

data and Monte Carlo events are compared in three
control regions: dilepton tt̄ candidate events with zero,
one, or two b-tagged jets. Data-to-simulation normal-
ization corrections are applied to Monte Carlo simula-
tion samples when calculating acceptances to account
for observed differences in predicted and observed trig-
ger and lepton reconstruction efficiencies, jet flavor
tagging efficiencies and mistag rates, as well as jet and
lepton energy scales and resolutions. In Fig. 1, the jet
multiplicity distributions in the three regions are com-
pared to Monte Carlo predictions. Agreement is ob-
served within uncertainties.

V. DEFINITION OF THE FIDUCIAL PHASE SPACE
AND CALCULATION OF CORRECTION FACTORS

To allow comparison of the analysis results to the-
oretical predictions, the measurement is made within

a fiducial phase space. The fiducial volume is de-
fined in Monte Carlo simulation by requiring two lep-
tons (e, µ) from the t → Wb → ℓνb decays (includ-
ing electrons and muons coming from τ → ℓνντ ) with
pT > 25 (20) GeV for e (µ), and |η | < 2.5 as well as
three or more jets with pT > 25 GeV and |η |< 2.5.
In the simulation, jets are formed by considering all

particles with a lifetime longer than 10 ps, excluding
muons and neutrinos. Particles arising from pile-up in-
teractions are not considered. For the determination of
the tt̄ + HF fiducial cross section, σfid(tt̄+HF), three
or more jets are required to match a b- or c-quark, two
of which must match a b-quark from top-quark decay.
All simulated b- and c-quarks that were generated with
pT > 5 GeV are considered for the matching, and are
required to satisfy ∆R(quark, jet) < 0.25. Jets that
match both a b- and a c-quark are considered as b-jets.
For the calculation of σfid(tt̄+ j) three or more jets are
required, two of which must contain a b-quark from
top-quark decay.
Each fiducial cross section is determined using mea-

sured quantities from the data, and a correction factor
derived from the Monte Carlo simulation. The ratio of
cross sections is defined as:

RHF =
σfid(tt̄+HF)
σfid(tt̄+ j)

The fiducial cross section for tt̄ + HF production is de-
termined from:

σfid(tt̄+HF) =
NHF

∫

L dt · εHF
; (1)

whereNHF is the number, after background subtraction,
of b-tags from HF jets observed in the data, in addition
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to the two b-jets from top-quark decays. The integrated
luminosity of the sample is denoted as

∫

L dt, and εHF
is a correction factor taken from Monte Carlo simula-
tion that converts the number of observed b-tags from
additional HF jets to the number of events in the signal
fiducial volume. This correction factor includes the ac-
ceptance within the fiducial region, the reconstruction
efficiency, and a factor to account for the multiplicity
of extra b-tagged HF jets per tt̄+HF event in the signal
region. This correction factor is different for tt̄+b+X
(εb) and tt̄+ c+X (εc), and thus εHF is determined as
a weighted sum of these two contributions. The weight
used to form the sum is the fraction of tt̄+HF events
in the fiducial volume which contain additional b-jets
as opposed to c-jets. This fraction is termed Fb/HF. The
total correction factor (εHF) is calculated as:

εHF = Fb/HF · εb+(1−Fb/HF) · εc

The denominator for RHF, σfid(tt̄+ j), is computed us-
ing a similar prescription:

σfid(tt̄+ j) =
Nj

∫

L dt · ε j
; (2)

where Nj is the yield of dilepton events in data with at
least three jets, at least two of which are b-tagged, and
ε j is the tt̄ + j acceptance factor calculated from the
Monte Carlo simulation. The acceptance calculation
for each fiducial cross section assumes that all b-tagged
jets are from real HF quarks. Events with b-tagged jets
from LF quarks are treated as a background, and sub-
tracted when computing both NHF and Nj .
The ALPGEN + HERWIG Monte Carlo sample pre-

dicts εb = 0.19, εc = 0.06, and Fb/HF = 0.31. The total
correction factor is thus predicted to be εHF = 0.106 ±
0.005 (stat.) for σfid(tt̄+HF). For σfid(tt̄+ j) the ac-
ceptance factor is calculated to be ε j = 0.129 ± 0.001
(stat.).
The prediction for RHF from the ALPGEN + HER-

WIG Monte Carlo sample is 3.4%. The value ob-
tained from the POWHEG v1.01 [38] generator show-
ered with HERWIG [16] is RHF = 5.2%, with Fb/HF =
0.34. While this RHF value is different to that from
ALPGEN + HERWIG, the predicted Fb/HF values are
similar. Furthermore, a parton-level study using MAD-
GRAPH5 v1.47 [39] gives Fb/HF = 0.29. The value
of Fb/HF is also stable when different showering algo-
rithms are used: the ALPGEN + PYTHIA Monte Carlo
sample predicts a value of Fb/HF = 0.32, in good agree-
ment with the prediction when HERWIG is used. Based
on comparison of these predictions for Fb/HF, a sym-
metric 10% Monte Carlo systematic uncertainty is as-
signed, Fb/HF = 0.31±0.03. The prediction of Fb/HF is
also tested in data (see Sec. IX).

VI. EXPECTED SIGNAL AND BACKGROUND
YIELDS

Table I shows the number of events with ≥ 3 b-
tagged jets expected in the Monte Carlo simulation
from dilepton tt̄ production and from various back-
ground sources. At this point, no distinction is made
between events with a true additional HF jet and those
containing a mistagged LF jet. The number of observed
events is also shown. While Monte Carlo simulation is
used to estimate tt̄ + HF event rates and kinematic fea-
tures, data-drivenmethods andMonte Carlo simulation
are both used to estimate background processes, as de-
tailed below.
Background processes containing real b-jets and lep-

tons, such as single top-quark, Z/γ∗ + jets, and diboson
(WW , WZ, and ZZ) production, are estimated using
Monte Carlo simulation. Contributions from diboson
production are found to be negligible.
A major source of background comes from tt̄ events

in which one or more of the b-tagged jets is from a
mistagged LF jet. This background is estimated us-
ing Monte Carlo simulation for the measurement of
σfid(tt̄ + j). However, in the measurement of σfid(tt̄
+ HF), the final tt̄ + LF background is determined by
a fit to the vertex mass distribution of b-tagged jets in
data, as explained in Sec. VII.
Background from events in which at least one of the

leptons is either non-prompt (originating from e.g. a
photon conversion or b-quark decay) or is a misiden-
tified hadron, is estimated using data and Monte Carlo
simulation. For instance, W + jets, multi-jet, and tt̄
events with one hadronically decaying W boson can
contribute in this way. This contribution is deter-
mined by scaling the yield of events in the data with
a pair of same-sign leptons by the ratio of opposite-
sign to same-sign yields (ROS/SS) obtained in Monte
Carlo simulation. The opposite-sign to same-sign ratio
is determined separately for the three dilepton chan-
nels, and found to be 1.3 ± 0.1 (stat.) +1.8

−1.3 (syst.)
for e+e− events, 1.2 ± 0.1 (stat.) ± 0.7 (syst.) for
µ+µ− events, and 1.2 ± 0.1 (stat.) ± 0.5 (syst.) for
events with one electron and one muon. The system-
atic uncertainty takes into account the unknown relative
mixture of fake-lepton sources (photon conversions, b-
and c-hadron decays, or misidentified hadrons) in the
ROS/SS calculation. Since the central value of the pre-
diction for this background is zero events, only varia-
tions in ROS/SS that lead to larger background predic-
tions are considered in the systematic uncertainty cal-
culation. This method for estimating the background
due to events with fake leptons is validated in a control
sample of dilepton events with less restrictive lepton
identification requirements and no isolation criteria.
The dominant uncertainties on the total yield in Ta-

ble I come from the jet energy scale, b-tagging effi-
ciency, parton showering model, and initial- and final-

‣ εHF: from NHF to #ev. with ≧3 true b-/c-jets (2 top 
b-jets)←MC 

high b-jet purity sample
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from top-quark decays from Monte Carlo inclusive tt̄
events with three or more b-tagged jets.
The vertex mass of additional b- and c-jets is sen-

sitive to the number of HF quarks contained in a jet
(for instance, for bb̄ or cc̄ produced via gluon splitting).
The dominant uncertainty from this effect would mani-
fest itself as a difference in the shape of the template for
additional b-jets. To assess this uncertainty, the tem-
plate for additional b-jets is replaced by the template
for b-jets from top-quark decays.
By default, the normalization of the template for

b-jets from top-quark decays is fixed to two per
event. A systematic uncertainty on this normalization
is assessed by using the predicted normalization from
Monte Carlo simulation, which includes events with
less than two b-tags from top-quark decays, due to b-
tagging inefficiency. The total uncertainty due to spe-
cific template shape variations is referred to as ‘addi-
tional fit uncertainties’ for the rest of this paper.
Systematic uncertainties also affect the overall event

reconstruction efficiency. Dominant sources of uncer-
tainty for this category are: the tagging effiencies for
b-, c- and LF jets, the jet energy scale and resolution,
and the Monte Carlo event generator. Uncertainties on
the lepton identification efficiency, EmissT reconstruc-
tion, and fragmentation modeling are negligible. In
general, systematic uncertainties are evaluated on the
full data sample, with each uncertainty being taken as
the difference between the nominal and the varied re-
sulting values of RHF.
An important uncertainty in this analysis comes

from the flavor composition in the fiducial volume,
namely in the value of Fb/HF, the fraction of tt̄ + HF
events in the fiducial volumewhich contain b-jets, used
to calculate the correction factor εHF. As described in
Sec. V, an uncertainty of 10% on Fb/HF is estimated
using different Monte Carlo generators. It is possible
to evaluate Fb/HF using the data, but with the present
data set, significant discrimination between b- and c-
jets is not possible, making such a comparison of lim-
ited use. Nonetheless, the result of this study is pre-
sented as a point of comparison to the result obtained
from the Monte Carlo.

IX. RESULTS

In the 106 events in the signal sample (with ≥ 3 b-
tagged jets), there are 325 b-tagged jets. After subtract-
ing the non-tt̄ background component, and the contri-
bution from the tagged jets from the t→Wb decay, the
number of additional b-tags is found to be 105. As de-
scribed in Sec. VII, a template fit to all b-tagged jets is
performed to determine the flavor composition of these
additional b-tagged jets. The result of the fit to all 325
b-tagged jets is shown in Fig. 3. The weighted sums of
all fit templates are shown, with contributions for extra
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FIG. 3: The result of the template fit (solid line) to the ver-
tex mass distribution in data (points). Data are divided into
three groups depending on the purity of b-jets passing each
selection, as described in the text. The first three bins are
the vertex mass distributions for the high-purity b-tags, the
middle three bins for the medium-purity b-tags, and the last
three bins for the low-purity b-tags. Within each purity cat-
egory, the first bin contains jets with no reconstructed sec-
ondary vertex. The middle bin contains jets with ‘low’ mass:
less than 2 GeV. The third bin contains jets with ‘high’ mass:
greater than 2 GeV. The best fit is shown as a sum (labeled
as ‘Combined fit’, which includes the b-jets from top-quark
decay) with separate contributions from additional b- and c-
jets (labeled as ‘Heavy flavor’), and LF jets (labeled as ‘Light
flavor’).

TABLE III: Relative composition of b-tagged jets in the sig-
nal region, fitted in data and compared to the expectation
from Monte Carlo (MC) simulation. In data, the fractions
of LF and additional b-jets are determined by the fit. The
fraction of b-jets from top-quark decays is fixed in the fit to
two b-tags in each event. The contributions from tt̄ events
with a fake lepton, or non-tt̄ events are fixed in the fit using
the Monte Carlo simulation (those are labeled as ‘b-jets from
other sources’ in the table). The fraction of c-jets is inferred
from unitarity. All quoted errors are statistical.

Type of b-tag, fractions Data fit MC expectation
Additional LF jets, % 8 ± 4 20
Additional b-jets, % −2 ± 7 9
Additional c-jets, % 26 ± 8 3.5
b-jets from t →Wb, % 65 –

b-jets from other sources, % 2.5 –

HF and mistagged LF jets shown separately. The fitted
fractions of b-tags from LF jets and additional b-jets
are given in Table III. Of the 105 additional b-tags, 79
± 14 (stat.) ± 22 (syst.) are attributed to HF jets. A
detailed breakdown of the systematic uncertainties on
the total number of HF jets is shown in Table IV.
Using Eq. 1, the number of HF jets observed in

data, and the quoted correction factor εHF derived from

no # b-tag requirement 

≧ 3 b-tag ~106 events~325 jets

HF=tt+b +X and tt+c+X

large uncertainty on b- to c- separation →measure only HF

SM: 3.4% (ALPGEN) , 5.2% (POWHEG)   

Inclusive σtt+heavy flavour :dilepton-√s =7 TeV
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‣ εHF: from NHF to #ev. with ≧3 true jets (2 top b-jets)←MC 

[6.2 ±1.1(stat)±1.8 (syst)]%

- -
-

‣ NHF =#b-tags from combined HF = 79±26←Max lkl. 
fit of templates (tt, bkg, HF, mis-tag) to displaced 
vertex mass of b-tags & jet pT in 3 b-tag purity bins

-

‣ Nj = #events with tt + ≧ 1 jet =1541±41 ←cut & count-

-
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• Reconstruct tt with kinematic likel. fit 
(mt,mW constraint) → cut on quality of kine fit

• Unfold d(N-Nbkg)/dX to full phase space 
(regularized unfolding, linearity tests), scale 
with L and σtt →1/σtt dσtt/dX

9

--

t

νν

l+

W 
+

b

tW 
–

b

q

q'

Differential dσtt/dX:  l+jets √s = 7 TeV

 dN/dpT,top

 1/σtt dσtt/dpT,top

qqℓνbb  

  •Data-driven W+jets (normalize pre-tag with W+/W-  
asymmetry, extrapol. b-tag prob from 2-jet-bin) fake lep. 
(loose/tight matrix method), single top, dibosons (from sim.)

ATLAS-CONF-2013-099

• 1 isol. (e,μ), symmetric ET and mTW 
cuts, ≥ 4 central jets,  ≥1 b-tag

∫Ldt =  4.7 fb-1 (2011)

• Combine (e,μ)+jets channels with minimal 
covariance estimator (BLUE) including correlations
‣ Propagate syst uncertainties through unfolding: 

modify migration matrix & acceptances, fix data

-

-

- - -

X= pT,top , mtt , |y|tt , pT,tt - - -

8 Di↵erential Cross-section Determination

The measured di↵erential cross-sections are corrected for the e�ciency to pass the event selection, for
the detector resolution, and to account for the branching ratio for the tt̄ ! `+jets channel. To facilitate
the comparison to theoretical predictions, the cross-section measurements are defined with respect to
the top quarks before the decay (parton level), with kinematics of the top quarks modified by the QCD
radiation.

The e�ciency (✏ j) to pass the selection criteria in bin j for each variable is evaluated as the ratio of
the parton-level spectra before and after implementing the event selection at the reconstruction level. The
e�ciencies are displayed in Figure 5 and are typically in the 3–5% range. The decrease in the e�ciencies
at high values of pt

T, mtt̄, and ptt̄
T is primarily due to the increasingly large fraction of non-isolated leptons

and merged jets in events with high top-quark transverse momentum. There is also a decrease in the
e�ciency at high ytt̄ due to jets and leptons falling outside of the fiducial pseudorapidity range.

The influence of detector resolution is corrected through a process referred to as unfolding. The
measured distributions in the electron and muon channels are unfolded separately by a regularized in-
version of the migration matrix (symbolized byM�1) described in Section 8.1 and then the channels are
combined as described in Section 8.2. The formula used to extract the cross-section in each bin is:

d�
dX j
⌘ 1
�X j
·

P
i
M�1

ji [Di � Bi]

BR · L · ✏ j
, (5)

where �X j is the bin width, Di (Bi) are the data (expected background) yields in each bin of the recon-
structed variable, L is the integrated luminosity of the data sample, ✏ j is the event selection e�ciency,
and BR = 0.438 [47] is the branching ratio of tt̄ ! `+jets.

The normalized cross-section 1/� d�/dX j is computed by dividing by the measured total cross-
section, evaluated by integrating over all bins. The final results are presented as normalized di↵erential
cross-sections to focus the comparisons with theory on the shape di↵erences between data and prediction.
The normalized distributions also have reduced systematic uncertainties.

8.1 Unfolding Procedure

The binning for each of the distributions is determined based on the experimental resolution of the
kinematic variables, and then optimized to minimize the uncertainty on the final result. Typical values of
the fractional resolution for pt

T and mtt̄ are 25% and 15% respectively, while the fractional resolution for
ptt̄

T improves as a function of ptt̄
T and is 40% at 100 GeV. For ytt̄, the absolute resolution varies from 0.25

to 0.35, from central to forward rapidities.
The e↵ect of detector resolution is taken into account by constructing the migration matrices shown

in Figures 6 and 7. This is done with the tt̄ signal simulation, relating the variables of interest at the
reconstructed and parton levels. Each column of the matrix is normalized by the number of truth events
in that bin. The probability for truth events to remain in the same bin is therefore shown on the diagonal,
and the o↵-diagonal elements represent the fraction of truth events which migrate into other bins. The
fraction of events in the diagonal bins is always greater than 50%, but significant migrations are present
in several bins.

The regularized SVD [48] method is used for the unfolding procedure. A regularized unfolding
technique is chosen in order to prevent large statistical fluctuations which can be introduced when directly
inverting the migration matrix.

To ensure that the results are not biased by the MC used for unfolding, the parton-level spectra in MC
are altered by changing their slopes, and it is confirmed that these altered shapes are indeed recovered by
the unfolding based on the nominal migration matrices.

12
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FIG. 11. (Color online) Ratios of the NLO QCD predictions65 to the measured normalized di↵erential cross-sections for
di↵erent PDF sets (CT1024, MSTW2008NLO61, NNPDF2.362 and HERAPDF1.568) (markers) for the transverse momentum
of the hadronically decaying top-quark (ptT) (a), and the mass (mtt̄) (b) , the transverse momentum (ptt̄T) (c), and the absolute
value of the rapidity (|ytt̄|) (d) of the tt̄ system. The markers are o↵set in each bin and the bins are of equal size to allow
for better visibility. The gray bands indicate the total uncertainty on the data in each bin, while the error bars denote the
uncertainties on the predictions which include the internal PDF set variations and also fixed scale uncertainties.
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• Data show sensitivity to PDF with 
some preference for HeraPDF

 Compare with MC, NLO & approx NNLO

NNLO, generators for pt top
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predictions for pT,top >200 GeV

 Compare with different PDF sets

ATLAS-CONF-2013-099
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Inclusive σt, σt &σt :  t-chan √s = 7 TeV

11

--

ATLAS-CONF-2012-056

∫Ldt =  1.04 fb-1 (2011)• Extract σt, total  by binned max. likelihood fit of 
standard Neural Network distribution  to data in 2- 
& 3-jet bins (12 and 18 kin. vars: jet-lep masses, jet y,ET )

syst dominated
JES~16%, 

b-tag, 
generator

9 Conclusion

Single top quark production in the t-channel has been studied in 4.7 fb−1 of
√
s = 7 TeV data recorded

by the ATLAS detector in 2011. Events are selected in theW + 2 jets andW + 3 jets data set and exactly

one of the jets is required to be b-tagged. Both channels are combined by a simultaneous likelihood fit to

the neural network discriminant in both channels. We measure the following cross-sections of top-quark

and top-antiquark production in the t-channel:

σt(t) = 53.2 ± 1.7 (stat.) ± 10.6 (syst.) pb = 53.2 ± 10.8 pb and

σt(t̄) = 29.5 ± 1.5 (stat.) ± 7.3 (syst.) pb = 29.5+7.4−7.5 pb.

The measured cross-section ratio of t-channel top-quark and t-channel top-antiquark is

Rt = 1.81 ± 0.10 (stat.) +0.21−0.20 (syst.) = 1.81
+0.23
−0.22.

The measured value of Rt is compared to the predictions obtained with different PDF sets in Figure 9.

The statistical uncertainty of the measurement is at the same level as the uncertainties of the predictions

which is also approximately equal to the spread of the predictions of Rt. But the present measurement

is dominated by systematic uncertainties which need to be reduced to increase the leverage of the Rt

measurement on the u-quark and the d-quark PDFs.
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Figure 9: Calculated Rt values for different NLO PDF sets. The error contains the uncertainty on the

renormalisation and factorisation scales. The black line indicates the central value of the measured Rt

value. The combined statistical and systematic uncertainty of the measurement is shown in green, while

the statistical uncertainty is represented by the yellow error band.

References

[1] ATLAS Collaboration, Measurement of the Muon Charge Asymmetry from W Bosons Produced in

pp Collisions at
√
s = 7 TeV with the ATLAS detector, Phys. Lett. B701 (2011) 31–49.

[2] D0 Collaboration, V. Abazov et al.,Measurement of the muon charge asymmetry from W boson

decays, Phys. Rev. D77 (2008) 011106.

17

9 Conclusion

Single top quark production in the t-channel has been studied in 4.7 fb−1 of
√
s = 7 TeV data recorded

by the ATLAS detector in 2011. Events are selected in theW + 2 jets andW + 3 jets data set and exactly

one of the jets is required to be b-tagged. Both channels are combined by a simultaneous likelihood fit to

the neural network discriminant in both channels. We measure the following cross-sections of top-quark

and top-antiquark production in the t-channel:

σt(t) = 53.2 ± 1.7 (stat.) ± 10.6 (syst.) pb = 53.2 ± 10.8 pb and

σt(t̄) = 29.5 ± 1.5 (stat.) ± 7.3 (syst.) pb = 29.5+7.4−7.5 pb.

The measured cross-section ratio of t-channel top-quark and t-channel top-antiquark is

Rt = 1.81 ± 0.10 (stat.) +0.21−0.20 (syst.) = 1.81
+0.23
−0.22.

The measured value of Rt is compared to the predictions obtained with different PDF sets in Figure 9.

The statistical uncertainty of the measurement is at the same level as the uncertainties of the predictions

which is also approximately equal to the spread of the predictions of Rt. But the present measurement

is dominated by systematic uncertainties which need to be reduced to increase the leverage of the Rt

measurement on the u-quark and the d-quark PDFs.

tR
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 2.1 2.2

CT10

CT10 (+ D0 W asym.)

GJR08

MSTW2008

NNPDF 2.1

ABKM09

 resultATLAS

CT10

CT10 (+ D0 W asym.)

GJR08

MSTW2008

NNPDF 2.1

ABKM09

=7 TeVs  -1 dt = 4.7 fbL ∫ Preliminary     ATLAS

Figure 9: Calculated Rt values for different NLO PDF sets. The error contains the uncertainty on the

renormalisation and factorisation scales. The black line indicates the central value of the measured Rt

value. The combined statistical and systematic uncertainty of the measurement is shown in green, while

the statistical uncertainty is represented by the yellow error band.

References

[1] ATLAS Collaboration, Measurement of the Muon Charge Asymmetry from W Bosons Produced in

pp Collisions at
√
s = 7 TeV with the ATLAS detector, Phys. Lett. B701 (2011) 31–49.

[2] D0 Collaboration, V. Abazov et al.,Measurement of the muon charge asymmetry from W boson

decays, Phys. Rev. D77 (2008) 011106.

17

Process β̂

t channel top 1.27 ± 0.04
t channel antitop 1.30 ± 0.06

W+ heavy flavour 1.21 ± 0.03
W+ light jets 0.74 ± 0.11
Z+ jets, diboson 1.05 ± 0.10
tt̄,Wt 1.00 ± 0.02
s channel top 0.98 ± 0.10
s channel antitop 1.00 ± 0.10

Table 4: Estimators β̂ of the parameters of the likelihood function as obtained from the maximum likeli-

hood fit. The quoted uncertainties are statistical only.
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Figure 8: Neural network output distributions normalised to the result of the binned maximum-likelihood

fit in (a) the 2-jet tagged ℓ+ data set, (b) the 2-jet tagged ℓ− data set, (c) the 3-jet tagged ℓ+ data set, and
(d) the 3-jet tagged ℓ− data set.

the cross-section measurements of σt(t) and σt(t̄) and on the cross-section ratio Rt. We provide the

uncertainties evaluated for the observed signal and background rates as obtained from the maximum

15

• 1 isol. lep (e or μ), 2 or 3  jets with |η|<4.5, ETmiss cut, 
large mT(W)*→ fake lep. veto, 1 b-tag

• Bkg: simulated tt/Wt/s-chan, W/Z+jets, data-driven 
fake lep (el-like jet template normalized with ETmiss fit)

-

ATLAS Collaboration / Physics Letters B 717 (2012) 330–350 337

Table 3
Breakdown of the contribution of each source of uncertainty to the total uncertainty
of the measured t-channel cross section in data for the NN analysis and the cut-
based analysis. Theoretical uncertainties are included in the “Other backgrounds”
uncertainty category.

Source !σobs/σobs [%]

NN Cut-based

Data statistics ±5 ±8

Object modelling
Jets ±6 +3/−4
b-tagging efficiency ±13 ±12
Mistagging rate ±1 ±1
Lepton ±2 ±4
Emiss

T , calorimeter readout ±2 ±2

Monte Carlo
PDF ±3 ±4
Generator ±4 ±7
Parton shower ±5 ±11
ISR/FSR ±14 +19/−18
Forward jet modelling +6/−4 +7/−5
MC statistics ±3 ±4

Background normalisation
Multijets ±4 ±2
Other backgrounds ±1 ±6

Luminosity ±4 ±4

Total systematic uncertainties +24/−23 +30/−27
Total uncertainty ±24 +31/−28

6.5. Luminosity

The uncertainty on the integrated luminosity is 3.7% [13,14].
Table 3 shows the contribution of each source of uncertainty

to the total uncertainty on the measured t-channel cross section
(!σobs/σobs) for the neural network analysis and for the cut-based
analysis.

7. Cross section measurements

Both the cut-based and neural network analyses employ a
maximum-likelihood fit method to measure the single top-quark
t-channel cross section. The general likelihood function is given by
the product of the Poisson likelihoods in the individual channels.
The background rates are constrained by Gaussian priors. We use
the following equations:

L
(
βs;βb

j

)
=

M∏

k=1

e−µk · µnk
k

nk!
·

B∏

j=1

G
(
βb

j ;1,! j
)

with

µk = µs
k +

B∑

j=1

µb
jk, µs

k = βs · ν̃s · αs
k, and

µb
jk = βb

j · ν̃ j · α jk,

where M is the number of channels and B the number of back-
ground processes. The cut-based analysis uses M = 4 channels
separated by lepton charge and the number of jets, while in the
NN-based analysis M is equal to 28, namely the number of bins of
the NN discriminant in the 2-jet channel plus the number of bins
of the NN discriminant in the 3-jet channel. Here ν̃s and ν̃ j are,
respectively, the predicted number of signal events and the num-
ber of events of background j in the selected data set. The number
of observed (expected) events in channel k is denoted by nk (µk).
The expected number of events in channel k is µs

k for the sig-
nal and µb

jk for each background j. The fraction of events falling
in channel k is given by αs

k and α jk for signal and background

respectively. For the NN-based analysis the sets of αs
k and α jk con-

stitute the probability densities (shapes) of the NN discriminants.
The scale factors βs for signal and βb

j for the backgrounds are the
parameters of the likelihood function that are fitted to the data.
The Gaussian constraints on the background scale factors, ! j , are
set to the theoretical cross section uncertainty for all background
processes that do not use data-based estimates (tt̄ , W t , s-channel
and diboson), while W + jets backgrounds are constrained within
their data-derived uncertainties. The multijet background is fixed
to the value estimated from data.

The systematic uncertainties on the cross section measurement
are determined using a frequentist method based on a large num-
ber of pseudo-experiments. For each pseudo-experiment the ex-
pectation values of the backgrounds ν̃ j and of the signal ν̃s as well
as the relative distribution of events across the channels (αs

k and
α jk) are varied including all sources of uncertainties described in
Section 6 and the t-channel cross section is measured with the
maximum-likelihood fit. The distribution of measured cross sec-
tions is an estimator of the probability density function of all pos-
sible outcomes of the measurement and it is used to estimate the
uncertainty on the actual measurement.

The NN-based analysis yields, from a simultaneous measure-
ment in the 2-jet and 3-jet channels, a cross section of

σt = 83 ± 4 (stat.)+20
−19 (syst.) pb = 83 ± 20 pb.

The significance of the observed signal corresponds to 7.2 standard
deviations (6.0 expected). This is computed using as a test statis-
tic the Q -value, which is defined as the ratio of the value of the
likelihood function maximised for the Standard Model signal cross
section to the value of the likelihood function maximised for zero
signal.

The cut-based analysis measures, by combining four different
channels (positive and negative lepton charge, with two and three
jets) a cross section of σt = 92+29

−26 pb, in good agreement with the
NN-based measurement. The separation of candidate events ac-
cording to the lepton charge allows individual measurements of
the top-quark and top-antiquark cross sections, yielding the re-
sults σ (t) = 59+18

−16 pb and σ (t̄) = 33+13
−12 pb, that can be compared

to the theoretically predicted cross sections of 41.9+1.8
−0.8 pb and

22.7+0.9
−1.0 pb, respectively [9].

To test the compatibility, the two measurements from the NN-
based and cut-based analyses are combined using the Best Linear
Unbiased Estimator (BLUE) method [49]. The correlation coefficient
of the two analyses is 75% and was determined with ensemble
tests including all systematic uncertainties. Based on the ensemble
tests the two results are found to be compatible within one stan-
dard deviation. However, the combined result and its uncertainty
for the observed cross section measurement does not significantly
differ from the result obtained with the NN analysis alone.

8. Vtb measurement

Single top-quark production in the t-channel proceeds via a W -
t-b vertex and the measured cross section is proportional to |Vtb|2,
where Vtb is the relevant CKM matrix element. In the Standard
Model |Vtb| is close to one, but new physics contributions could
alter its value significantly.

The |Vtb| measurement is independent of assumptions about
the number of quark generations or about the unitarity of the CKM
matrix. The only assumptions required are that |Vtb| ≫ |Vtd|, |Vts|
and that the W -t-b interaction is an SM-like left-handed weak
coupling. Therefore, the tt̄ background rate is unaffected by a vari-
ation of |Vtb| since decays to a potential higher generation are
prohibited by kinematics. On the other hand, rates of single-top

• Extract σt  and σanti-t with same fit to NN 
distribution for pos and neg lep (e,μ) 
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We report a measurement of the cross section of single top-quark production in the t-channel using
1.04 fb−1 of pp collision data at

√
s = 7 TeV recorded with the ATLAS detector at the LHC. Selected

events feature one electron or muon, missing transverse momentum, and two or three jets, exactly one
of them identified as originating from a b quark. The cross section is measured by fitting the distribution
of a multivariate discriminant constructed with a neural network, yielding σt = 83±4 (stat.)+20

−19 (syst.) pb,
which is in good agreement with the prediction of the Standard Model. Using the ratio of the measured to
the theoretically predicted cross section and assuming that the top-quark-related CKM matrix elements
obey the relation |Vtb| ≫ |Vts|, |Vtd|, the coupling strength at the W -t-b vertex is determined to be
|Vtb| = 1.13+0.14

−0.13. If it is assumed that |Vtb| ! 1 a lower limit of |Vtb| > 0.75 is obtained at the 95%
confidence level.

© 2012 CERN. Published by Elsevier B.V. All rights reserved.

1. Introduction

At hadron colliders top quarks are predominantly produced in
pairs (top–antitop) via the flavour-conserving strong interaction.
Alternative production modes proceed via the weak interaction in-
volving a W -t-b vertex, leading to a single top-quark intermediate
state. Three subprocesses contribute to single top-quark produc-
tion: the exchange of a virtual W boson in the t-channel, or in the
s-channel, and the associated production of a top quark and an on-
shell W boson. The process with the highest cross section at the
Tevatron and at the LHC is the t-channel mode q + b → q′ + t .

In 2009, single top-quark production was observed by the CDF
[1] and DØ [2] Collaborations based on analyses counting the t-
channel and s-channel processes as signal. The observation of the
t-channel production mode has also been recently reported by
DØ [3], while the CMS Collaboration has published evidence of this
process at the LHC [4].

The single top-quark final state provides a direct probe of
the W -t-b coupling and is sensitive to many models of new
physics [5]. The measurement of the production cross section con-
strains the absolute value of the quark-mixing matrix element Vtb
[6,7] without assumptions about the number of quark generations
(see Ref. [8] for a recent measurement from the DØ Collaboration).
Alternatively, it allows the b-quark parton distribution function
(PDF) to be measured.

At the LHC, colliding protons at
√

s = 7 TeV, the sum of t and
t̄ cross sections is predicted to be: σt = 64.6+2.7

−2.0 pb [9] for the

✩ © CERN for the benefit of the ATLAS Collaboration.
⋆ E-mail address: atlas.publications@cern.ch.

leading t-channel process, σW t = 15.7 ± 1.1 pb [10] for W t associ-
ated production, and σs = 4.6 ± 0.2 pb [11] for the s-channel. The
analyses presented in this Letter consider only the t-channel pro-
cess as signal, while the other two single top-quark processes are
treated as backgrounds, assuming the Standard Model (SM) theo-
retical cross sections for these processes.

The W boson from the top-quark decay is reconstructed in its
leptonic decay modes eν , µν or τν , where the τ decays leptoni-
cally. Thus, selected events contain one charged lepton candidate,
e or µ; two or three hadronic high-pT jets; and missing transverse
momentum Emiss

T . Two jets are expected from the leading-order
(LO) process, while a third jet may arise from higher-order pro-
cesses. Exactly one of the jets is required to be identified as origi-
nating from a b-quark.

The measurement of σt is based on a fit to a multivariate
discriminant constructed with a neural network (NN) to separate
signal from background and the result is cross-checked using a cut-
based method, which additionally provides a breakdown for the t
and t̄ cross sections.

2. Data and simulated event samples

The analyses described in this Letter use proton–proton LHC
collision data at a centre-of-mass energy of 7 TeV collected with
the ATLAS detector [12] between March and June 2011. The se-
lected events were recorded based on single electron and muon
triggers. Stringent detector and data quality requirements are
applied, resulting in a data set corresponding to an integrated lu-
minosity of 1.04 ± 0.04 fb−1 [13,14].

Samples of simulated events for all three single top-quark pro-
cesses are produced with the AcerMC program (version 3.7) [15]

0370-2693/ © 2012 CERN. Published by Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2012.09.031
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Measurement of t-Channel Single Top-Quark Production in pp Collisions

at
√

s = 8 TeV with the ATLAS detector

The ATLAS Collaboration

Abstract

We present a measurement of the t-channel single-top quark production cross-section

in the lepton+jets channel with 5.8 fb−1 of
√

s = 8 TeV pp collision data, taken with the

ATLAS detector in 2012, using a neural network based discriminant. Selected events con-

tain one lepton, missing transverse momentum, and two or three jets, including one which

is b-tagged. The background model includes multijets, W+jets and top quark pair events,

with smaller contributions from Z+jets and diboson events. We show data-background com-

parisons for kinematic distributions and measure the t-channel production cross-section by

performing a combined binned maximum likelihood fit to the neural network output distri-

bution for the observed data with two and three jets. The measured t-channel cross-section

is σt = 95 ± 2 (stat.) ± 18 (syst.) pb = 95 ± 18 pb, which is in good agreement with the

Standard Model prediction. Using the ratio of the measured to the theoretically predicted

cross section and assuming that the top-quark-related CKM matrix elements obey the re-

lation |Vtb| ≫ |Vts|, |Vtd |, the coupling strength at the W-t-b vertex is determined to be

|Vtb| = 1.04+0.10
−0.11

. If it is assumed that |Vtb| ≤ 1, a lower limit of |Vtb| > 0.80 is obtained

at the 95% CL.

c⃝ Copyright 2012 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.

∫Ldt =  5.8 fb-1 (2012)

Table 3: Estimators β̂ of the parameters of the likelihood function as obtained from the maximum like-

lihood fit to data. The β̂ are scale factors that multiply the expected rate for each process. The quoted

uncertainties are statistical only.

Process β̂

t channel 1.08 ± 0.03

W+ heavy flavour 1.04 ± 0.03

W+ light jets 0.93 ± 0.04

Z+ jets, diboson 0.94 ± 0.10

tt̄,Wt, s channel 0.88 ± 0.01
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Figure 10: Neural network output distributions (a) for the two-jet sample and (b) for the three-jet sam-

ple. The signal and backgrounds are normalised to the fit result. The bottom panels show the relative

difference between observed data and expectation. The blue shaded band reflects the uncertainty from

the limited MC statistics and the uncertainty on the QCD multijet normalisation.

7.1 Estimation of the systematic uncertainties

The systematic uncertainties on the cross-section measurement are determined using a frequentist method

based on pseudo-experiments that accounts for variations of the signal acceptance, the background rates

and the shape of the NN output. The correlations between the different analysis channels are fully

accounted for by applying correlated systematic shifts across all channels. The RMS of the distribution of

fit results for the pseudo-datasets is an estimator for the expected uncertainty. The systematic uncertainty

on the measured parameters is similarly estimated using the measured β values for the single top-quark

t-channel signal and the backgrounds.

Table 4 shows the contributions to the total uncertainty on the cross-section measurement. The table

provides the uncertainties evaluated for the observed signal and background rates as obtained from the

maximum likelihood fit to the observed collision data. The total relative uncertainty on the measured

cross-section σt is ±19%.
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• Determine  If |Vtb |<1 |Vtb| > 0.80 at 95% C.L.

The value of |Vtb · f |2 is extracted by dividing the observed single top-quark t-channel cross section,

measured using the NN method, by the SM expectation [9]. The experimental and theoretical uncer-

tainties are added in quadrature. In principle Wt and s-channel production are also affected when |Vtb|
changes. However, their contributions are small and their variation does not change the t-channel fit

result. The result obtained is |Vtb · f | = 1.04+0.10
−0.11

. Setting f = 1 as in the SM, a lower limit on |Vtb| is
extracted: |Vtb| > 0.80 at the 95% CL.

8 Conclusion

Single top quark production in the t-channel has been studied in 5.8 fb−1 of
√

s = 8 TeV pp collision data

recorded with the ATLAS detector in 2012. Events are selected in two exclusive samples by requiring

either two jets or three jets, where exactly one of the jets is required to be b-tagged. The single top

t-channel cross-section is extracted in a simultaneous likelihood fit to a neural network discriminant in

both channels. We measure a cross-section of σt(t) = 95 ± 2 (stat.) ± 18 (syst.) pb = 95 ± 18 pb, which

is in excellent agreement with the SM prediction. The corresponding coupling at the W-t-b vertex is

|Vtb| = 1.04+0.10
−0.11

and the 95% C.L. lower limit on the CKM matrix element |Vtb| is 0.80. This result for

the cross-section is compared to the SM prediction and the
√

s = 7 TeV results in Fig. 11.
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Figure 11: Summary of ATLAS
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s = 8 TeV single top measurements.
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 δσt/σt ~19%

9 Conclusion

Single top quark production in the t-channel has been studied in 4.7 fb−1 of
√
s = 7 TeV data recorded

by the ATLAS detector in 2011. Events are selected in theW + 2 jets andW + 3 jets data set and exactly

one of the jets is required to be b-tagged. Both channels are combined by a simultaneous likelihood fit to

the neural network discriminant in both channels. We measure the following cross-sections of top-quark

and top-antiquark production in the t-channel:

σt(t) = 53.2 ± 1.7 (stat.) ± 10.6 (syst.) pb = 53.2 ± 10.8 pb and

σt(t̄) = 29.5 ± 1.5 (stat.) ± 7.3 (syst.) pb = 29.5+7.4−7.5 pb.

The measured cross-section ratio of t-channel top-quark and t-channel top-antiquark is

Rt = 1.81 ± 0.10 (stat.) +0.21−0.20 (syst.) = 1.81
+0.23
−0.22.

The measured value of Rt is compared to the predictions obtained with different PDF sets in Figure 9.

The statistical uncertainty of the measurement is at the same level as the uncertainties of the predictions

which is also approximately equal to the spread of the predictions of Rt. But the present measurement

is dominated by systematic uncertainties which need to be reduced to increase the leverage of the Rt

measurement on the u-quark and the d-quark PDFs.
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Figure 9: Calculated Rt values for different NLO PDF sets. The error contains the uncertainty on the

renormalisation and factorisation scales. The black line indicates the central value of the measured Rt

value. The combined statistical and systematic uncertainty of the measurement is shown in green, while

the statistical uncertainty is represented by the yellow error band.
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Abstract10

This paper presents the measurement of single top quark production in association with11

a W boson in a sample of 20.3 fb−1 of 8 TeV pp collisions collected in 2012 with the12

ATLAS detector at the LHC. Events containing leptonic decays (electron and muon) of13

both W bosons are selected by requiring one electron and one muon, oppositely-charged,14

and one or two central high pT jets. The Wt signal is separated from the backgrounds15

using a boosted decision tree combining several discriminating variables into one classifier.16

A template fit to the final classifier output distribution is used to extract the signal cross-17

section. The significance of the observed excess over the background prediction is obtained18

from ensemble testing. The measured Wt cross-section is 27.2 ± 2.8 (stat) ± 5.4 (syst) pb,19

which is in agreement with the Standard Model expectation and corresponds to a significance20

of 4.2σ. The measured cross-section is used to extract a direct measurement of the CKM21

matrix element |Vtb| = 1.10 ± 0.12. From this measurement a lower limit at the 95% CL of22

0.72 is derived.23
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Abstract10

This paper presents the measurement of single top quark production in association with11

a W boson in a sample of 20.3 fb−1 of 8 TeV pp collisions collected in 2012 with the12

ATLAS detector at the LHC. Events containing leptonic decays (electron and muon) of13

both W bosons are selected by requiring one electron and one muon, oppositely-charged,14

and one or two central high pT jets. The Wt signal is separated from the backgrounds15

using a boosted decision tree combining several discriminating variables into one classifier.16

A template fit to the final classifier output distribution is used to extract the signal cross-17

section. The significance of the observed excess over the background prediction is obtained18

from ensemble testing. The measured Wt cross-section is 27.2 ± 2.8 (stat) ± 5.4 (syst) pb,19

which is in agreement with the Standard Model expectation and corresponds to a significance20

of 4.2σ. The measured cross-section is used to extract a direct measurement of the CKM21

matrix element |Vtb| = 1.10 ± 0.12. From this measurement a lower limit at the 95% CL of22

0.72 is derived.23

σWt = 

significance: 4.2 s.d. 

∫Ldt =  20.3 fb-1 (2012)
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Figure 7: Background-subtracted BDT classifier for 1-jet (left) and 2-jet (right) events, using the fit result
for signal and backgrounds. The uncertainty band is the quadratic sum of all background uncertainties,
including profiled uncertainties.

sensitivity of this analysis, this implies Br(t → Wb) > 0.99. The observed |Vtb|2 is obtained by dividing
the measured cross-section by the theoretical cross-section (Eq. 1), calculated at a fixed top quark mass
of 172.5 GeV:

|Vtb · f |2 =
σexp

Wt

σtheory
Wt

, (3)

where f is a coupling which is allowed to be bigger than one ( f = 1 in the SM). The central value
and uncertainties on |Vtb · f |2 are then converted into a central value and uncertainties on |Vtb · f |. The
Gaussian distribution of |Vtb · f |2 defines a likelihood distribution from which a lower limit on |Vtb|2 is
obtained by integrating from one to smaller values until 95% of the |Vtb|2 area between zero and one is
covered. The resulting value defines the lower 95% CL limit on |Vtb|2, which again is converted into a
lower limit on |Vtb|.

Using the measurement from Eq. 2 and the theoretical cross-section from Eq. 1, the following value
is obtained for |Vtb · f |:

|Vtb · f | = 1.10 ± 0.12 (exp) ± 0.03 (theory) . (4)

Setting f = 1, a lower limit on |Vtb| is extracted: |Vtb| > 0.72 at 95% CL. This result is compatible
with the combination of direct measurements at the Tevatron: |Vtb · f | = 0.88+0.07

−0.07 [64] and the t-channel
measurements by ATLAS: |Vtb · f | = 1.04+0.10

−0.11 [13] and CMS: |Vtb · f | = 1.020 ± 0.049 [12].

8 Conclusion

The cross-section for the production of a single-top quark in association with a W boson has been mea-
sured with an integrated luminosity of 20.3 fb−1 of data collected with the ATLAS detector in 2012 at√

s = 8 TeV, using dilepton events in the eµ channel with at least one central b-tagged jet and missing
transverse momentum. A BDT classifier discriminates the signal from top quark pair events and the
cross-section is measured in a fit of the classifier output to data. The cross-section for Wt single-top
quark production is σ(pp → Wt + X) = 27.2 ± 2.8 (stat) ±5.4 (syst) pb, corresponding to an observed
significance of 4.2 s.d. for 4.0 s.d. expected. This result can be interpreted in terms of the CKM matrix

13

Wt evidence at 8 TeV!

If |Vtb |<1 |Vtb |>0.72 at 95%CL

Source ∆σ/σ [%]
observed expected

Data statistics 7.1 8.6
MC statistics 2.8 3.5
Experimental uncertainties
Lepton modeling 2.4 2.4
Jet identification 0.2 0.6
Jet energy scale 10 12
b-jet energy scale 5.0 6.3
Jet energy resolution 0.7 0.2
Emiss

T scale 4.1 5.0
Emiss

T resolution 4.5 5.3
Flavor tagging 8.4 9.4

Theory uncertainties
Wt/tt̄ overlap modeling 1.4 1.6
PDF 2.5 3.2
Background normalization 3.6 4.4
ISR/FSR 5.9 6.0
Wt generator and PS 11 11
tt̄ generator and PS 7.5 9.2

Luminosity 3.7 3.9
Total (syst) 20 23
Total (syst+stat) 21 24

Table 4: Breakdown of the uncertainty on the Wt cross-section.
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12

1-jet sample

t• OS eμ, 1 or 2 central high pT jets, ≥1 b-tag,
• Bkg: tt,diboson, Z+jets, data-driven (matrix method) 

fake lept.
-

ℓνℓνb
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✤  

• Limit on s-channel at √s =7 TeV

• First ATLAS + CMS combination at √s = 8 TeV !
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TOPLHC NOTE
ATLAS-CONF-2013-098

CMS-PAS-TOP-12-002

September 15, 2013

Combination of single top-quark cross-section measurements in the

t-channel at
√
s = 8 TeV with the ATLAS and CMS experiments

The ATLAS and CMS Collaborations

Abstract

A combination of measurements of the single top-quark production cross-section in the

t-channel at
√
s = 8 TeV by the ATLAS and CMS experiments at the LHC is presented.

The measurements from ATLAS and CMS are based on integrated luminosities of 5.8 fb−1

and 5.0 fb−1, respectively. The best linear unbiased estimator (BLUE) method is applied for

the combination, taking into account the individual contributions to systematic uncertainties

of the two experiments and their correlations. The combined single top-quark production

cross-section in the t-channel is σt-ch. = 85± 4 (stat.)± 11 (syst.)± 3 (lumi.) pb = 85± 12 pb

which is in agreement with the theoretical predictions.
δσt/σt ~14% 

Inclusive σt   -  Summary  at √s = 7 & 8 TeV

∫Ldt =  5.8 (5.0) fb-1 (2012))  

• Observation of t-channel
•  δσt/σt ~19% to 25% 

• Evidence on Wt channel
•  δσWt/σWt ~20% to 30% 

At √s =7 and 8 TeV

ATLAS-CONF-2013-098
CMS-PAS-TOP-12-002
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Conclusions & Outlook
• Top quark physics analysis is in full swing thanks to the combined  

performance of LHC & detectors: a very rich program is well under way.

• By exploiting  the LHC top quark factory ATLAS is testing top quark strong and 
electroweak inclusive production at unprecedented precisions 
‣ δσtt/σtt down to 4.8% compared to ~4% prediction uncertainty (NNLO+NNLL)
‣ δσt/σt ~19% to 25% for t and Wt channel: still space for improvement and for s-channel 

observation

• Differential cross sections measurements test SM tt production  and 
complement new physics searches in completely new phase space with 
10%-20%% relative uncertainties. 

• Stay tuned for more upcoming inclusive and differential results from RUN1!

• Look forward to Run 2 @ √s =13 TeV: uncharted kinematic phase space to be 
explored with ~factor 3 enhanced cross section
• higher precision inclusive, exclusive (tt+X) and differential cross section
• fiducial measurements

15
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S. Redaelli, LHC jamboree, 17-12-2010

Introduction

3

Units for the luminosity: 
! Peak luminosity given in event rate per unit of area! cm-2s-1:! 2010 goal = 1032cm-2s-1

! Integral luminosity (prop. to number of collisions)! ! fb-1!      : ! 2011 goal = 1 fb-1

L � N1N2nb

�2

Key parameters: 
! Ni = bunch intensity

! nb = number of bunches

! σ  = colliding beam size

The rate of new particle!s production 

is proportional to the luminosity:

Collisions at the LHC: counter-rotating, high-
intensity bunches of protons or heavy ions.

Nominal LHC parameters (7 TeV): 2808 bunches of 1.1x1011 protons, 0.000016 m size.

17

 LHC  : a Top producer

2012
   peak lumi: 7.7⋅1033 cm-2 s-1

   ∫Ldt ~22 fb-1 /exp•peak instantaneous 
luminosity:2.1⋅1032 

cm-2s-1

•delivered integrated 
luminosity~50 pb-1

 2010

Ad maiora..

design: ECM=14TeV , lumi 1034cm-2 s-1  
(~30 times Tevatron pp collider )

Ecm =8 TeVEcm=7 TeV

-
peak lumi  2⋅1033 cm-2 s-1  
∫Ldt ~5.6 fb-1 /exp

counter-rotating high intensity proton bunches colliding at center of mass 
energy (Ecm or √s ) = 7 TeV in 27 Km tunnel 

S. Redaelli, LHC jamboree, 17-12-2010

Introduction

3

Units for the luminosity: 
! Peak luminosity given in event rate per unit of area! cm-2s-1:! 2010 goal = 1032cm-2s-1

! Integral luminosity (prop. to number of collisions)! ! fb-1!      : ! 2011 goal = 1 fb-1

L � N1N2nb

�2

Key parameters: 
! Ni = bunch intensity

! nb = number of bunches

! σ  = colliding beam size

The rate of new particle!s production 

is proportional to the luminosity:

Collisions at the LHC: counter-rotating, high-
intensity bunches of protons or heavy ions.

Nominal LHC parameters (7 TeV): 2808 bunches of 1.1x1011 protons, 0.000016 m size.

Nevents(Δt)= ∫Ldt * cross section

Ecm(Tevatron)= 1.96 TeV

2011 Ecm =7 TeV

RUN1

RUN2 (start)
Ecm =13 TeV at start 
(14 to be decided later)

2015

 peak lumi: 1.6⋅1034 cm-2 s-1 ± 20%
   ∫Ldt ~40-45 fb-1 /exp per year
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http://lpcc.web.cern.ch/LPCC/index.php?page=luminosity_charts
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44m

25
m

 ATLAS:Top observer

ATLAS

Magne&c	  field 2	  T	  solenoid	  +	  toroid	  (0.5	  T	  barrel	  1	  T	  endcap)

Tracker Si	  pixels,	  strips	  +	  TRT;	  σ/pT	  ≈	  5x10-‐4pT	  +	  0.01	  

EM	  calorimeter Pb+LAr	  ;	  σ/E	  ≈	  10%/√E	  +	  0.007

Hadronic	  
calorimeter

Fe+scint.	  /	  Cu+LAr/W+LAr	  (10λ)

σ/E	  ≈	  50%/√E	  +	  0.03	  GeV	  (central)

Muon σ/pT	  ≈	  2%	  @	  50GeV	  to	  10%	  @	  1TeV	  (ID+MS)

Trigger L1	  +	  RoI-‐based	  HLT	  (L2+EF)

ATLAS

3 trigger levels for event selection

#:"

The ATLAS Detector!
g134,"[2'2,')("72,X&)?)5E"

26th February 2014

• ~6M tt, ~3M 
single top  
events 
produced by 
LHC in 
2011+2012
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Selection/Ingredients for top quark pairs/single-top

t t

b

bq
q

W

W l

ν
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Selection/Ingredients for top quark pairs/single-top

t t

Electron
• Good	  isolated	  calo	  object
• Matched	  to	  track
• ET>25	  GeV
• |η|∈[0;1.37][1.52;2.47]

Muon
• Segments	  in	  tracker	  

and	  muon	  detector
• Calo	  and	  track	  

isolation
• pT	  >	  20	  GeV	  |η|	  <	  2.5	  

(2.1	  for	  CMS)

b

bq
q

W

W l

ν

1923
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Selection/Ingredients for top quark pairs/single-top
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• Topological	  clusters,	  Anti-‐kT	  (R=0.4	  (0.5	  for	  

CMS)),	  MC	  Calibration	  checked	  w/data
• pT	  >	  25	  (20)	  GeV	  (30	  for	  CMS),	  	  	  	  |η|	  <	  2.5
• (large	  JVF	  =∑jet	  trk	  in	  PV	  pT/∑	  jet	  trk	  pT	  	  vs	  pile-‐up	  

jets,)	  

b

bq
q

W

W l

ν
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Selection/Ingredients for top quark pairs/single-top
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jets,)	  

b-‐Jet
• Displaced	  tracks	  or	  secondary	  lepton
• SV0:	  reconstruct	  sec.vertex
• JetProb:	  track/jet	  compatibility	  with	  prim.	  

vertex
• IP3D+SV1	  +/or	  JetFitter:	  advanced	  lkl/NN	  taggers
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W

W l

ν
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miss

• Vector	  sum	  of	  calo	  
energy	  deposits
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 Backgrounds estimates  (single lepton+jets)

20

• Di-bosons 
(WW,WZ,ZZ)

Simulated shape+
rate set to SM

• W+jets

• QCD
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August 14, 2011 – 13 : 52 DRAFT 6
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(a) e + jets channel
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(b) µ + jets channel

Figure 1: Event yields in the control and signal region for the (a) e + jets and (b) µ + jets channels. The
W+jets and QCD multijet contributions are extracted from data as explained in the text. All other physics
processes are normalized to the predictions from MC simulation.

QCD multijet events is obtained from data, the normalization for W+jets events is measured exploiting205

the W boson production charge asymmetry as described above, while the shape comes from MC. All206

other contributions are taken from MC prediction for both normalization and shape.207

A likelihood discriminant is built from these input variables using the projective likelihood option208

in the TMVA package [22]. The likelihood discriminant Di for an event i is defined as the ratio of the209

signal to the sum of signal and background likelihoods, where the individual likelihoods are products of210

the corresponding probability densities of the discriminating input variables. This approach assumes that211

the latter are uncorrelated.212

The discriminant function is evaluated for each physics process considered in this analysis and the213

corresponding template is created. For tt̄, Z+jets, single top and diboson production templates are ob-214

tained from simulation and normalized to the luminosity of the data sample. For W+jets, templates are215

also obtained from MC but normalized to the data-driven yield estimate. A template for the QCD mul-216

tijet background is obtained from data using loose and tight events weighted according to the matrix217

method. Templates containing 20 bins each are created for each of six analysis channels corresponding218

to di⇥erent lepton flavor (e or µ) and jet multiplicity (3, 4 and ⇥ 5 jets) and combined into one, 120 bin,219

histogram as shown in Fig. 6.220

The tt̄ cross section is extracted by performing a maximum-likelihood fit to the discriminant dis-221

tribution observed in data using templates for signal and all backgrounds. The likelihood is defined as222

follows:223

L(⇧�,⇧⇥) =
120�

k=1

P(µk, nk) �
�

j

G(� j,� j) �
�

i

G(⇥i, 1) (3)

where the first term represents the Poisson probability density of observing nk events in bin k given that224

µk is expected from the sum of all templates. The second term implements a number of free parameters225

� j in the maximum likelihood fit constrained by Gaussian distributions with width � j corresponding to226

the a priori uncertainty on these parameters. The last term incorporates systematic uncertainties i that227
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• simulated shape
• normalization: scale from charge 

asymmetry of W prod before b-tag, 
MC extrapolation to b-tagged region

• Single top

simulated shape+
rate from simul.

• “Fake” leptons:  mis-id 
jets,γ→e+e-, non-prompt 
leptons (b/c-decays), 
punch-through had

• Jet template:shape from jet 
triggered events with 1 high 
em. content jet. Normalize by 
fitting low ETmiss shape to data 
and extrapolate

Here N loose
real
and N loose

fake
are the numbers of events containing real and fake or non-prompt leptons, which

pass the loose lepton requirements; ϵreal and ϵfake are the efficiencies of real and fake loose leptons to be

selected as tight leptons. These efficiencies are defined as

ϵreal =
N
tight
real

N loose
real

and ϵfake =
N
tight
fake

N loose
fake

, (4)

where N
tight
real
and N

tight
fake
are the number of real and fake lepton events passing the tight selection criteria.

The efficiency ϵreal was measured using data control samples of Z boson decays to two leptons, while

ϵfake was measured from data control regions defined separately for the electron and muon channels,

where the contribution of fake leptons is dominant.

For the muon channel, the loose data sample was defined by dropping the isolation requirements on

the default muon selection. The fake lepton efficiencies were determined using a low mT (W) control

region with an additional inverted triangular cut, mT (W) < 20GeV, E
miss
T
+ mT (W) < 60GeV. The

efficiencies for signal leptons and fake leptons were parameterised as a function of muon |η| and pT in
order to account for the variation of the muon detector acceptance and hadronic activity from the detector

affecting muon isolation.

For the QCD background estimate in the electron channel, the loose data sample was defined by

modifying the electron isolation requirement: the total energy in a cone of ∆R = 0.2 around the electron

was required to be smaller than 6 GeV (instead of 3.5 GeV), after correcting for pile-up energy deposits.

The fake lepton efficiencies were determined using a low Emiss
T
control region (5GeV < Emiss

T
< 20GeV).

In both channels, contributions from W+jets and Z+jets backgrounds in the control region were

subtracted.

4.2 W+jets background estimation

The rate of W++jets production is larger than that of W−+jets production as the parton density of up

quarks in the proton is larger than that of down quarks. Theoretically, the ratio of W+ and W− cross-

sections is relatively well understood [24, 25]. Here this asymmetry is exploited to measure the total

W+jets rate from the data.

Since processes other than W+jets give equal numbers of positively and negatively charged leptons

to a good approximation, the formula

NW+ + NW− =

(
rMC + 1

rMC − 1

)
(D+ − D−), (5)

can be used to estimate the total W background to tt̄ in the semi-leptonic decay channel. Here D+(D−)

are the total numbers of events in data passing the selection cuts described in Section 3.2 (apart from the

b-tagging requirement) with positively (negatively) charged leptons, and rMC ≡
σ(pp→W+)
σ(pp→W−) is evaluated

from Monte Carlo simulation, using the same event selection.

The ratio rMC was found to be 1.56±0.07 in the electron channel and 1.66±0.06 in the muon channel.
The dominant uncertainties on rMC originate from uncertainties in parton distribution functions, the jet

energy scale, and the heavy flavour fraction inW+jet events.

Since the theoretical prediction for the heavy flavour fraction in W+jets suffers from large theoret-

ical uncertainties, a data-driven approach was developed to constrain these fractions. In this approach

samples with a lower jet multiplicity, obtained from the selection described in Section 3.2 but requiring

precisely one or two jets instead of four or more jets, were analysed. The numbers of W+jet events in

these samples, before and after tagging, were computed by subtracting the small contributions of other

4
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Backgrounds (di-lepton)

‣ Get probability for loose “fake” and real leptons to be 
in signal region ← control samples enriched with 
real (in Z window) or “fake” (low ETmiss) leptons 
‣ Combine with N(di-lep) for all loose/tight 

pairs→fake tight (i.e. signal) lep  
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• Z/γ* bkg (ee, μμ) :  scale non-Z/γ*-bkg-
subtracted data in Z-mass window control 
region with ratio of N(Z/γ*) in signal region to 
control region from simul.
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Figure 1: (a) Jet multiplicity distribution for ee+µµ+eµ events without b-tag. (b) Multiplicity distribu-
tion of b-tagged jets in ee+µµ+eµ events. Contributions from diboson and single top-quark events are
summarized as ‘Other EW’. Note that the events in (b) are not a simple subset of those in (a) because the
event selections for the b-tag and non-b-tag analyses differ.
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Figure 2: The HT distribution in the signal region for (a) the non-b-tag eµ channel, (b) the b-tagged eµ
channel. Contributions from diboson and single top-quark events are summarized as ‘Other EW’.
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• Fake leptons : generalized single lepton  
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Overall systematics dominated
22

Inclusive σtt   -   LHC at √s = 7 TeV-
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Inclusive σtt  vs √s: from Tevatron to LHC

Overall good agreement with predictions 

-
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Inclusive σtt+heavy flavour  :dilepton - √s =TeV

24

∫Ldt ~ 4.7 fb-1 (2011)
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1 Introduction107

Heavy quark pairs, cc̄ and bb̄, are expected to be produced in association with tt̄ dominantly via gluon108

splitting from initial and final-state radiation [1]. In addition, any heavy-flavor content of the proton109

could lead to the tt̄c and tt̄b final states. Lastly, initial-state gluon-spliting to either bb̄ or cc̄ can lead110

the tt + b and tt + c final states, respectively. Representative Feynman diagrams are shown in Fig. 1.111

At
√
s = 7 TeV predictions for the fraction of tt̄ events that contain an additional b or a c-jet with112

pT> 25 GeV, in |η| < 2.5 are 3.4% from Alpgen+Herwig. In reference [1], a 33% uncertainty is quoted113

on the predicted cross section for tt̄+bb̄. In a private communication the authors stated that the uncertainty114

is likely not decreased if one considers the ratio of tt̄ + bb̄ to the calculated total tt̄ cross section. Since115

tt̄+cc̄ is quite similar and these two process are predicted to dominate tt̄ +HF, we take a 33% uncertainty116

on the prediction of tt̄ + HF.117

A parton-level study of HF production using Alpgen (without showering) gives approximately 2.8%,118

in a decent agreement with MadGraph predictions (see Appendix C.1 for further details of the MadGraph119

generator level studies, and Appendix C.2 for further details on the parton-level study with Alpgen).120

Please note that the fiducial volume used in this study is slightly different than what appears in the final121

paper. During the review process, minor changes were suggested to the fiducial volume, and this study122

was not updated. The message, however, remains the same: without showering, Alpgen and MadGraph123

give consistent results for the ratio of fiducial volumes.124
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Figure 1: Feynman diagrams depicting production of tt̄ events with associated heavy flavor, either c-
quarks or b-quarks.

Electroweak processes, such as pp→ tt̄Z, Z → bb̄, pp → tt̄W, W → cs̄, and pp→ Wt + bb̄, would125

also contribute to the signature. Associated higgs production, pp→ tt̄H with subsequent decay H → bb̄,126

is also allowed within the standard model and would contribute to this signature. Taken together, tt̄ +127

W, Z,H are expected to contribute less than 0.1 % to our signal yield, however, so this contribution is not128

included in the rest of the analysis.129

Lastly, many beyond the standard model phenomena, such as fourth-generation vector-like quark130

decays and processes leading to four-top final states, would also produce additional heavy flavor in the tt̄131

candidate sample.132

We present a search for associated heavy-flavor production in tt̄ events in the dilepton channel in133

which both top quarks decay to isolated charged leptons. The signal region is taken to be events with three134

or more b-tags, with two of these tags presumed to be the b-quarks from the t and t̄ decay, tt̄ → W+W−bb̄.135
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(b)One b-tagged jet

Jet multiplicity
2 3 4 5 6 7 8

Ev
en

ts

-110

1

10

210

310

410

510

610 Data
tt with no HF
Single top
Z+jets
WW/WZ/ZZ
Fake leptons
tt + HF
Syst. unc.

-1 L dt = 4.7 fb∫
ATLAS

 = 7 TeVs

Jet multiplicity
2 3 4 5 6 7 8

D
at

a/
M

C

0
0.5

1
1.5

2

(c)Two b-tagged jets

FIG. 1: Jet multiplicity distributions in dilepton tt̄ candidate events with (a) zero, (b) one, or (c) two b-tagged jets for the sum
of ee, µµ and eµ channels. The lower plots show the ratio between the data and the Monte Carlo predictions in each bin.
Uncertainties are statistical and systematic. The last bin contains any overflow.

ing exactly two opposite-sign leptons and at least two
jets. To reduce the background from Z/γ∗ processes,
events with like-flavor leptons are required to have
EmissT above 60 GeV and a dilepton invariant mass sat-
isfying |mℓ+ℓ− −mZ| > 10 GeV. For events with one
electron and one muon, the scalar sum of the lepton
and jet transverse momenta is required to be above
130 GeV to reduce the backgrounds from Z/γ∗ →
τ+τ−, as well as WW , WZ, and ZZ processes. This
set of selection criteria is termed the ‘nominal’ tt̄ selec-
tion criteria. The measurement of tt̄ + HF production
is carried out in the subset of these events that contain
three or more b-tagged jets, whereas the measurement
of tt̄ production with at least one additional jet is per-
formed in the subset with at least three jets, at least two
of which are b-tagged.
Using the nominal selection criteria described above,

data and Monte Carlo events are compared in three
control regions: dilepton tt̄ candidate events with zero,
one, or two b-tagged jets. Data-to-simulation normal-
ization corrections are applied to Monte Carlo simula-
tion samples when calculating acceptances to account
for observed differences in predicted and observed trig-
ger and lepton reconstruction efficiencies, jet flavor
tagging efficiencies and mistag rates, as well as jet and
lepton energy scales and resolutions. In Fig. 1, the jet
multiplicity distributions in the three regions are com-
pared to Monte Carlo predictions. Agreement is ob-
served within uncertainties.

V. DEFINITION OF THE FIDUCIAL PHASE SPACE
AND CALCULATION OF CORRECTION FACTORS

To allow comparison of the analysis results to the-
oretical predictions, the measurement is made within

a fiducial phase space. The fiducial volume is de-
fined in Monte Carlo simulation by requiring two lep-
tons (e, µ) from the t → Wb → ℓνb decays (includ-
ing electrons and muons coming from τ → ℓνντ ) with
pT > 25 (20) GeV for e (µ), and |η | < 2.5 as well as
three or more jets with pT > 25 GeV and |η |< 2.5.
In the simulation, jets are formed by considering all

particles with a lifetime longer than 10 ps, excluding
muons and neutrinos. Particles arising from pile-up in-
teractions are not considered. For the determination of
the tt̄ + HF fiducial cross section, σfid(tt̄+HF), three
or more jets are required to match a b- or c-quark, two
of which must match a b-quark from top-quark decay.
All simulated b- and c-quarks that were generated with
pT > 5 GeV are considered for the matching, and are
required to satisfy ∆R(quark, jet) < 0.25. Jets that
match both a b- and a c-quark are considered as b-jets.
For the calculation of σfid(tt̄+ j) three or more jets are
required, two of which must contain a b-quark from
top-quark decay.
Each fiducial cross section is determined using mea-

sured quantities from the data, and a correction factor
derived from the Monte Carlo simulation. The ratio of
cross sections is defined as:

RHF =
σfid(tt̄+HF)
σfid(tt̄+ j)

The fiducial cross section for tt̄ + HF production is de-
termined from:

σfid(tt̄+HF) =
NHF

∫

L dt · εHF
; (1)

whereNHF is the number, after background subtraction,
of b-tags from HF jets observed in the data, in addition

=
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(c)Two b-tagged jets

FIG. 1: Jet multiplicity distributions in dilepton tt̄ candidate events with (a) zero, (b) one, or (c) two b-tagged jets for the sum
of ee, µµ and eµ channels. The lower plots show the ratio between the data and the Monte Carlo predictions in each bin.
Uncertainties are statistical and systematic. The last bin contains any overflow.

ing exactly two opposite-sign leptons and at least two
jets. To reduce the background from Z/γ∗ processes,
events with like-flavor leptons are required to have
EmissT above 60 GeV and a dilepton invariant mass sat-
isfying |mℓ+ℓ− −mZ| > 10 GeV. For events with one
electron and one muon, the scalar sum of the lepton
and jet transverse momenta is required to be above
130 GeV to reduce the backgrounds from Z/γ∗ →
τ+τ−, as well as WW , WZ, and ZZ processes. This
set of selection criteria is termed the ‘nominal’ tt̄ selec-
tion criteria. The measurement of tt̄ + HF production
is carried out in the subset of these events that contain
three or more b-tagged jets, whereas the measurement
of tt̄ production with at least one additional jet is per-
formed in the subset with at least three jets, at least two
of which are b-tagged.
Using the nominal selection criteria described above,

data and Monte Carlo events are compared in three
control regions: dilepton tt̄ candidate events with zero,
one, or two b-tagged jets. Data-to-simulation normal-
ization corrections are applied to Monte Carlo simula-
tion samples when calculating acceptances to account
for observed differences in predicted and observed trig-
ger and lepton reconstruction efficiencies, jet flavor
tagging efficiencies and mistag rates, as well as jet and
lepton energy scales and resolutions. In Fig. 1, the jet
multiplicity distributions in the three regions are com-
pared to Monte Carlo predictions. Agreement is ob-
served within uncertainties.

V. DEFINITION OF THE FIDUCIAL PHASE SPACE
AND CALCULATION OF CORRECTION FACTORS

To allow comparison of the analysis results to the-
oretical predictions, the measurement is made within

a fiducial phase space. The fiducial volume is de-
fined in Monte Carlo simulation by requiring two lep-
tons (e, µ) from the t → Wb → ℓνb decays (includ-
ing electrons and muons coming from τ → ℓνντ ) with
pT > 25 (20) GeV for e (µ), and |η | < 2.5 as well as
three or more jets with pT > 25 GeV and |η |< 2.5.
In the simulation, jets are formed by considering all

particles with a lifetime longer than 10 ps, excluding
muons and neutrinos. Particles arising from pile-up in-
teractions are not considered. For the determination of
the tt̄ + HF fiducial cross section, σfid(tt̄+HF), three
or more jets are required to match a b- or c-quark, two
of which must match a b-quark from top-quark decay.
All simulated b- and c-quarks that were generated with
pT > 5 GeV are considered for the matching, and are
required to satisfy ∆R(quark, jet) < 0.25. Jets that
match both a b- and a c-quark are considered as b-jets.
For the calculation of σfid(tt̄+ j) three or more jets are
required, two of which must contain a b-quark from
top-quark decay.
Each fiducial cross section is determined using mea-

sured quantities from the data, and a correction factor
derived from the Monte Carlo simulation. The ratio of
cross sections is defined as:

RHF =
σfid(tt̄+HF)
σfid(tt̄+ j)

The fiducial cross section for tt̄ + HF production is de-
termined from:

σfid(tt̄+HF) =
NHF

∫

L dt · εHF
; (1)

whereNHF is the number, after background subtraction,
of b-tags from HF jets observed in the data, in addition

5

to the two b-jets from top-quark decays. The integrated
luminosity of the sample is denoted as

∫

L dt, and εHF
is a correction factor taken from Monte Carlo simula-
tion that converts the number of observed b-tags from
additional HF jets to the number of events in the signal
fiducial volume. This correction factor includes the ac-
ceptance within the fiducial region, the reconstruction
efficiency, and a factor to account for the multiplicity
of extra b-tagged HF jets per tt̄+HF event in the signal
region. This correction factor is different for tt̄+b+X
(εb) and tt̄+ c+X (εc), and thus εHF is determined as
a weighted sum of these two contributions. The weight
used to form the sum is the fraction of tt̄+HF events
in the fiducial volume which contain additional b-jets
as opposed to c-jets. This fraction is termed Fb/HF. The
total correction factor (εHF) is calculated as:

εHF = Fb/HF · εb+(1−Fb/HF) · εc

The denominator for RHF, σfid(tt̄+ j), is computed us-
ing a similar prescription:

σfid(tt̄+ j) =
Nj

∫

L dt · ε j
; (2)

where Nj is the yield of dilepton events in data with at
least three jets, at least two of which are b-tagged, and
ε j is the tt̄ + j acceptance factor calculated from the
Monte Carlo simulation. The acceptance calculation
for each fiducial cross section assumes that all b-tagged
jets are from real HF quarks. Events with b-tagged jets
from LF quarks are treated as a background, and sub-
tracted when computing both NHF and Nj .
The ALPGEN + HERWIG Monte Carlo sample pre-

dicts εb = 0.19, εc = 0.06, and Fb/HF = 0.31. The total
correction factor is thus predicted to be εHF = 0.106 ±
0.005 (stat.) for σfid(tt̄+HF). For σfid(tt̄+ j) the ac-
ceptance factor is calculated to be ε j = 0.129 ± 0.001
(stat.).
The prediction for RHF from the ALPGEN + HER-

WIG Monte Carlo sample is 3.4%. The value ob-
tained from the POWHEG v1.01 [38] generator show-
ered with HERWIG [16] is RHF = 5.2%, with Fb/HF =
0.34. While this RHF value is different to that from
ALPGEN + HERWIG, the predicted Fb/HF values are
similar. Furthermore, a parton-level study using MAD-
GRAPH5 v1.47 [39] gives Fb/HF = 0.29. The value
of Fb/HF is also stable when different showering algo-
rithms are used: the ALPGEN + PYTHIA Monte Carlo
sample predicts a value of Fb/HF = 0.32, in good agree-
ment with the prediction when HERWIG is used. Based
on comparison of these predictions for Fb/HF, a sym-
metric 10% Monte Carlo systematic uncertainty is as-
signed, Fb/HF = 0.31±0.03. The prediction of Fb/HF is
also tested in data (see Sec. IX).

VI. EXPECTED SIGNAL AND BACKGROUND
YIELDS

Table I shows the number of events with ≥ 3 b-
tagged jets expected in the Monte Carlo simulation
from dilepton tt̄ production and from various back-
ground sources. At this point, no distinction is made
between events with a true additional HF jet and those
containing a mistagged LF jet. The number of observed
events is also shown. While Monte Carlo simulation is
used to estimate tt̄ + HF event rates and kinematic fea-
tures, data-drivenmethods andMonte Carlo simulation
are both used to estimate background processes, as de-
tailed below.
Background processes containing real b-jets and lep-

tons, such as single top-quark, Z/γ∗ + jets, and diboson
(WW , WZ, and ZZ) production, are estimated using
Monte Carlo simulation. Contributions from diboson
production are found to be negligible.
A major source of background comes from tt̄ events

in which one or more of the b-tagged jets is from a
mistagged LF jet. This background is estimated us-
ing Monte Carlo simulation for the measurement of
σfid(tt̄ + j). However, in the measurement of σfid(tt̄
+ HF), the final tt̄ + LF background is determined by
a fit to the vertex mass distribution of b-tagged jets in
data, as explained in Sec. VII.
Background from events in which at least one of the

leptons is either non-prompt (originating from e.g. a
photon conversion or b-quark decay) or is a misiden-
tified hadron, is estimated using data and Monte Carlo
simulation. For instance, W + jets, multi-jet, and tt̄
events with one hadronically decaying W boson can
contribute in this way. This contribution is deter-
mined by scaling the yield of events in the data with
a pair of same-sign leptons by the ratio of opposite-
sign to same-sign yields (ROS/SS) obtained in Monte
Carlo simulation. The opposite-sign to same-sign ratio
is determined separately for the three dilepton chan-
nels, and found to be 1.3 ± 0.1 (stat.) +1.8

−1.3 (syst.)
for e+e− events, 1.2 ± 0.1 (stat.) ± 0.7 (syst.) for
µ+µ− events, and 1.2 ± 0.1 (stat.) ± 0.5 (syst.) for
events with one electron and one muon. The system-
atic uncertainty takes into account the unknown relative
mixture of fake-lepton sources (photon conversions, b-
and c-hadron decays, or misidentified hadrons) in the
ROS/SS calculation. Since the central value of the pre-
diction for this background is zero events, only varia-
tions in ROS/SS that lead to larger background predic-
tions are considered in the systematic uncertainty cal-
culation. This method for estimating the background
due to events with fake leptons is validated in a control
sample of dilepton events with less restrictive lepton
identification requirements and no isolation criteria.
The dominant uncertainties on the total yield in Ta-

ble I come from the jet energy scale, b-tagging effi-
ciency, parton showering model, and initial- and final-
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TABLE IV: Summary of systematic uncertainties (in %) on
the measurement of the ratio of fiducial cross sections, RHF.
Uncertainties are quoted separately for the number of HF jets
measured in the fit (NHF), the portion of the calculation af-
fecting only the correction factors (εHF), and the full calcu-
lation. As the fit prefers 100% charm for additional heavy-
flavor jets, it is sensitive to differences in the extra b-tagged
jets from the c-quark template shape.

Source % (NHF) % (εHF) % (full)
Lepton reconstruction 0.1 0.2 0.2

Jet reconstruction and calibration 3.5 1.6 6.9
EmissT reconstruction 0.5 0.6 0.9
Fake-lepton estimate 3.4 0.0 3.4

Tagging efficiency for b-jets 1.1 2.4 3.1
Tagging efficiency for c-jets 25.0 5.9 21.2
Tagging efficiency for light jets 8.4 0.2 8.4
Fragmentation modeling 6.5 15.7 10.2
Generator variation 0.7 1.0 1.8

Initial- and final-state radiation 0.1 1.7 1.9
PDF uncertainties 1.6 1.0 2.8

Additional fit uncertainties 6.6 – 6.6
Fiducial flavor composition 0.0 6.0 6.0

Total systematic 29 13 28

the Monte Carlo simulation for tt̄ + HF production,
σfid(tt̄ +HF) is found to be 0.16 ± 0.03 (stat.) pb.
ALPGEN interfaced with HERWIG predicts a value of
0.10 pb.
The uncertainty on the fitted fraction of light-flavor

jets is significantly smaller than the uncertainty on the
fitted fraction of additional b-jets. This is understood
as an effect of fitting in multiple b-purity bins: the low-
purity bin is dominated by light-flavor jets and thus
gives improved discrimination. The data resolve the
total observed HF production rate with a significance
of about 3σ .
In the data, 1656 tt̄ dilepton candidate events are ob-

served with at least three jets, at least two of which
are b-tagged. The total background estimate, which is
dominated by LF jets misidentified as b-jets from top-
quark decay, is found to be 112 ± 4 (stat.), leading
to a background subtracted yield of 1544 ± 41 (stat.).
Using Eq. 2, and the quoted acceptance factor for tt̄+ j
production,σfid(tt̄+ j) is found to be 2.55± 0.07 (stat.)
pb, compared to 2.83 pb predicted by ALPGEN and
HERWIG. Taking into account the total uncertainty, it
is found that RHF = [6.2± 1.1 (stat.)± 1.8 (syst.)]%.
A full breakdown of the systematic uncertainties con-
tributing to RHF is given in Table IV.
The extracted value of σfid(tt̄ + HF) is very sensi-

tive to the value of Fb/HF. As indicated in Sec. V, the
efficiency for tt̄+ b+X events is approximately a fac-
tor of three higher than the corresponding efficiency for
tt̄+c+X events, implying a potential change in σfid(tt̄
+ HF) by a factor of three if Fb/HF is allowed to vary
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FIG. 4: The ratio RHF of fiducial cross sections as a func-
tion of Fb/HF, the ratio of tt̄ events with additional b-quarks
to tt̄ events with additional b- or c-quarks. The value of
Fb/HF = 0.31± 0.03 is indicated with a vertical dashed line
with the band around it showing the 1σ uncertainty. The fit-
ted fraction of additional b-jets is used to extract Fb/HF (solid
vertical line) from the data. The statistical uncertainty from
the fit is used to define 1σ and 2σ uncertainty bands.

over the full range [0, 1].
Using the fitted fraction of additional b-jets in data

results in Fb/HF = −0.02, with one and two sigma sta-
tistical upper bounds of Fb/HF = 0.09 and 0.27, respec-
tively. This value is found to be compatible with the
predicted value to within 1σ when systematic uncer-
tainties are included. Figure 4 shows RHF as a func-
tion of Fb/HF. The predicted and data-driven ranges
of Fb/HF are overlaid. With Fb/HF = −0.02 the central
value for RHF is determined as 10.7%.

X. CONCLUSIONS

A 4.7 fb−1 sample of 7 TeV proton–proton colli-
sions recorded by the ATLAS detector at the LHC was
used to measure the ratio RHF of the fiducial cross sec-
tion for the production of tt̄ events with at least one
additional HF quark jet (tt̄+b+X or tt̄+c+X) to that
for the production of tt̄ events with at least one addi-
tional jet, regardless of flavor, each with pT > 25 GeV
and |η | < 2.5. A fit to the vertex mass distribution for
b-tagged jets in tt̄ candidate events with three or more
b-tagged jets is performed to determine the heavy- and
light-flavor content of the additional b-tagged jets. The
result of the fit shows that 79 ± 14 (stat.) ± 22 (syst.)
of the 105 selected b-tagged jets originate from HF
quarks, three standard deviations away from the hy-
pothesis of zero tt̄ + HF production. A value of RHF =
[6.2±1.1 (stat.)±1.8 (syst.)]% is extracted. This value
of RHF is consistent with the leading order predictions
of 3.4% obtained from the ALPGEN Monte Carlo gen-
erator interfaced with HERWIG and 5.2% from a calcu-
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to the two b-jets from top-quark decays. The integrated
luminosity of the sample is denoted as

∫

L dt, and εHF
is a correction factor taken from Monte Carlo simula-
tion that converts the number of observed b-tags from
additional HF jets to the number of events in the signal
fiducial volume. This correction factor includes the ac-
ceptance within the fiducial region, the reconstruction
efficiency, and a factor to account for the multiplicity
of extra b-tagged HF jets per tt̄+HF event in the signal
region. This correction factor is different for tt̄+b+X
(εb) and tt̄+ c+X (εc), and thus εHF is determined as
a weighted sum of these two contributions. The weight
used to form the sum is the fraction of tt̄+HF events
in the fiducial volume which contain additional b-jets
as opposed to c-jets. This fraction is termed Fb/HF. The
total correction factor (εHF) is calculated as:

εHF = Fb/HF · εb+(1−Fb/HF) · εc

The denominator for RHF, σfid(tt̄+ j), is computed us-
ing a similar prescription:

σfid(tt̄+ j) =
Nj

∫

L dt · ε j
; (2)

where Nj is the yield of dilepton events in data with at
least three jets, at least two of which are b-tagged, and
ε j is the tt̄ + j acceptance factor calculated from the
Monte Carlo simulation. The acceptance calculation
for each fiducial cross section assumes that all b-tagged
jets are from real HF quarks. Events with b-tagged jets
from LF quarks are treated as a background, and sub-
tracted when computing both NHF and Nj .
The ALPGEN + HERWIG Monte Carlo sample pre-

dicts εb = 0.19, εc = 0.06, and Fb/HF = 0.31. The total
correction factor is thus predicted to be εHF = 0.106 ±
0.005 (stat.) for σfid(tt̄+HF). For σfid(tt̄+ j) the ac-
ceptance factor is calculated to be ε j = 0.129 ± 0.001
(stat.).
The prediction for RHF from the ALPGEN + HER-

WIG Monte Carlo sample is 3.4%. The value ob-
tained from the POWHEG v1.01 [38] generator show-
ered with HERWIG [16] is RHF = 5.2%, with Fb/HF =
0.34. While this RHF value is different to that from
ALPGEN + HERWIG, the predicted Fb/HF values are
similar. Furthermore, a parton-level study using MAD-
GRAPH5 v1.47 [39] gives Fb/HF = 0.29. The value
of Fb/HF is also stable when different showering algo-
rithms are used: the ALPGEN + PYTHIA Monte Carlo
sample predicts a value of Fb/HF = 0.32, in good agree-
ment with the prediction when HERWIG is used. Based
on comparison of these predictions for Fb/HF, a sym-
metric 10% Monte Carlo systematic uncertainty is as-
signed, Fb/HF = 0.31±0.03. The prediction of Fb/HF is
also tested in data (see Sec. IX).

VI. EXPECTED SIGNAL AND BACKGROUND
YIELDS

Table I shows the number of events with ≥ 3 b-
tagged jets expected in the Monte Carlo simulation
from dilepton tt̄ production and from various back-
ground sources. At this point, no distinction is made
between events with a true additional HF jet and those
containing a mistagged LF jet. The number of observed
events is also shown. While Monte Carlo simulation is
used to estimate tt̄ + HF event rates and kinematic fea-
tures, data-drivenmethods andMonte Carlo simulation
are both used to estimate background processes, as de-
tailed below.
Background processes containing real b-jets and lep-

tons, such as single top-quark, Z/γ∗ + jets, and diboson
(WW , WZ, and ZZ) production, are estimated using
Monte Carlo simulation. Contributions from diboson
production are found to be negligible.
A major source of background comes from tt̄ events

in which one or more of the b-tagged jets is from a
mistagged LF jet. This background is estimated us-
ing Monte Carlo simulation for the measurement of
σfid(tt̄ + j). However, in the measurement of σfid(tt̄
+ HF), the final tt̄ + LF background is determined by
a fit to the vertex mass distribution of b-tagged jets in
data, as explained in Sec. VII.
Background from events in which at least one of the

leptons is either non-prompt (originating from e.g. a
photon conversion or b-quark decay) or is a misiden-
tified hadron, is estimated using data and Monte Carlo
simulation. For instance, W + jets, multi-jet, and tt̄
events with one hadronically decaying W boson can
contribute in this way. This contribution is deter-
mined by scaling the yield of events in the data with
a pair of same-sign leptons by the ratio of opposite-
sign to same-sign yields (ROS/SS) obtained in Monte
Carlo simulation. The opposite-sign to same-sign ratio
is determined separately for the three dilepton chan-
nels, and found to be 1.3 ± 0.1 (stat.) +1.8

−1.3 (syst.)
for e+e− events, 1.2 ± 0.1 (stat.) ± 0.7 (syst.) for
µ+µ− events, and 1.2 ± 0.1 (stat.) ± 0.5 (syst.) for
events with one electron and one muon. The system-
atic uncertainty takes into account the unknown relative
mixture of fake-lepton sources (photon conversions, b-
and c-hadron decays, or misidentified hadrons) in the
ROS/SS calculation. Since the central value of the pre-
diction for this background is zero events, only varia-
tions in ROS/SS that lead to larger background predic-
tions are considered in the systematic uncertainty cal-
culation. This method for estimating the background
due to events with fake leptons is validated in a control
sample of dilepton events with less restrictive lepton
identification requirements and no isolation criteria.
The dominant uncertainties on the total yield in Ta-

ble I come from the jet energy scale, b-tagging effi-
ciency, parton showering model, and initial- and final-

Large sensitivity to fraction of tt+b+X
Large uncertainty on fraction of tt+b+X

-
-

frac of tt+b+X of tt+HF (b and c +X)- -
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TABLE IV: Summary of systematic uncertainties (in %) on
the measurement of the ratio of fiducial cross sections, RHF.
Uncertainties are quoted separately for the number of HF jets
measured in the fit (NHF), the portion of the calculation af-
fecting only the correction factors (εHF), and the full calcu-
lation. As the fit prefers 100% charm for additional heavy-
flavor jets, it is sensitive to differences in the extra b-tagged
jets from the c-quark template shape.

Source % (NHF) % (εHF) % (full)
Lepton reconstruction 0.1 0.2 0.2

Jet reconstruction and calibration 3.5 1.6 6.9
EmissT reconstruction 0.5 0.6 0.9
Fake-lepton estimate 3.4 0.0 3.4

Tagging efficiency for b-jets 1.1 2.4 3.1
Tagging efficiency for c-jets 25.0 5.9 21.2
Tagging efficiency for light jets 8.4 0.2 8.4
Fragmentation modeling 6.5 15.7 10.2
Generator variation 0.7 1.0 1.8

Initial- and final-state radiation 0.1 1.7 1.9
PDF uncertainties 1.6 1.0 2.8

Additional fit uncertainties 6.6 – 6.6
Fiducial flavor composition 0.0 6.0 6.0

Total systematic 29 13 28

the Monte Carlo simulation for tt̄ + HF production,
σfid(tt̄ +HF) is found to be 0.16 ± 0.03 (stat.) pb.
ALPGEN interfaced with HERWIG predicts a value of
0.10 pb.
The uncertainty on the fitted fraction of light-flavor

jets is significantly smaller than the uncertainty on the
fitted fraction of additional b-jets. This is understood
as an effect of fitting in multiple b-purity bins: the low-
purity bin is dominated by light-flavor jets and thus
gives improved discrimination. The data resolve the
total observed HF production rate with a significance
of about 3σ .
In the data, 1656 tt̄ dilepton candidate events are ob-

served with at least three jets, at least two of which
are b-tagged. The total background estimate, which is
dominated by LF jets misidentified as b-jets from top-
quark decay, is found to be 112 ± 4 (stat.), leading
to a background subtracted yield of 1544 ± 41 (stat.).
Using Eq. 2, and the quoted acceptance factor for tt̄+ j
production,σfid(tt̄+ j) is found to be 2.55± 0.07 (stat.)
pb, compared to 2.83 pb predicted by ALPGEN and
HERWIG. Taking into account the total uncertainty, it
is found that RHF = [6.2± 1.1 (stat.)± 1.8 (syst.)]%.
A full breakdown of the systematic uncertainties con-
tributing to RHF is given in Table IV.
The extracted value of σfid(tt̄ + HF) is very sensi-

tive to the value of Fb/HF. As indicated in Sec. V, the
efficiency for tt̄+ b+X events is approximately a fac-
tor of three higher than the corresponding efficiency for
tt̄+c+X events, implying a potential change in σfid(tt̄
+ HF) by a factor of three if Fb/HF is allowed to vary
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FIG. 4: The ratio RHF of fiducial cross sections as a func-
tion of Fb/HF, the ratio of tt̄ events with additional b-quarks
to tt̄ events with additional b- or c-quarks. The value of
Fb/HF = 0.31± 0.03 is indicated with a vertical dashed line
with the band around it showing the 1σ uncertainty. The fit-
ted fraction of additional b-jets is used to extract Fb/HF (solid
vertical line) from the data. The statistical uncertainty from
the fit is used to define 1σ and 2σ uncertainty bands.

over the full range [0, 1].
Using the fitted fraction of additional b-jets in data

results in Fb/HF = −0.02, with one and two sigma sta-
tistical upper bounds of Fb/HF = 0.09 and 0.27, respec-
tively. This value is found to be compatible with the
predicted value to within 1σ when systematic uncer-
tainties are included. Figure 4 shows RHF as a func-
tion of Fb/HF. The predicted and data-driven ranges
of Fb/HF are overlaid. With Fb/HF = −0.02 the central
value for RHF is determined as 10.7%.

X. CONCLUSIONS

A 4.7 fb−1 sample of 7 TeV proton–proton colli-
sions recorded by the ATLAS detector at the LHC was
used to measure the ratio RHF of the fiducial cross sec-
tion for the production of tt̄ events with at least one
additional HF quark jet (tt̄+b+X or tt̄+c+X) to that
for the production of tt̄ events with at least one addi-
tional jet, regardless of flavor, each with pT > 25 GeV
and |η | < 2.5. A fit to the vertex mass distribution for
b-tagged jets in tt̄ candidate events with three or more
b-tagged jets is performed to determine the heavy- and
light-flavor content of the additional b-tagged jets. The
result of the fit shows that 79 ± 14 (stat.) ± 22 (syst.)
of the 105 selected b-tagged jets originate from HF
quarks, three standard deviations away from the hy-
pothesis of zero tt̄ + HF production. A value of RHF =
[6.2±1.1 (stat.)±1.8 (syst.)]% is extracted. This value
of RHF is consistent with the leading order predictions
of 3.4% obtained from the ALPGEN Monte Carlo gen-
erator interfaced with HERWIG and 5.2% from a calcu-
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• Data generally consistent with 
prediction for pT of tt system

• Some disagreement for rapidity of tt 
system with MC@NLO+HERWIG & 
POWHEG+HERWIG

•  some difference for mtt @ NLO+NNLL
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Figure 8: Normalized di↵erential cross-sections for pt
T (a), mtt̄ (b), ptt̄

T (c) and ytt̄ (d). Comparisons to sev-
eral generators are shown with points corresponding to Alpgen+Herwig (circles), MC@NLO+Herwig
(squares), and Powheg+Herwig (triangles). The points are slightly o↵set in each bin to allow for better
visibility. The lower part of each figure shows the ratio of the generator predictions to data. The gray
bands indicate the total uncertainty on the data in each bin.
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Figure 8: Normalized di↵erential cross-sections for pt
T (a), mtt̄ (b), ptt̄

T (c) and ytt̄ (d). Comparisons to sev-
eral generators are shown with points corresponding to Alpgen+Herwig (circles), MC@NLO+Herwig
(squares), and Powheg+Herwig (triangles). The points are slightly o↵set in each bin to allow for better
visibility. The lower part of each figure shows the ratio of the generator predictions to data. The gray
bands indicate the total uncertainty on the data in each bin.
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ATLAS-CONF-2012-155

• MC@NLO+HERWIG: 
lower jet multiplicity 
& softer spectrum

• Count Njet with pT > 
25,40, 60, 80 GeV 

• Unfold each d(N-Nbkg)/
dNjets to final-state 
specific fiducial 
volume
‣ fiducial: apply~reco 

cuts to particle level 
jets, truth e,μ,ν from W 

• Syst dominated: JES~3% 
to 40% (15% at high pT), 
Bkg~3% to18% (low pT) , 
MC stat~40% at high multi.

• l(e,μ)+jets selection  á la 
dσ/dX, standard bkg
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Figure 5: The particle-jet multiplicities for the electron channel and the jet pT thresholds (a) 25, (b)
40, (c) 60, and (d) 80 GeV. The data are shown in comparison to the ALPGEN+PYTHIA and ALP-
GEN+PYTHIA ↵S variations. The data points and their corresponding statistical uncertainty are shown
in black, whereas the total uncertainty (syst. � stat.) is shown as a shaded band. The MC predictions are
shown with their statistical uncertainty.
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Figure 4: The particle-jet multiplicities for the muon channel and the jet pT thresholds (a) 25, (b) 40, (c)
60, and (d) 80 GeV. The data are shown in comparison to the ALPGEN+HERWIG, ALPGEN+PYTHIA
(↵S-down variation), MC@NLO+HERWIG and POWHEG+PYTHIA MC models. The data points and
their corresponding statistical uncertainty are shown in black, whereas the total uncertainty (syst. � stat.)
is shown as a shaded band. The MC predictions are shown with their statistical uncertainty.
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∫Ldt =  4.7 fb-1 (2011)

• standard ALPGEN 
+PYTHIA/HERWIG, 
POWHEG+PYHTHIA 
are consistent with 
data

• ALPGEN+PYTHIA 
with as upwards: 
disfavoured
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Differential Jet activity :   dilepton √s = 7 TeV

•dilepton sel à la tt+HF
•=2 b-tags, veto low M(ℓℓ) 

• Bkg(<6% ): single top (Wt) Z
+jets, diboson (from simul.), 
data-driven fake leptons 
(loose/tight matrix method)

27

• Correct d(N(Qx)-Nbkg)/dQX 
to fiducial phase space→ 
dσtt/dQX              X={0,sum} 

Eur. Phys. J. C (2012) 72:2043 Page 7 of 24

Fig. 4 The measured gap fraction as a function of Q0 is compared
with the prediction from the NLO and multi-leg LO MC generators
in the three rapidity regions, (a) |y| < 0.8, (b) 0.8 ≤ |y| < 1.5 and
(c) 1.5 ≤ |y| < 2.1. Also shown, (d), is the gap fraction for the full ra-
pidity range |y| < 2.1. The data is represented as closed (black) circles

with statistical uncertainties. The yellow band is the total experimental
uncertainty on the data (statistical and systematic). The theoretical pre-
dictions are shown as solid and dashed coloured lines. The gap fraction
is shown until Q0 = 300 GeV or until the gap fraction reaches one if
that occurs before Q0 = 300 GeV (Color figure online)

total systematic uncertainty is largest at low Q0 and is domi-
nated by the jet related uncertainties (JES, JER and JVF) and
the uncertainty on the correction factors. The measurement
is most precise in the central region, where the jet energy
scale uncertainty is smallest. The breakdown of uncertain-
ties for the gap fraction as a function of Qsum is similar, but
the uncertainties are slightly larger and fall more slowly as
a function of Qsum. This is due to low transverse momen-

tum jets, which have the largest systematic uncertainties and
therefore affect all values of Qsum.

8 Results and discussion

The gap fraction is measured for multiple values of Q0 and
Qsum in the four rapidity intervals defined in Sect. 1. The

• Too much jet 
activity in 1.5<|y| 
<2.

Page 8 of 24 Eur. Phys. J. C (2012) 72:2043

step size in Q0 and Qsum was chosen to be commensurate
with the jet energy resolution. The results are corrected to
the particle level as described in Sect. 6.

The measured gap fraction as a function of Q0 is com-
pared with the predictions from the multi-leg LO and NLO
generators in Fig. 4. In general, all these generators are
found to give a reasonable description of the data if the
veto is applied to jets in the full rapidity interval, |y| < 2.1
(Fig. 4(d)). The difference between the MC@NLO and
POWHEG predictions is similar to the precision achieved in
the measurement and as such the measurement is probing
the different approaches to NLO plus parton-shower event
generation.

In the most central rapidity interval, |y| < 0.8, the gap
fraction predicted by MC@NLO is too large (Fig. 4(a)).
The tendency of MC@NLO to produce fewer jets than
ALPGEN at central rapidity has been discussed in the lit-
erature [33] and the measurement presented here is sensitive
to this difference. In the most forward rapidity interval, none
of the predictions agrees with the data for all values of Q0
(Fig. 4(c)). In particular, although MC@NLO, POWHEG,
ALPGEN and SHERPA produce similar predictions, the gap
fraction is too small, implying that too much jet activity is
produced by these event generators in the forward rapidity
region.

The predictions from the ACERMC generator with the
variations of the PYTHIA parton shower parameters are
compared to the data in Fig. 5 and are found to be in poor
agreement with the data. The spread of the predicted gap

fraction due to the parameter variations is found to be much
larger than the experimental uncertainty, indicating that the
variations can be significantly reduced in light of the mea-
surement presented in this article.

The measured gap fraction as a function of Qsum is com-
pared with the multi-leg LO and NLO generators in Fig. 6.
The gap fraction is lower than for the case of the Q0 vari-
able, demonstrating that the measurement is probing quark
and gluon radiation beyond the first emission. As expected,
the largest change in the gap fraction occurs when jets are
vetoed in the full rapidity interval, |y| < 2.1. However, the
difference between the data and each theoretical prediction
is found to be similar to the Q0 case. This implies that, for
this variable, the parton shower approximations used for the
subsequent emissions in MC@NLO and POWHEG are per-
forming as well as the LO approximations used in ALPGEN

and SHERPA.
The gap fraction is a ratio of cross sections and all the

events are used to evaluate this ratio at each value of Q0 or
Qsum. This means that there is a statistical correlation be-
tween the measured gap fraction values in each rapidity in-
terval. The correlation matrix is shown in Fig. 7 for the gap
fraction at different values of Q0 for the |y| < 2.1 rapidity
region. Neighbouring Q0 points have a significant correla-
tion, whereas well separated Q0 points are less correlated.

The measured values of the gap fraction at Q0 = 25,
75 and 150 GeV are presented in Table 2 for the differ-
ent rapidity intervals used to veto jet activity. The statisti-
cal correlations between these measurements and the pre-

Fig. 5 The measured gap fraction as a function of Q0 for (a) |y| < 0.8
and (b) |y| < 2.1 is compared with the prediction from the ACERMC
generator, where different settings of the PYTHIA parton shower pa-

rameters are used to produce samples with nominal, increased and de-
creased initial state radiation (ISR). The data and theory predictions
are represented in the same way as in Fig. 4

• MC@NLO: too 
little jet activity 
in |y|<0.8

• ACER+PYTHIA 
with more/less 
ISR: too large 
variation w.r.t. 
data→reduction 
in model 
uncertainty• Syst dominated for QX < 60 GeV, 

stat~ sys : JES, JER~1.5 to 
0.5%,  slightly larger for Qsum

∫Ldt =  2.05 fb-1 (2011)

• Count N(Q0)=Nevents with 
no additional jet with pT > 
Q0 & N(Qsum)= Nevents with 
∑add jets pT  < Qsum in given 
y interval

Eur. Phys. J. C72 (2012) 2043
-
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• single lepton (≥ 4 central jets) and dilepton 
(≥ 2 central jets) selections, ≥1 b-tag

∫Ldt =  1.8 fb-1 (2011)

• standard bkg estimates

• Define isolated (no other jet within 
DR=0.8), JVF>0.75 b-jets  & light 
jets (non-b-tagged jet pair with m(jj) 
closest to mW) samples

Eur. Phys. J. C. (2013) 73:2676

• Correct dX/dr to fiducial 
phase space in five pT bins 
(30 GeV to 150 GeV)

• Syst dominated: JES (2 to 8%), 
cluster en. ( 2 to 10%), pile-up (2 to10%)

<ρ(r)> = 1/Δr < ∑pT 
(clusters in Δr)/ 
∑pT (all clusters)>jets

X=
<Ψ(r)> = < ∑pT 
(clusters up to r)/ 
∑pT (all clusters)>jets

• <Ψ(r)>  in light 
jets larger 
than in b-jets 
at low r and 
low pT  R

r

Δr
R

r

• <ρ(r)>  in light 
jets larger than 
in b- jets at low r 
and low pT 

b-jets: broader, lower en. density core
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Table 5 Unfolded values for ⟨ρ(r)⟩, together with statistical and sys-
tematic uncertainties for 30 GeV < pT < 40 GeV

r ⟨ρb(r)⟩ [b-jets] ⟨ρl(r)⟩ [light jets]

0.02 3.84 ± 0.15+0.29
−0.36 7.64 ± 0.27+0.93

−1.10

0.06 6.06 ± 0.14+0.31
−0.36 6.10 ± 0.16+0.48

−0.47

0.10 5.20 ± 0.11+0.24
−0.23 3.75 ± 0.10+0.32

−0.33

0.14 3.45 ± 0.09+0.12
−0.13 2.28 ± 0.07+0.14

−0.16

0.18 2.21 ± 0.06+0.13
−0.11 1.50 ± 0.05+0.14

−0.12

0.22 1.58 ± 0.04+0.10
−0.11 1.08 ± 0.03+0.09

−0.10

0.26 1.15 ± 0.03+0.13
−0.13 0.83 ± 0.03+0.11

−0.09

0.30 0.80 ± 0.02+0.08
−0.07 0.64 ± 0.02+0.07

−0.08

0.34 0.60 ± 0.01+0.06
−0.06 0.53 ± 0.01+0.07

−0.08

0.38 0.32 ± 0.01+0.04
−0.04 0.28 ± 0.01+0.04

−0.04

Fig. 12 Differential jet shapes ⟨ρ(r)⟩ as a function of the radius r
for light jets (triangles) and b-jets (squares). The data are compared
to MC@NLO+HERWIG and POWHEG+PYTHIA event generators for
30 GeV < pT < 40 GeV. The uncertainties shown include statistical
and systematic sources, added in quadrature

Table 6 Unfolded values for ⟨Ψ (r)⟩, together with statistical and sys-
tematic uncertainties for 30 GeV < pT < 40 GeV

r ⟨Ψb(r)⟩ [b-jets] ⟨Ψl(r)⟩ [light jets]

0.04 0.154 ± 0.006+0.012
−0.014 0.306 ± 0.011+0.037

−0.043

0.08 0.395 ± 0.007+0.023
−0.028 0.550 ± 0.009+0.031

−0.037

0.12 0.602 ± 0.006+0.025
−0.026 0.706 ± 0.007+0.028

−0.034

0.16 0.739 ± 0.004+0.025
−0.025 0.802 ± 0.005+0.025

−0.030

0.20 0.825 ± 0.003+0.020
−0.023 0.863 ± 0.004+0.020

−0.025

0.24 0.887 ± 0.003+0.016
−0.017 0.907 ± 0.003+0.016

−0.019

0.28 0.934 ± 0.002+0.012
−0.012 0.942 ± 0.002+0.011

−0.014

0.32 0.964 ± 0.001+0.007
−0.007 0.967 ± 0.001+0.007

−0.008

0.36 0.988 ± 0.001+0.004
−0.002 0.989 ± 0.001+0.003

−0.003

0.40 1.000 1.000

Fig. 13 Integrated jet shapes ⟨Ψ (r)⟩ as a function of the radius r
for light jets (triangles) and b-jets (squares). The data are compared
to MC@NLO+HERWIG and POWHEG+PYTHIA event generators for
30 GeV < pT < 40 GeV. The uncertainties shown include statistical
and systematic sources, added in quadrature

Page 14 of 31 Eur. Phys. J. C (2013) 73:2676

Table 9 Unfolded values for ⟨ρ(r)⟩, together with statistical and sys-
tematic uncertainties for 50 GeV < pT < 70 GeV

r ⟨ρb(r)⟩ [b-jets] ⟨ρl(r)⟩ [light jets]

0.02 6.19 ± 0.13+0.46
−0.44 10.82 ± 0.31+0.64

−0.84

0.06 8.14 ± 0.11+0.27
−0.29 6.17 ± 0.14+0.45

−0.44

0.10 4.62 ± 0.06+0.17
−0.18 2.92 ± 0.08+0.14

−0.15

0.14 2.50 ± 0.04+0.20
−0.21 1.56 ± 0.05+0.05

−0.06

0.18 1.40 ± 0.03+0.11
−0.10 1.04 ± 0.04+0.08

−0.08

0.22 0.87 ± 0.02+0.05
−0.04 0.75 ± 0.03+0.05

−0.05

0.26 0.60 ± 0.01+0.05
−0.04 0.54 ± 0.02+0.07

−0.06

0.30 0.45 ± 0.01+0.04
−0.04 0.44 ± 0.01+0.05

−0.04

0.34 0.36 ± 0.01+0.04
−0.04 0.34 ± 0.01+0.04

−0.05

0.38 0.21 ± 0.00+0.03
−0.03 0.23 ± 0.01+0.03

−0.04

Fig. 16 Differential jet shapes ⟨ρ(r)⟩ as a function of the radius r
for light jets (triangles) and b-jets (squares). The data are compared
to MC@NLO+HERWIG and POWHEG+PYTHIA event generators for
50 GeV < pT < 70 GeV. The uncertainties shown include statistical
and systematic sources, added in quadrature

Table 10 Unfolded values for ⟨Ψ (r)⟩, together with statistical and
systematic uncertainties for 50 GeV < pT < 70 GeV

r ⟨Ψb(r)⟩ [b-jets] ⟨Ψl(r)⟩ [light jets]

0.04 0.248 ± 0.005+0.019
−0.018 0.433 ± 0.012+0.026

−0.034

0.08 0.573 ± 0.005+0.024
−0.023 0.686 ± 0.009+0.020

−0.024

0.12 0.753 ± 0.004+0.025
−0.025 0.807 ± 0.006+0.017

−0.019

0.16 0.851 ± 0.003+0.019
−0.018 0.868 ± 0.004+0.017

−0.019

0.20 0.905 ± 0.002+0.015
−0.015 0.909 ± 0.003+0.014

−0.016

0.24 0.938 ± 0.001+0.012
−0.013 0.939 ± 0.002+0.012

−0.014

0.28 0.961 ± 0.001+0.008
−0.009 0.960 ± 0.002+0.008

−0.009

0.32 0.978 ± 0.001+0.005
−0.005 0.977 ± 0.001+0.006

−0.006

0.36 0.992 ± 0.000+0.003
−0.002 0.990 ± 0.001+0.003

−0.003

0.40 1.000 1.000

Fig. 17 Integrated jet shapes ⟨Ψ (r)⟩ as a function of the radius r
for light jets (triangles) and b-jets (squares). The data are compared
to MC@NLO+HERWIG and POWHEG+PYTHIA event generators for
50 GeV < pT < 70 GeV. The uncertainties shown include statistical
and systematic sources, added in quadrature

<ρ(r)> 

<Ψ(r)>
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7 Corrections and unfolding to particle level338

7.1 Correction procedure339

The reconstructed jet multiplicity spectrum was corrected for all detector e�ects within the selected340

kinematic range, by accounting for detector e⇥ciencies, resolution and biases. The data were correcting341

according to,342
#»Npart =

#»
f part!reco ·Mreco

part ·
#»
f reco!part ·

#»
f accpt · (

#»N reco �
#»
f bgnd) (2)

where Nreco is the total number of reconstructed events, fbgnd is the background contribution discussed in343

Section 4, faccpt is an acceptance correction for all selection e⇥ciencies except for the jet multiplicity re-344

quirement, freco!part is a correction for events passing the jet multiplicity requirement at the reconstruction345

level but not at the particle level, Mreco
part is a response matrix applied iteratively using Bayesian unfold-346

ing [37], fpart!reco is an e⇥ciency correction factor correcting for events which fulfil the particle-level jet347

multiplicity requirement, but fail the same at the reconstruction level and Npart is the total number of fully348

corrected events. The total number of reconstructed events Nreco and the correction factors fbgnd, faccpt,349

and freco!part are functions of the reconstructed jet multiplicity nreco
jets . The total number of fully corrected350

events Npart and the e⇥ciency factor fpart!reco are functions of the particle jet multiplicity npart
jets .351

The correction factor freco!part and the matrix Mreco
part were defined for the reconstructed multiplicity352

after the correction for all non-jet acceptance e�ects. To calculate these factors and the numerator of353

faccpt, the reconstructed jet multiplicity was counted after the removal of jets which overlapped with354

any dressed particle electron associated with a W-boson decay. Any jet found to match with a dressed355

electron from a generated W-boson was discarded. The resulting jet multiplicity for all events which356

passed particle-level lepton and b-tagging requirements was used for one dimension of Mreco
part , and the357

faccpt numerator. The fpart!reco factor was derived from the tt̄ MC sample, in a similar fashion as freco!part.358

The method for deriving fpart!reco was changed with respect to the previous analysis [5], due to the larger359

migrations caused by the change the particle-jet definition.360

The values of the di�erent correction factors are shown in Appendix C. These values di�er from the361

previous iteration of the analysis [5] due to the slightly di�erent particle-jet selection. The faccpt factor362

was found to be 1.7–2.1 for the electron channel and 1.5–1.9 for the muon channels, where the distribu-363

tions for jet pT thresholds 40–80 GeV are more constant. The higher faccpt value in the electron channel364

corresponds to the electron identification e⇥ciency being lower than that of the muon identification. The365

shape slope the faccpt spectrum at the 25 GeV jet pT threshold is expected from changes to the particle366

object definitions. The value of freco!part for three reconstructed jets was found to vary between 0.9–0.8367

for low to high jet multiplicity thresholds, in the electron and muon channels. The factor freco!part was368

found to be consistent with unity for all jet pT thresholds when five or more jets were reconstructed. The369

diagonal elements of the response matrix Mreco
part were found to have values ranging from 0.9–0.4, where370

the diagonal elements {4,4} to {N,N} were within the range 0.7–0.4. The correction factor fpart!reco for371

three particle jets was found to vary within the range 1.2–1.4 for lower to higher jet pT thresholds, in the372

same manner for electron and muon channels. The factor fpart!reco was found to be consistent with unity373

for all jet pT thresholds when five or more particle jets were present.374

The reconstructed and corrected jet distributions for the ALPGEN+HERWIG MC are show in Fig-375

ures 3 and 4. The corrections are dominated by the faccpt, which includes b-tagging and lepton identi-376

fication ine⇥ciencies. The third jet bin is a�ected by the event-wise migrations, whereas the Bayesian377

unfolding has a minor e�ect. As illustrated in Appendix C, the faccpt factor is large but does not e�ect378

the shape of the distribution.379
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 Results: ATLAS & CMS (7 TeV, l+jets) – pT(top)        

16 

- CMS: softer spectrum in data, best described by  
  Approx. NNLO 

  Powheg+Herwig describes ATLAS & CMS data  
  reasonably well over the full pT range 

  pT(top) < 200 GeV: disagreement btw ATLAS & CMS 

M. Aldaya TOPLHCWG, 28.11.13 

  CMS: Similar behaviour for dileptons, both at 7 & 8 TeV  

- ATLAS: disagreement with Approx. NNLO  

M. Aldaya, F.Spanò  (for ATLAS & CMS) TOPLHCWG open 
session  28-29th Nov. 2013
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- ATLAS result in agreement  
  with MCFM  

  First attempt at direct data comparison: data/NLO prediction (MCFM) 

 pT(top) < 200 GeV:  
- Disagreement between  
  ATLAS & CMS data 

- ATLAS & CMS in  
  disagreement with MCFM  

 pT(top) > 200 GeV:  
- Good agreement between  
  ATLAS & CMS data 

M. Aldaya, F.Spanò (for ATLAS & 
CMS) TOPLHCWG open session  

28-29th Nov. 2013
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Inclusive σt :  Wt-channel -√s = 7 TeV

• Extract σWt by simultaneous binned max. 
likelihood fit of Boosted Decision Tree 
outputs in 1-jet, 2-jet, ≥3-jet bin (22 kine. 
vars) constraining syst as nuisance pars

32

• OS leptons (e or μ), ≥1 central high pT jet, ETmiss 

> 50 GeV, (ee/μμ) veto Z-lke (mass window), cut 
on ∑Δφ(lep, ETmiss ) ←veto Z→ττ

• Bkg: simulated tt, diboson, data-driven Z→ee/μμ 
(extrapol. low  (ETmiss,M(ℓℓ)) plane), Z→ττ (extrapol from 
bkg region) fake dilept. (matrix method)

 δσWt/σWt ~34%

t

ℓνℓνb

Phy.Lett. B 716 (2012) 142-159

• Assuming |Vtb| >> |Vts|, |Vtd| determine Vtb 
←ratio of measured to predicted σt 

significance: 3.3 s.d. 

∫Ldt =  2.05 fb-1 (2011)
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This Letter presents evidence for the associated production of a W boson and a top quark using 2.05 fb−1

of pp collision data at
√

s = 7 TeV accumulated with the ATLAS detector at the LHC. The analysis is
based on the selection of the dileptonic final states with events featuring two isolated leptons, electron
or muon, with significant transverse missing momentum and at least one jet. An approach based on
boosted decision trees has been developed to improve the discrimination of single top-quark Wt events
from background. A template fit to the final classifier distributions is performed to determine the cross-
section. The result is incompatible with the background-only hypothesis at the 3.3σ level, the expected
sensitivity assuming the Standard Model production rate being 3.4σ . The corresponding cross-section is
determined and found to be σWt = 16.8 ± 2.9 (stat)± 4.9 (syst) pb, in good agreement with the Standard
Model expectation. From this result the CKM matrix element |V tb| = 1.03+0.16

−0.19 is derived assuming that
the Wt production through |V ts| and |V td| is small.

© 2012 CERN. Published by Elsevier B.V. All rights reserved.

1. Introduction

The observation of single top-quark production was first re-
ported by both D0 [1] and CDF [2] experiments at the Tevatron.
The observations by the two experiments are consistent with the
Standard Model (SM) expectation for single top-quark production
resulting from two mechanisms, the t-channel and the s-channel,
measured inclusively. The third SM single top-quark production
mechanism, the associated production of a top quark and a W bo-
son, has not been observed at the Tevatron.

At the Large Hadron Collider (LHC), the electroweak production
of single top-quarks represents about half of the tt̄-pair production
cross-section. First measurements of the single top-quark produc-
tion [3,4] have been obtained in the t-channel at a centre-of-mass
energy of 7 TeV, and show good agreement with the SM expec-
tation. The associated production of a top quark and a W boson
involves the interaction of a gluon and a b-quark emitting an on-
shell W boson, as shown in the Feynman diagrams in Fig. 1. The
final state thus contains two W bosons and an additional quark
from the top quark decay, normally a b-quark. Next-to-leading-
order Wt Feynman diagrams including a second b-quark may in-
terfere with tt̄-pair production. The interference should be small in
the reconstructed exclusive final state with only one quark, where
the largest fraction of Wt signal is expected. In this analysis, the
Wt leading-order approximation is used, and the difference be-
tween leading-order and next-to-leading-order Wt calculation is

✩ © CERN for the benefit of the ATLAS Collaboration.
⋆ E-mail address: atlas.publications@cern.ch.

Fig. 1. Leading-order Feynman diagrams for associated production of a single top-
quark and a W boson.

considered as modelling uncertainty. Because of the massive parti-
cles in the final state, this production mechanism has an extremely
low rate at the Tevatron compared to t-channel, but is expected to
have a much higher cross-section at the LHC, where the available
partonic energy and the gluon flux are larger. For proton–proton
collisions at 7 TeV, the single top-quark Wt-channel production
cross-section is estimated to be 15.7 ± 1.1 pb [5] for a top quark
mass of 172.5 GeV.

Since the three modes of single top-quark production are sen-
sitive to different manifestations of physics beyond the SM, mea-
surements of the individual cross-sections are complementary to
each other and allow some sources of new phenomena to be dis-
entangled. The production mode with both a W boson and a top
quark in the final state has the special feature that both parti-
cles can be identified. Thus, the measurement of the corresponding
cross-section can be sensitive to new phenomena which modify
the W -t-b interaction, but insensitive to flavor-changing neutral
currents (FCNCs) or new particles such as W ′ , t′ and techni-
pions [6]. The measurement of the single top-quark Wt-channel

0370-2693/ © 2012 CERN. Published by Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2012.08.011
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SM) hypotheses are tested via the generation of dedicated sets of
pseudo-experiments. The likelihood ratio defined as

LLR = −2 ln
L(data|σ SM

Wt , ˆ⃗ασ SM
Wt

)

L(data|0, ˆ⃗α0)

is computed for each pseudo-experiment. It is used to derive the
p-value, which measures the probability for the background to
fluctuate above the observed or expected number of events. This
p-value is in turn interpreted in terms of significance and cor-
responds to a 3.3σ effect for the data. The corresponding sig-
nificance for the expected value assuming the SM cross-section
corresponds to a 3.4σ effect.

7. Determination of |V tb|

A direct determination of |V tb| can be extracted from the cross-
section, assuming that the Wt production through |V ts| and |V td|
is small. The tt̄ background, which is the only background in the
analysis that involves |V tb|2, does not affect this determination
since top quark decays to a fourth generation heavier quark is dis-
favoured by kinematics. The observed |V tb|2 is obtained by divid-
ing the measured cross-section by the theoretical single top-quark
cross-section calculated with a top quark mass of 172.5 GeV. Using
σ theory

Wt = 15.7(±1.1)×|V tb|2 pb [5], the following value is obtained
for |V tb|:

|V tb| = 1.03+0.16
−0.19 ,

where the uncertainties in the cross-section measurement and in
the theoretical predictions have been added in quadrature. This re-
sult is compatible with the combination of direct measurements
at the Tevatron [42]: |V tb| = 0.88+0.07

−0.07, and the measurement by
ATLAS [3]: |V tb| = 1.13+0.14

−0.13.

8. Conclusion

Evidence for the production of single top-quark events in the
Wt-channel is reported with 2.05 fb−1 of data collected at 7 TeV
with ATLAS during 2011. The strategy followed consists of select-
ing dilepton events with at least one central jet. Drell–Yan and fake
dilepton backgrounds are estimated in data, while a classifier is
used to optimise the discrimination of signal and tt̄-pair events.
A fit of the classifier distributions is performed to extract the Wt-
channel cross-section. The observed significance is 3.3 standard de-
viations for an expected sensitivity of 3.4. The corresponding fitted
cross-section is σ (pp → Wt + X) = 16.8±2.9 (stat)±4.9 (syst) pb.
A direct determination of |V tb| = 1.03+0.16

−0.19 is extracted assuming
that the Wt production through |V ts| and |V td| is small.
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Table 1
Observed and expected event yield in the selected dilepton sample in the 1-jet, 2-jet
and !3-jet bins for an integrated luminosity of 2.05 fb−1. The Wt, tt̄ and diboson
expectations are normalised to the theory predictions. Dilepton and lepton + jets
channels are included in tt̄ . Only leptonic decays of diboson events are considered.
“Fake dileptons” are events with at least one fake lepton, as described in the text.
Uncertainties are the sum of statistical and systematic sources added in quadrature.

1-jet 2-jet !3-jet

Wt 147 ± 13 60 ± 9 17 ± 5

tt̄ 610 ± 110 1160 ± 140 740 ± 130
Diboson 130 ± 17 47 ± 5 17 ± 4
Z → ee 20 ± 2 11 ± 2 5 ± 2
Z → µµ 29 ± 3 28 ± 3 12 ± 3
Z → ττ 9 ± 6 4 ± 3 2 ± 1
Fake dileptons 11 ± 11 5 ± 5 negl.

Total bkgd. 810 ± 120 1260 ± 140 780 ± 130
Total expected 960 ± 120 1320 ± 140 790 ± 130

Data observed 934 1300 825

contamination from t-channel or s-channel single top-quark events
is expected in the dilepton final state. A total of 224 signal events
are expected over a background of 2840. The dominant tt̄-pair pro-
duction accounts for 75% of the background yield in 1-jet events.

5. Discriminating variables for Wt events

After the event selection, the signal-to-background ratio is 18%
in 1-jet events, where most of the signal is expected. As no in-
dividual variable is found to carry a large discriminating power,
the analysis strategy uses a multivariate approach based on the
“boosted decision trees” (BDT) [34] technique in the framework
of TMVA [35] to discriminate between the Wt-channel and tt̄-
pair production. The BDT method benefits from the advantage of
using the correlations between variables as part of the distinguish-
ing power. The goal is to exploit the differences between signal
and background in many specific kinematic and topological dis-
tributions to form a classifier. This BDT classifier is trained using
1-jet events to maximise the expected significance without over-
training. BDT classifiers using the same input variables are also
formed for 2-jet events and events with at least 3 jets: while
no significant signal yield is expected in these events, the BDT
output distribution serves to constrain the background normalisa-
tion.

Twenty-two variables with significant separation power are
used as input to the BDT, all of which are well modelled by simula-
tion. The two most powerful variables are psys

T , defined as the mag-
nitude of the vectorial sum of pT of the leading jet, leptons and
missing transverse momentum, and the ratio psys

T /
√

HT + ∑
ET,

where HT is the scalar sum of the two leptons and the leading
jet transverse momenta, and

∑
ET the scalar sum of the trans-

verse energies of all energy deposits in the calorimeter. Other vari-
ables with lesser discriminating power are: the event centrality,
the thrust and its associated pseudorapidity, the transverse mo-
mentum and pseudorapidity of the leading jet, the pseudorapidity
of each lepton, the transverse momentum and pseudorapidity of
the system formed by the dilepton and the leading jet, the invari-
ant masses formed by each individual lepton with the leading jet,
the missing transverse momentum, the azimuthal angle between
the dilepton system and the leading jet directions, the pseudora-
pidity difference between the dilepton system and the leading jet,
and the minimal azimuthal angle between the two leptons and the
leading jet.

Fig. 2(b) displays the BDT output probability density functions
for signal and background in 1-jet events. Several checks are per-
formed to ensure that the input variables are well modelled in a

Fig. 3. BDT output for selected events in (a) 1-jet, (b) 2-jet, and (c) !3-jet cate-
gories. The Wt signal is normalised to the theory prediction in all three categories.

large phase space: both background-enriched regions, defined by
events with exactly two jets and with at least three jets, and re-
gions where most of the signal events are expected. Figs. 3(a), 3(b)
and 3(c) show the resulting good agreement of BDT outputs for

• Syst dominated: JES~16%, parton shower 15%, 
generator 10%
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between each lepton and the missing transverse momentum direc-
tion:

!φ
(
ℓ1, E⃗miss

T
)
+ !φ

(
ℓ2, E⃗miss

T
)
> 2.5.

The application of this cut results in an expected rejection of 95%
of Z → ττ events, 30% of Z → ee and Z → µµ events and 21% of
tt̄-pair events, while keeping 87% of the expected signal rate. After
the selection, signal is expected mainly in events with exactly one
jet. Events with at least two jets are expected to be dominated by
background events and are used as control regions.

4. Background estimation

The main background originates from tt̄-pair production in the
dilepton channel tt̄ → ℓνbℓνb. The tt̄-pair background is estimated
using MC simulation normalised to the NNLO cross-section [17–
19], and the uncertainty is further constrained by the fit of data in
2-jet and !3-jet bins.

Diboson events, where initial state radiation produces a jet that
passes the jet selection requirements, represent about 15% of the
background in events selected with exactly one jet.

Drell–Yan including Z (∗) events can be selected if they con-
tain an additional jet from gluon radiation. The contribution of the
Drell–Yan process to the background in the ee and µµ categories
is determined via a data-driven procedure. In this method, orthog-
onal cuts on the reconstructed dilepton invariant mass mℓℓ and
the missing transverse momentum Emiss

T variables are used to de-
fine a set of six regions, including two signal-enriched and four
background-enriched regions for the ee final state or the µµ final
state. The contamination of the signal regions by Drell–Yan events
is estimated from data which are scaled by the measured ratio of
numbers of events selected in the corresponding control regions.
This scale factor is corrected for the contamination by non-Drell–
Yan backgrounds (top quark production, diboson, W + jets) that are
predicted by MC simulation and subtracted prior to its determina-
tion. Both the scale factor and non-Drell–Yan background-specific
normalisation factors are determined using a likelihood fit of data
in bins of Emiss

T . Variations by ±1σ of these scale and normali-
sation factors are used to estimate the systematic uncertainty af-
fecting the Drell–Yan event yield. The total uncertainty (statistical
plus systematic) ranges between 10% and 35% depending upon the
jet multiplicity. Drell–Yan events contribute about 5% of selected
events.

Contamination of selected events by “fake dileptons” may oc-
cur if a lepton from real W/Z decay and another lepton from
jet misidentification or heavy-flavour (b- and c-hadron) decays
are selected, or both leptons from jet misidentification or heavy-
flavour decays are selected, such as tt̄-pair lepton + jets final
state, W + jets or multijet events. These backgrounds are diffi-
cult to model accurately, so a data-driven approach based on the
matrix method [33] is followed. The method builds upon the use
of “tight” and “loose” lepton selection criteria mentioned in Sec-
tion 3. For these backgrounds, the efficiency for a “loose” lepton
to be reconstructed as a “tight” lepton is determined using a data
sample enriched in multijet events, where some of the lepton qual-
ity criteria have been reversed and the isolation requirement has
been removed. The “loose” to “tight” efficiency for real leptons is
measured from Z → ℓℓ events using a tag-and-probe analysis tech-
nique. The composition of the selected dilepton sample is extracted
by inverting a 4 × 4 matrix which relates the observed sample
composition in terms of selected leptons of different quality to its
true composition in terms of real and “fake” leptons. The back-
ground originating from these events represents less than 1% of
the selected sample. The corresponding systematic uncertainty is
taken conservatively at 100%.

Fig. 2. (a) Number of jets with pT > 30 GeV and |η| < 2.5 after the selection;
hatched bands show the jet energy scale (JES) uncertainty. The Wt signal is nor-
malised to the theory prediction. (b) Distribution of BDT output for the signal
(Wt-channel) and background (tt̄ diboson, Drell–Yan and fake dileptons) in signal
enriched 1-jet bin. The BDT method uses 2 statistically independent sets of MC-
simulated events, indicated as training and testing samples, to check both signal
and background BDT output stability. The BDT weight file is derived from a training
sample and applied to a testing sample.

A data-driven technique has been used to check the MC pre-
diction of the Z → ττ contamination. The selected sample is split
into background- and signal-enriched regions, using the summed
!φ between the leptons and the E⃗miss

T direction requirement, as
defined in Section 3. The Z → ττ background in the signal region
is extracted using the ratio of the corresponding MC estimates in
both regions, scaled by the number of selected data events from
which non-Drell–Yan as well as Drell–Yan ee and µµ backgrounds
have been subtracted using MC. The difference between the purely
MC-based expectations and this determination is included as a sys-
tematic error and results in an uncertainty of 60%. The Z → ττ
events constitute less than 1% of the selected event sample.

The jet multiplicity distribution is shown in Fig. 2(a) after the
selection described in Section 3. Table 1 reports the expected sig-
nal, estimated backgrounds and total event yields in the 1-jet, 2-jet
and !3-jet categories, with ee, µµ and eµ channels combined. No

-
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measured to predicted σt   
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δσt/σt ~24%

If |Vtb |<1 |Vtb |>0.75 at 95%CL
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We report a measurement of the cross section of single top-quark production in the t-channel using
1.04 fb−1 of pp collision data at

√
s = 7 TeV recorded with the ATLAS detector at the LHC. Selected

events feature one electron or muon, missing transverse momentum, and two or three jets, exactly one
of them identified as originating from a b quark. The cross section is measured by fitting the distribution
of a multivariate discriminant constructed with a neural network, yielding σt = 83±4 (stat.)+20

−19 (syst.) pb,
which is in good agreement with the prediction of the Standard Model. Using the ratio of the measured to
the theoretically predicted cross section and assuming that the top-quark-related CKM matrix elements
obey the relation |Vtb| ≫ |Vts|, |Vtd|, the coupling strength at the W -t-b vertex is determined to be
|Vtb| = 1.13+0.14

−0.13. If it is assumed that |Vtb| ! 1 a lower limit of |Vtb| > 0.75 is obtained at the 95%
confidence level.

© 2012 CERN. Published by Elsevier B.V. All rights reserved.

1. Introduction

At hadron colliders top quarks are predominantly produced in
pairs (top–antitop) via the flavour-conserving strong interaction.
Alternative production modes proceed via the weak interaction in-
volving a W -t-b vertex, leading to a single top-quark intermediate
state. Three subprocesses contribute to single top-quark produc-
tion: the exchange of a virtual W boson in the t-channel, or in the
s-channel, and the associated production of a top quark and an on-
shell W boson. The process with the highest cross section at the
Tevatron and at the LHC is the t-channel mode q + b → q′ + t .

In 2009, single top-quark production was observed by the CDF
[1] and DØ [2] Collaborations based on analyses counting the t-
channel and s-channel processes as signal. The observation of the
t-channel production mode has also been recently reported by
DØ [3], while the CMS Collaboration has published evidence of this
process at the LHC [4].

The single top-quark final state provides a direct probe of
the W -t-b coupling and is sensitive to many models of new
physics [5]. The measurement of the production cross section con-
strains the absolute value of the quark-mixing matrix element Vtb
[6,7] without assumptions about the number of quark generations
(see Ref. [8] for a recent measurement from the DØ Collaboration).
Alternatively, it allows the b-quark parton distribution function
(PDF) to be measured.

At the LHC, colliding protons at
√

s = 7 TeV, the sum of t and
t̄ cross sections is predicted to be: σt = 64.6+2.7

−2.0 pb [9] for the

✩ © CERN for the benefit of the ATLAS Collaboration.
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leading t-channel process, σW t = 15.7 ± 1.1 pb [10] for W t associ-
ated production, and σs = 4.6 ± 0.2 pb [11] for the s-channel. The
analyses presented in this Letter consider only the t-channel pro-
cess as signal, while the other two single top-quark processes are
treated as backgrounds, assuming the Standard Model (SM) theo-
retical cross sections for these processes.

The W boson from the top-quark decay is reconstructed in its
leptonic decay modes eν , µν or τν , where the τ decays leptoni-
cally. Thus, selected events contain one charged lepton candidate,
e or µ; two or three hadronic high-pT jets; and missing transverse
momentum Emiss

T . Two jets are expected from the leading-order
(LO) process, while a third jet may arise from higher-order pro-
cesses. Exactly one of the jets is required to be identified as origi-
nating from a b-quark.

The measurement of σt is based on a fit to a multivariate
discriminant constructed with a neural network (NN) to separate
signal from background and the result is cross-checked using a cut-
based method, which additionally provides a breakdown for the t
and t̄ cross sections.

2. Data and simulated event samples

The analyses described in this Letter use proton–proton LHC
collision data at a centre-of-mass energy of 7 TeV collected with
the ATLAS detector [12] between March and June 2011. The se-
lected events were recorded based on single electron and muon
triggers. Stringent detector and data quality requirements are
applied, resulting in a data set corresponding to an integrated lu-
minosity of 1.04 ± 0.04 fb−1 [13,14].

Samples of simulated events for all three single top-quark pro-
cesses are produced with the AcerMC program (version 3.7) [15]

0370-2693/ © 2012 CERN. Published by Elsevier B.V. All rights reserved.
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• 1 isol. lep (e or μ), 2 or 3  jets with |η|<4.5, ETmiss cut, 
large mT(W)*→ fake lep. veto, 1 b-tag

• Bkg: simulated tt/Wt/s-chan, W/Z+jets, data-driven 
fake lep (electron-like jet template normalized with ETmiss fit)
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Table 3
Breakdown of the contribution of each source of uncertainty to the total uncertainty
of the measured t-channel cross section in data for the NN analysis and the cut-
based analysis. Theoretical uncertainties are included in the “Other backgrounds”
uncertainty category.

Source !σobs/σobs [%]

NN Cut-based

Data statistics ±5 ±8

Object modelling
Jets ±6 +3/−4
b-tagging efficiency ±13 ±12
Mistagging rate ±1 ±1
Lepton ±2 ±4
Emiss

T , calorimeter readout ±2 ±2

Monte Carlo
PDF ±3 ±4
Generator ±4 ±7
Parton shower ±5 ±11
ISR/FSR ±14 +19/−18
Forward jet modelling +6/−4 +7/−5
MC statistics ±3 ±4

Background normalisation
Multijets ±4 ±2
Other backgrounds ±1 ±6

Luminosity ±4 ±4

Total systematic uncertainties +24/−23 +30/−27
Total uncertainty ±24 +31/−28

6.5. Luminosity

The uncertainty on the integrated luminosity is 3.7% [13,14].
Table 3 shows the contribution of each source of uncertainty

to the total uncertainty on the measured t-channel cross section
(!σobs/σobs) for the neural network analysis and for the cut-based
analysis.

7. Cross section measurements

Both the cut-based and neural network analyses employ a
maximum-likelihood fit method to measure the single top-quark
t-channel cross section. The general likelihood function is given by
the product of the Poisson likelihoods in the individual channels.
The background rates are constrained by Gaussian priors. We use
the following equations:

L
(
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=
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k

nk!
·
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(
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µk = µs
k +

B∑
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µb
jk, µs

k = βs · ν̃s · αs
k, and

µb
jk = βb

j · ν̃ j · α jk,

where M is the number of channels and B the number of back-
ground processes. The cut-based analysis uses M = 4 channels
separated by lepton charge and the number of jets, while in the
NN-based analysis M is equal to 28, namely the number of bins of
the NN discriminant in the 2-jet channel plus the number of bins
of the NN discriminant in the 3-jet channel. Here ν̃s and ν̃ j are,
respectively, the predicted number of signal events and the num-
ber of events of background j in the selected data set. The number
of observed (expected) events in channel k is denoted by nk (µk).
The expected number of events in channel k is µs

k for the sig-
nal and µb

jk for each background j. The fraction of events falling
in channel k is given by αs

k and α jk for signal and background

respectively. For the NN-based analysis the sets of αs
k and α jk con-

stitute the probability densities (shapes) of the NN discriminants.
The scale factors βs for signal and βb

j for the backgrounds are the
parameters of the likelihood function that are fitted to the data.
The Gaussian constraints on the background scale factors, ! j , are
set to the theoretical cross section uncertainty for all background
processes that do not use data-based estimates (tt̄ , W t , s-channel
and diboson), while W + jets backgrounds are constrained within
their data-derived uncertainties. The multijet background is fixed
to the value estimated from data.

The systematic uncertainties on the cross section measurement
are determined using a frequentist method based on a large num-
ber of pseudo-experiments. For each pseudo-experiment the ex-
pectation values of the backgrounds ν̃ j and of the signal ν̃s as well
as the relative distribution of events across the channels (αs

k and
α jk) are varied including all sources of uncertainties described in
Section 6 and the t-channel cross section is measured with the
maximum-likelihood fit. The distribution of measured cross sec-
tions is an estimator of the probability density function of all pos-
sible outcomes of the measurement and it is used to estimate the
uncertainty on the actual measurement.

The NN-based analysis yields, from a simultaneous measure-
ment in the 2-jet and 3-jet channels, a cross section of

σt = 83 ± 4 (stat.)+20
−19 (syst.) pb = 83 ± 20 pb.

The significance of the observed signal corresponds to 7.2 standard
deviations (6.0 expected). This is computed using as a test statis-
tic the Q -value, which is defined as the ratio of the value of the
likelihood function maximised for the Standard Model signal cross
section to the value of the likelihood function maximised for zero
signal.

The cut-based analysis measures, by combining four different
channels (positive and negative lepton charge, with two and three
jets) a cross section of σt = 92+29

−26 pb, in good agreement with the
NN-based measurement. The separation of candidate events ac-
cording to the lepton charge allows individual measurements of
the top-quark and top-antiquark cross sections, yielding the re-
sults σ (t) = 59+18

−16 pb and σ (t̄) = 33+13
−12 pb, that can be compared

to the theoretically predicted cross sections of 41.9+1.8
−0.8 pb and

22.7+0.9
−1.0 pb, respectively [9].

To test the compatibility, the two measurements from the NN-
based and cut-based analyses are combined using the Best Linear
Unbiased Estimator (BLUE) method [49]. The correlation coefficient
of the two analyses is 75% and was determined with ensemble
tests including all systematic uncertainties. Based on the ensemble
tests the two results are found to be compatible within one stan-
dard deviation. However, the combined result and its uncertainty
for the observed cross section measurement does not significantly
differ from the result obtained with the NN analysis alone.

8. Vtb measurement

Single top-quark production in the t-channel proceeds via a W -
t-b vertex and the measured cross section is proportional to |Vtb|2,
where Vtb is the relevant CKM matrix element. In the Standard
Model |Vtb| is close to one, but new physics contributions could
alter its value significantly.

The |Vtb| measurement is independent of assumptions about
the number of quark generations or about the unitarity of the CKM
matrix. The only assumptions required are that |Vtb| ≫ |Vtd|, |Vts|
and that the W -t-b interaction is an SM-like left-handed weak
coupling. Therefore, the tt̄ background rate is unaffected by a vari-
ation of |Vtb| since decays to a potential higher generation are
prohibited by kinematics. On the other hand, rates of single-top

ATLAS Collaboration / Physics Letters B 717 (2012) 330–350 335

Fig. 3. (a) and (b) Neural network output distribution for the pretag sample, including the JES uncertainty on the prediction (hatched region). The multijet component is
normalised to the estimate obtained from the fit to the Emiss

T distributions. All other components are normalised such that the total number of expected events in the pretag
sample is equal to the observed number of events. The ratio between the data and the total predicted distributions is also shown. (c) and (d) NN output distribution for the
2-jet and 3-jet b-tagged samples, respectively. All component distributions are normalised to the result of the maximum-likelihood fit, except for the component of multijet
events that is normalised to the estimate obtained from the fit to the Emiss

T distributions.

and 3-jet events respectively after applying all selections except
for the cut on m(ℓνb). In these figures, the t-channel single top-
quark contribution is normalised to the observed cross section as
measured from the combination of all four channels.

6. Systematic uncertainties

Systematic uncertainties on the normalisation of the individual
backgrounds and on the signal acceptance affect the measured sin-
gle top-quark t-channel cross section. In the NN analysis the shape
of each individual prediction is also affected; both the rate and the
shape uncertainties are taken into account by generating correlated
pseudo-experiments. The impact of the systematic uncertainties on
the t-channel cross section measurement is estimated from these
pseudo-experiments. The uncertainties can be split into the follow-
ing categories:

6.1. Object modelling

Systematic uncertainties due to the residual differences be-
tween data and Monte Carlo simulation for the reconstruction and
energy calibration of jets, electrons and muons are propagated
in the analysis. The main source of object modelling uncertainty
comes from the jet energy scale (JES), including the modelling of
pile-up, as well as b-jet identification. Other components include

lepton energy scale and lepton and jet identification efficiencies.
The JES uncertainty has been evaluated using 2010 data [31]. Ad-
ditional contributions to this uncertainty due to the larger pile-up
effects in 2011 data are included and range from less than 1% to
5% as a function of jet pT and η. For b-quark jets a JES uncertainty
of 0.8% to 2.5%, depending on the jet pT, is added in quadrature to
the JES uncertainty. Scale factors, determined from collision data
[32], are applied to correct the b-tagging performance in simulated
events to match the data. Both b-jets and c-jets in simulation use
the same b-tagging scale factors with uncertainties that depend on
the pT and η of the jet. The uncertainties on the scale factors vary
from 10% to 15% for b-quark jets and from 20% to 30% for c-quark
jets. For light-quark jets the mis-tagging uncertainty ranges from
20% to 50% as a function of jet pT and η. Other minor uncertain-
ties are assigned to the reconstruction of Emiss

T and to account for
the impact of pile-up collisions on Emiss

T . Finally, a systematic un-
certainty was also assigned to account for temporary failures of
parts of the LAr calorimeter readout during part of the data-taking
period, which was not modelled in the MC samples.

6.2. Monte Carlo generators and PDFs

Systematic uncertainties arising from the modelling of the sin-
gle top-quark signal and the tt̄ background are taken into account.
The largest contributions come from the modelling of parton

• Extract σt  and bkg norm by binned max. 
likelihood fit of Neural Network (NN) 
distribution to data in 2- & 3-jet bins (12 and 
18 kin. vars: jet-lep masses, jet rapidities,ET )

• Dominated by syst.(I/FSR~14%,,b-tag eff~13%JES~7%)  

tribution by computing the transverse mass of the lepton-Emiss
T

system which resembles the transverse

mass of the W boson for W+ jets events:

mT (W) =

√

2pT (ℓ)Emiss
T

[

1 − cos∆φ
(

ℓ, Emiss
T

)]

and requiring mT(W) > 50 GeV.

The “signal region” is defined as events containing one lepton and two or three jets, exactly one of

which is b-tagged by the NN b−tagger. Additionally a “control region” is defined, which has similar

kinematics but contains less t-channel signal. Events in the control region pass the signal selection cuts

except that all of the jets are required to fail the NN b-tag requirement. In order to keep the flavour

composition similar to the signal region, a looser b-tag requirement is made using a b-tag algorithm

which has an efficiency of about 85% in tt̄ simulation samples resulting in an overall tagging efficiency

of about 28%.

4 Background estimation

The main backgrounds to the single top-quark final state arise from W boson production in association

with jets, top quark pair production and QCD multijet events. Smaller backgrounds originate from

Z+jets, Wt-channel and s-channel single top-quark production, and diboson production. These smaller

backgrounds and the top quark pair background are modeled using Monte Carlo (MC) simulation and

normalised to the corresponding theory predictions.

4.1 Estimation of the multijet background

The multijet background normalisation is obtained using a binned maximum likelihood fit to the Emiss
T

dis-

tribution in the data, before applying the Emiss
T

requirement. A dijet sample simulated with PYTHIA is

used for the multijet background, together with templates derived from MC simulation for all other pro-

cesses (top, W/Z+jets, dibosons). The multijet template consists of events where the electron requirement

in the selection is replaced by a jet requirement (jet-electron model). This jet must have pT > 25 GeV,

satisfy the same |η| cuts as the signal electrons, have ϵjvf > 0.5, and 80-95% of its energy must be de-

posited in the electromagnetic section of the calorimeter. The jet must also contain at least four tracks

to reduce the contribution from converted photons. To avoid a contamination of the jet-electron sample

by W+jets, events are vetoed if they contain one or more leptons that are identified according to high-

efficiency but low-purity identification criteria. The same model is also used in the muon channel, as all

QCD sensitive distributions are well-described by the model in this channel as well. The electron distri-

butions are fitted in two channels, separately for electrons in the endcap (|η| > 1.5) and central (|η| < 1.5)

region of the electromagnetic calorimeter. The resulting estimates, performed separately for each lepton

channel, of the rates and fractions of the multijet background in the tagged datasets are given in Table 1.

The fitted Emiss
T

distributions in the W + 2 jets signal region leading to these results are shown in Fig. 2.

Based on studies done for
√

s = 7 TeV analyses [1, 2] we assign a systematic uncertainty of 50% on the

multijet rate. Additionally a comparison in the muon channel with an alternative method, the so-called

matrix method, yields good compatibility within the quoted uncertainty. The jet-electron sample is also

used to model the multijet kinematics and in the NN fit. All selection cuts are applied, including the

requirement of one b-tagged jet.

4.2 Estimation of the W+ jets background

For the backgrounds other than QCD-mulitjet, the expected number of events passing the selection cri-

teria is based on the cross-section from a theoretical calculation or the prediction of the MC generator.

4

*
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including corr→reduce δR 
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δσt/σt 

~20%syst dominated
JES~16%, 
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9 Conclusion

Single top quark production in the t-channel has been studied in 4.7 fb−1 of
√
s = 7 TeV data recorded

by the ATLAS detector in 2011. Events are selected in theW + 2 jets andW + 3 jets data set and exactly

one of the jets is required to be b-tagged. Both channels are combined by a simultaneous likelihood fit to

the neural network discriminant in both channels. We measure the following cross-sections of top-quark

and top-antiquark production in the t-channel:

σt(t) = 53.2 ± 1.7 (stat.) ± 10.6 (syst.) pb = 53.2 ± 10.8 pb and

σt(t̄) = 29.5 ± 1.5 (stat.) ± 7.3 (syst.) pb = 29.5+7.4−7.5 pb.

The measured cross-section ratio of t-channel top-quark and t-channel top-antiquark is

Rt = 1.81 ± 0.10 (stat.) +0.21−0.20 (syst.) = 1.81
+0.23
−0.22.

The measured value of Rt is compared to the predictions obtained with different PDF sets in Figure 9.

The statistical uncertainty of the measurement is at the same level as the uncertainties of the predictions

which is also approximately equal to the spread of the predictions of Rt. But the present measurement

is dominated by systematic uncertainties which need to be reduced to increase the leverage of the Rt

measurement on the u-quark and the d-quark PDFs.
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Figure 9: Calculated Rt values for different NLO PDF sets. The error contains the uncertainty on the

renormalisation and factorisation scales. The black line indicates the central value of the measured Rt

value. The combined statistical and systematic uncertainty of the measurement is shown in green, while

the statistical uncertainty is represented by the yellow error band.

References

[1] ATLAS Collaboration, Measurement of the Muon Charge Asymmetry from W Bosons Produced in

pp Collisions at
√
s = 7 TeV with the ATLAS detector, Phys. Lett. B701 (2011) 31–49.

[2] D0 Collaboration, V. Abazov et al.,Measurement of the muon charge asymmetry from W boson

decays, Phys. Rev. D77 (2008) 011106.

17

9 Conclusion

Single top quark production in the t-channel has been studied in 4.7 fb−1 of
√
s = 7 TeV data recorded

by the ATLAS detector in 2011. Events are selected in theW + 2 jets andW + 3 jets data set and exactly

one of the jets is required to be b-tagged. Both channels are combined by a simultaneous likelihood fit to

the neural network discriminant in both channels. We measure the following cross-sections of top-quark

and top-antiquark production in the t-channel:

σt(t) = 53.2 ± 1.7 (stat.) ± 10.6 (syst.) pb = 53.2 ± 10.8 pb and

σt(t̄) = 29.5 ± 1.5 (stat.) ± 7.3 (syst.) pb = 29.5+7.4−7.5 pb.

The measured cross-section ratio of t-channel top-quark and t-channel top-antiquark is

Rt = 1.81 ± 0.10 (stat.) +0.21−0.20 (syst.) = 1.81
+0.23
−0.22.

The measured value of Rt is compared to the predictions obtained with different PDF sets in Figure 9.

The statistical uncertainty of the measurement is at the same level as the uncertainties of the predictions

which is also approximately equal to the spread of the predictions of Rt. But the present measurement

is dominated by systematic uncertainties which need to be reduced to increase the leverage of the Rt

measurement on the u-quark and the d-quark PDFs.

tR
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 2.1 2.2

CT10

CT10 (+ D0 W asym.)

GJR08

MSTW2008

NNPDF 2.1

ABKM09

 resultATLAS

CT10

CT10 (+ D0 W asym.)

GJR08

MSTW2008

NNPDF 2.1

ABKM09

=7 TeVs  -1 dt = 4.7 fbL ∫ Preliminary     ATLAS

Figure 9: Calculated Rt values for different NLO PDF sets. The error contains the uncertainty on the

renormalisation and factorisation scales. The black line indicates the central value of the measured Rt

value. The combined statistical and systematic uncertainty of the measurement is shown in green, while

the statistical uncertainty is represented by the yellow error band.

References

[1] ATLAS Collaboration, Measurement of the Muon Charge Asymmetry from W Bosons Produced in

pp Collisions at
√
s = 7 TeV with the ATLAS detector, Phys. Lett. B701 (2011) 31–49.

[2] D0 Collaboration, V. Abazov et al.,Measurement of the muon charge asymmetry from W boson

decays, Phys. Rev. D77 (2008) 011106.

17

9 Conclusion

Single top quark production in the t-channel has been studied in 4.7 fb−1 of
√
s = 7 TeV data recorded

by the ATLAS detector in 2011. Events are selected in theW + 2 jets andW + 3 jets data set and exactly

one of the jets is required to be b-tagged. Both channels are combined by a simultaneous likelihood fit to

the neural network discriminant in both channels. We measure the following cross-sections of top-quark

and top-antiquark production in the t-channel:

σt(t) = 53.2 ± 1.7 (stat.) ± 10.6 (syst.) pb = 53.2 ± 10.8 pb and

σt(t̄) = 29.5 ± 1.5 (stat.) ± 7.3 (syst.) pb = 29.5+7.4−7.5 pb.

The measured cross-section ratio of t-channel top-quark and t-channel top-antiquark is

Rt = 1.81 ± 0.10 (stat.) +0.21−0.20 (syst.) = 1.81
+0.23
−0.22.

The measured value of Rt is compared to the predictions obtained with different PDF sets in Figure 9.

The statistical uncertainty of the measurement is at the same level as the uncertainties of the predictions

which is also approximately equal to the spread of the predictions of Rt. But the present measurement

is dominated by systematic uncertainties which need to be reduced to increase the leverage of the Rt

measurement on the u-quark and the d-quark PDFs.

tR
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 2.1 2.2

CT10

CT10 (+ D0 W asym.)

GJR08

MSTW2008

NNPDF 2.1

ABKM09

 resultATLAS

CT10

CT10 (+ D0 W asym.)

GJR08

MSTW2008

NNPDF 2.1

ABKM09

=7 TeVs  -1 dt = 4.7 fbL ∫ Preliminary     ATLAS

Figure 9: Calculated Rt values for different NLO PDF sets. The error contains the uncertainty on the

renormalisation and factorisation scales. The black line indicates the central value of the measured Rt

value. The combined statistical and systematic uncertainty of the measurement is shown in green, while

the statistical uncertainty is represented by the yellow error band.

References

[1] ATLAS Collaboration, Measurement of the Muon Charge Asymmetry from W Bosons Produced in

pp Collisions at
√
s = 7 TeV with the ATLAS detector, Phys. Lett. B701 (2011) 31–49.

[2] D0 Collaboration, V. Abazov et al.,Measurement of the muon charge asymmetry from W boson

decays, Phys. Rev. D77 (2008) 011106.

17

9 Conclusion

Single top quark production in the t-channel has been studied in 4.7 fb−1 of
√
s = 7 TeV data recorded

by the ATLAS detector in 2011. Events are selected in theW + 2 jets andW + 3 jets data set and exactly

one of the jets is required to be b-tagged. Both channels are combined by a simultaneous likelihood fit to

the neural network discriminant in both channels. We measure the following cross-sections of top-quark

and top-antiquark production in the t-channel:

σt(t) = 53.2 ± 1.7 (stat.) ± 10.6 (syst.) pb = 53.2 ± 10.8 pb and

σt(t̄) = 29.5 ± 1.5 (stat.) ± 7.3 (syst.) pb = 29.5+7.4−7.5 pb.

The measured cross-section ratio of t-channel top-quark and t-channel top-antiquark is

Rt = 1.81 ± 0.10 (stat.) +0.21−0.20 (syst.) = 1.81
+0.23
−0.22.

The measured value of Rt is compared to the predictions obtained with different PDF sets in Figure 9.

The statistical uncertainty of the measurement is at the same level as the uncertainties of the predictions

which is also approximately equal to the spread of the predictions of Rt. But the present measurement

is dominated by systematic uncertainties which need to be reduced to increase the leverage of the Rt

measurement on the u-quark and the d-quark PDFs.

tR
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 2.1 2.2

CT10

CT10 (+ D0 W asym.)

GJR08

MSTW2008

NNPDF 2.1

ABKM09

 resultATLAS

CT10

CT10 (+ D0 W asym.)

GJR08

MSTW2008

NNPDF 2.1

ABKM09

=7 TeVs  -1 dt = 4.7 fbL ∫ Preliminary     ATLAS

Figure 9: Calculated Rt values for different NLO PDF sets. The error contains the uncertainty on the

renormalisation and factorisation scales. The black line indicates the central value of the measured Rt

value. The combined statistical and systematic uncertainty of the measurement is shown in green, while

the statistical uncertainty is represented by the yellow error band.
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syst dominated:
ISR/FSR~4%

JES~4%, fakes

δR/R~13%

stat ~ spread of 
predictions ~ 
uncertainty on 

pred.

Process β̂
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W+ heavy flavour 1.21 ± 0.03
W+ light jets 0.74 ± 0.11
Z+ jets, diboson 1.05 ± 0.10
tt̄,Wt 1.00 ± 0.02
s channel top 0.98 ± 0.10
s channel antitop 1.00 ± 0.10

Table 4: Estimators β̂ of the parameters of the likelihood function as obtained from the maximum likeli-

hood fit. The quoted uncertainties are statistical only.
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Figure 8: Neural network output distributions normalised to the result of the binned maximum-likelihood

fit in (a) the 2-jet tagged ℓ+ data set, (b) the 2-jet tagged ℓ− data set, (c) the 3-jet tagged ℓ+ data set, and
(d) the 3-jet tagged ℓ− data set.

the cross-section measurements of σt(t) and σt(t̄) and on the cross-section ratio Rt. We provide the

uncertainties evaluated for the observed signal and background rates as obtained from the maximum
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Figure 1: Single top-quark production cross-section measurements performed by ATLAS and CMS,

and combined result (light-blue band), compared with SM predictions [1, 3] (pink bands). Statistical,

systematic and luminosity uncertainties are represented by blue error bars, ordered from the innermost

to the outermost. For theoretical predictions the renormalisation/factorisation scale uncertainty and PDF

uncertainty are represented by red error bars, ordered from the innermost to the outermost.
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4.2 Stability tests

The stability of the cross-section combination with respect to the assumed correlations between ATLAS

and CMS uncertainties is tested by varying the correlation factors of the following uncertainties:

• The correlation factors of the uncertainties assumed to be fully correlated are varied, separately,

from the default value of ρ = 1.0 to 0.5 or 0. The systematic uncertainties treated in this way are

those for the luminosity calibration, ISR/FSR, Q2 scale, PDF, t-channel generator and background

normalised to theory predictions.

• The correlation factor of the b-tagging uncertainty, assumed to be partially correlated, is varied

from ρ = 0.5 to 0 or 1.

• The correlation factor of the JES uncertainty, assumed to be uncorrelated, is varied from ρ = 0 to

0.5 or 1, in order to see the impact of a possible residual correlation.

Table 3 summarises the result of these tests. For each source of uncertainty the correlation factor ρ

is varied from its default value to the tested values and the corresponding shifts (in pb) on the combined

central value and on the measured uncertainty are reported.

The variation of the central value in all these tests is between -0.8 pb to +0.7 pb, corresponding

to a relative variation of at most 1%. The size of the excursion of the estimated uncertainty in these

tests is larger, but remains relatively small compared to the nominal uncertainty. In the most extreme

case where all uncertainties in the simulation and modelling category are considered uncorrelated, the

shift on the combination uncertainty is -1.1 pb, corresponding to a decrease of 8% of the uncertainty.

On the other hand, if the JES uncertainty between ATLAS and CMS is assumed to be fully correlated

then the variation of the combination uncertainty is +0.6 pb (+5% increase). Despite this increase in

the uncertainty, the combined result would still more precise (15.0%) than the result from CMS alone

(16.0%). Even in the improbable6 case where both the JES and b-tagging uncertainty are fully correlated

between the experiments, the resulting uncertainty (15.3%) would be better. Now, if the correlation

factor of the simulation and modelling category is also varied simultaneously along with the two previous

systematic uncertainty categories then the combined result and its uncertainty would remain quite stable

with respect to the nominal result, since the variations are anticorrelated. For all variations the weights

of each experiment stay rather stable, at most they depart of 4% from the nominal values. The χ2 is

either stable or it increases slightly, at most it reaches 1.3 when both b-tagging and JES uncertainties are

considered fully correlated compared to the nominal value of 0.78.

These tests indicate that the result is stable with respect to the assumptions on the systematic un-

certainty correlations, and that the combination yields an improvement with respect to the individual

measurements. However, a better assessment of the systematic uncertainty correlations across experi-

ments will be the aim of future measurements and combinations.

5 Summary

The ATLAS and CMS measurements of single top-quark production cross-sections in the t-channel are

combined using the BLUE method. The combined cross-section is determined to be:

σt-ch. = 85 ± 4 (stat.) ± 11 (syst.) ± 3 (lumi.) pb = 85 ± 12 pb (14)

The result of the combination of ATLAS and CMS measurements is shown together with the in-

dividual ATLAS and CMS measurements and compared to theory predictions [1, 3] (see Section 1) in

6These uncertainties are partially derived from data statistic errors and a correlation of 100% is actually impossible.
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Table 2: Contribution of each uncertainty category to the combined cross-section uncertainty.

Source Uncertainty (pb)

Statistics 4.1

Luminosity 3.4

Simulation and modelling 7.7

Jets 4.5

Backgrounds 3.2

Detector modelling 5.5

Total systematics (excl. lumi) 11.0

Total systematics (incl. lumi) 11.5

Total uncertainty 12.2

4 Result

4.1 Combined single top-quark cross-section

All sources of uncertainties (σi,1,σi,2) and their correlation (ρi) are categorised according to Table 1.

For each category i, a covariance matrix Ci is determined as in Eq. (5). The total covariance matrix is

determined as the sum of all Ci and is:

C =

(

269 84

84 182

)

pb2 . (10)

The overall correlation is evaluated as ρ = C12/
√
C11C22 and is equal to 0.38. The BLUE weights are

then determined according to the method described in Section 2, obtaining a central value and a total

combined uncertainty. We obtain w1 = 0.35 (ATLAS) and w2 = 0.65 (CMS), and the combined result is:

σt−ch. = 85.3 ± 12.2 pb . (11)

The χ2 of the combination is 0.79, with one degree of freedom.

It is possible to determine separately the contribution to the total uncertainty from the different cate-

gories using the following expression:

σ2i = w
2
1σ

2
i,1 + 2w1w2ρiσi,1σi,2 + w

2
2σ

2
i,2 , (12)

where i corresponds to one of the uncertainty categories from Table 1. The contribution of each uncer-

tainty category to the combined cross-section uncertainty is shown in Table 2. Adding in quadrature all

contributions gives again the total uncertainty squared σ2x as from Eq. (9). The combined result with

separate uncertainty contributions from statistics, luminosity, and all other systematics uncertainties is:

σt-ch. = 85.3 ± 4.1 (stat.) ± 11.0 (syst.) ± 3.4 (lumi.) pb = 85.3 ± 12.2 pb. (13)

The improvement on the relative uncertainty of the combined result (14.3%) is significant compared

to the uncertainties on ATLAS (19.2%) and CMS (16.0%) measurements. The absolute uncertainty

on the combined cross-section is also slightly improved with respect to the smallest uncertainty on the

individual measurements used in the combination.
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