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Dark matter particles should have the following 
properties:

1) Stable or long-lived

2) Neutral

3) Density = 0.3 GeV/cm3

4) Maxwellian distribution 
(v0 ~ 220 km/s)

WIMPs (Weakly interactive 
massive particles) of  mass 
~ 100 GeV, are the “miracle” 
candidates: Neutralinos (χ)?
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Abstract: This article reviews the status of the exciting and fastly evolving field of dark matter research as of
summer 2013, when it was discussed at ICRC 2013 in Rio de Janeiro. It focuses on the three main avenues to
detect WIMP dark matter: direct detection, indirect detection and collider searches. The article is based on the dark
matter rapporteur talk summarizing the presentations given at the conference, filling some gaps for completeness.
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1 Introduction

The existence of dark matter is one of the stongest indica-
tions that there must be physics beyond the standard model
of particle physics. Numerous indirect observations at as-
tronomical and cosmological scales [1], complemented by
results of complex many-body simulations [2], point to the
presence of a new form of matter in the Universe, which
only interacts significantly via gravity. The most famous
observational evidence is the rotation profiles of galaxies,
the dynamics of galaxy clusters, the separation of dark and
light matter in galaxy clusters, and the interpretation of the
cosmic microwave background (CMB). Recently the Planck
satellite mission [3] has published new and precise mea-
surements of the CMB, which are in full agreement with
the predictions of the LCDM model, describing a cosmos
dominated by dark energy (L) and cold dark matter (CDM).
The new values for the energy densities from Planck are
WCDM = 0.268 and WL = 0.683, see Fig. 1.

Figure 1: The latest results from the Planck satellite [3] on
the energy densities attributed to dark energy, dark matter
and ’ordinary’ baryonic matter.

Even though dark matter makes up a sizeable fraction of
the energy density of the Universe, and outnumbers ’ordi-
nary’ baryonic matter by a factor 5, the particle(s) which
constitute the dark matter remain unknown as of today. The
absence of electromagnetic and strong interactions makes
it experimentally ’dark’, however, interactions at the weak
scale might be possible. Many theories beyond the standard
model predict particles which are neutral, cold (i.e. non-
relativistic), and stable (or have half-lifes longer than the
age of the Universe). These are viable dark matter candi-
dates, with the most prominent being the neutralino c0 in

supersymmetric theories [4], the lightest Kaliza-Klein par-
ticle (LKP) in theories with extra-dimensions [5], or the
lightest T -odd particle in little Higgs models [6]. All are
excellent examples of weakly interacting massive particles
(WIMPs) [7], which are stable as their decays are prevented
by some new symmetry.

The search for the dark matter particle has become one
of the most exciting topics in Astroparticle Physics, and
tremendous progress is made on experimental and theo-
retical research. For this reason, this year’s ICRC confer-
ence in Rio de Janeiro (“The Astroparticle Conference”)
featured, for the first time, a full branch dedicated to dark
matter. This article is the attempt to summarize the main
conclusions of the talks and posters presented at this occa-
sion, complemented with some extra information added by
the author. At this occasion, the author wants to apologize
to all contributors to the ICRC 2013 dark matter session,
whose work could not be mentioned in this highly-biased
summary.

The article contains three sections addressing the differ-
ent methods to detect WIMP dark matter: by searching for
signs of WIMPs scattering in low-background detectors
(direct detection, Sect. 2), by looking for WIMP annihila-
tion products (indirect detection, Sect. 3), and by searching
for WIMPs produced in particle colliders such as the LHC
(Sect. 4). The approaches are largely complementary and
it is widely assumed that a convincing dark matter signal
should be seen by more than one. We do not even attempt
to provide detailed descriptions of the various experiments,
but mainly focus on the underlying concepts and the recent
results, and refer the reader to the references for further
information. The article closes with a short section on more
exotic (here: “non-WIMP”) dark matter models and a con-
clusion.

2 Direct Detection

It has been pointed out by Goodman and Witten [8] in 1985,
that the signature of WIMPs scattering in a detector medium
might be directly detectable by sensitive instruments [9],
provided that the WIMP interacts not only gravitationally
with ordinary matter but with weak-scale cross sections.
Another prerequisite is that there is dark matter in our
local solar neighborhood, which is assumed to be the case
as confirmed by various astronomical studies [10]. The
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Elastic scattering off nuclei, measure nuclear recoil energy Enr: 

Spin dependent (SD) or spin independent (SI) interaction:

For mχ = 100 GeV and A = 100: 

• σSI = 10-42 -10-44 cm2 

• Rate = 10-2 - 1 events / (kg day)

• Enr = 0 - 25 keV

WIMP detection principle
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(A,Z) χ

(A,Z) Enr 

χ



Exponential-like shape, increasing at low E (similar to many bkgs...)

Demands O(keV) thresholds and backgrounds close to zero.

All experiments operated in low radioactivity environments and deep 
underground.

The WIMP signal (SI)
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Why Xenon?

! Large mass number A (~131),
expect high rate for SI interactions
(σ ∼ A2) if energy threshold for
nuclear recoils is low

! ~50% odd isotopes (129Xe,131 Xe)
for SD interactions

! No long-lived radioisotopes, Kr can
be reduced to ppt levels

! High stopping power (Z = 54,
ρ = 3 g cm−3), active volume is
self shielding

! Efficient scintillator (~80% light
yield of NaI), fast response

! Nuclear recoil discrimination with
simultaneous measurement of scin-
tillation and ionization
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σχN = 1 × 10−44 cm2

Guillaume Plante - XENON - DM2010 - February 26, 2010



Earth velocity combines to solar system 
velocity in the galaxy.

Dark matter “wind” in the heart rest frame 
is modulated:

and affects the counting rate:

Distinctive modulation signal features:

T = 1 year       t0 = 2nd June  

Pro: model independent Con: requires detector stability and bkg control. 

Counting rate annual modulation
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Dark Matter 
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The combination of different  techniques allows one to discriminate between 
electron and nuclear recoils, and thus to reduce the β/γ background.

Energy calibrations are done with γ sources (electron recoils).

The relative calibration of nuclear recoils (keVee➡ keVnr), 
the quenching factor (QF), must be known with accuracy

Detection channels
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Ionization

Phonons Light

CoGeNT, Malbek

CDMS, Edelweiss

CRESST
DAMA, KIMS,

DM-ICE

Xenon, LUX
Dark-Side 
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CDMS-II
CoGeNT

(Soudan, USA)

DAMA/LIBRA
CRESST-II

XENON 100
Dark-Side

(Gran Sasso, IT)

Edelweiss-II
(Modane, FR) KIMS

(YangYang, KR)

DM-ICE 
(South pole)

LUX
(Sanford, USA)



DAMA/LIBRA
25 NaI crystals,  9.70 kg each

• QF: Na (30%), I (10%)

• High radiopurity:  232Th and 238U (ppt), 40K (<20 ppb)

Dual read-out of each crystal via PMTs (noise reduction via coincidence), 
5.5-7.5 photoelectrons/keVee   

• Energy threshold: 2 keVee

• Granularity: select single crystal events 
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•  Radiopurity,performances, procedures, etc.: NIMA592(2008)297 
•  Results on DM particles: Annual Modulation Signature: EPJC56(2008)333, EPJC67(2010)39 
•  Results on rare processes: PEP violation in Na and I: EPJC62(2009)327 

Installing the DAMA/LIBRA set-up ~250 kg ULB NaI(Tl) 

Residual contaminations in 
the new DAMA/LIBRA NaI
(Tl) detectors:232Th, 238U 
and 40K at level of 10-12 g/g  

•  Radiopurity,performances, procedures, etc.: NIMA592(2008)297 
•  Results on DM particles: Annual Modulation Signature: EPJC56(2008)333, EPJC67(2010)39 
•  Results on rare processes: PEP violation in Na and I: EPJC62(2009)327 

Installing the DAMA/LIBRA set-up ~250 kg ULB NaI(Tl) 

Residual contaminations in 
the new DAMA/LIBRA NaI
(Tl) detectors:232Th, 238U 
and 40K at level of 10-12 g/g  



Pulse shape cuts to reject PMT noise events:

Low energy calibration with 241Am and 133Ba, check with 40K

DAMA/LIBRA - data analysis
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The curves superimposed to the experimental 
data have been obtained by simulations 

( ) ( ) 30.448 0.035
9.1 5.1 10

( )
LE

E E keV
σ −±

= + ± ⋅

DAMA/LIBRA calibrations 
Low energy: various external gamma sources (241Am, 
133Ba) and internal X-rays or gamma’s (40K, 125I, 129I), 
routine calibrations with 241Am 

High energy: external sources of gamma rays (e.g. 
137Cs, 60Co and 133Ba) and gamma rays of 1461 keV 
due to 40K decays in an adjacent detector, tagged by 
the 3.2 keV X-rays 

( ) ( ) 41.12 0.06
17 23 10

( )
HE

E E keV
σ −±

= + ± ⋅

The signals (unlike low 
energy events) for high 
energy events are taken 
only from one PMT 

Thus, here and hereafter keV means keV electron equivalent 

Linearity Energy resolution 

Linearity Energy resolution 

81 keV 

133Ba 

Internal 40K 
Tagged by an 
adjacent 
detector 

Internal 125I 
first months 

241Am 

3.2 keV 

59.5 keV 

67.3 keV 

40.4 keV 

30.4 keV 

137Cs 60Co 

133Ba 40K 

81 keV 

662 keV 1173 keV 
1332 keV 

2505 keV 

356 keV 1461 keV 

Noise rejection near the energy threshold 
Typical pulse profiles of PMT noise and of scintillation event with the 
same area, just above the energy threshold of 2 keV 

The different time characteristics of PMT noise (decay time of order 
of tens of ns) and of scintillation event (decay time about 240 ns) can 
be investigated building several variables 

1

2

Area (from 100 ns to 600 ns)
X = ;

Area (from 0 ns to 600 ns)
Area (from 0 ns to 50 ns)

X =
Area (from 0 ns to 600 ns)

From the Waveform Analyser 
2048 ns time window: 

• The separation between noise and scintillation 
pulses is very good. 

• Very clean samples of scintillation events 
selected by stringent acceptance windows. 

• The related efficiencies evaluated by 
calibrations with 241Am sources of suitable 
activity in the same experimental conditions and 
energy range as the production data (efficiency 
measurements performed each ~10 days; 
typically 104–105 events per keV collected) 

This is the only procedure 
applied to the analysed data 

PMT noise 

Scintillation event 

2-4 keV 

4-6 keV 

Single-hit 
production data γ source 

Scintillation pulses PMT noise 

X2 

X2 X2 

X2 
X1 

X1 X1 

X1 

Noise rejection near the energy threshold 
Typical pulse profiles of PMT noise and of scintillation event with the 
same area, just above the energy threshold of 2 keV 

The different time characteristics of PMT noise (decay time of order 
of tens of ns) and of scintillation event (decay time about 240 ns) can 
be investigated building several variables 
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Area (from 0 ns to 600 ns)
Area (from 0 ns to 50 ns)

X =
Area (from 0 ns to 600 ns)

From the Waveform Analyser 
2048 ns time window: 

• The separation between noise and scintillation 
pulses is very good. 

• Very clean samples of scintillation events 
selected by stringent acceptance windows. 

• The related efficiencies evaluated by 
calibrations with 241Am sources of suitable 
activity in the same experimental conditions and 
energy range as the production data (efficiency 
measurements performed each ~10 days; 
typically 104–105 events per keV collected) 

This is the only procedure 
applied to the analysed data 
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DAMA/LIBRA - result
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Fig. 1. Experimental model-independent residual rate of the single-hit scintillation events, mea-
sured by DAMA/NaI over seven and by DAMA/LIBRA over six annual cycles in the (2 – 4), (2 –
5), and (2 – 6) keV energy intervals as a function of the time.116, 171, 175, 176 The zero of the time
scale is January 1st of the first year of data taking. The experimental points present the errors
as vertical bars and the associated time bin width as horizontal bars. The superimposed curves
are A cos ω(t − t0) with period T = 2π

ω
= 1 yr, phase t0 = 152.5 day (June 2nd) and modulation

amplitude, A, equal to the central value obtained by best fit over the whole data: cumulative
exposure is 1.17 ton × yr. The dashed vertical lines correspond to the maximum expected for the
DM signal (June 2nd), while the dotted vertical lines correspond to the minimum. See Refs. 175,
176 and text.

detector in the k-th energy bin averaged over the cycles. The average is made on
all the detectors (j index) and on all the energy bins (k index) which constitute the
considered energy interval. The weighted mean of the residuals must obviously be
zero over one cycle.

Sm(2-6 keV) = (0.0116 ± 0.0013) cpd/kg/keV (8.9σ C.L)
t0 = (146±7) d

T = (0.999±0.002) y

Dark Matter investigation with highly radiopure NaI(Tl) 27

for each energy bin; the free parameters of the fit are the (bjk + S0,k) contributions
and the Sm,k parameter. Hereafter, the index k is omitted when unnecessary.

In Fig. 8 the obtained Sm are shown for each considered energy bin (there
∆E = 0.5 keV). It can be inferred that positive signal is present in the (2–6) keV
energy interval, while Sm values compatible with zero are present just above. In
fact, the Sm values in the (6–20) keV energy interval have random fluctuations
around zero with χ2 equal to 27.5 for 28 degrees of freedom. All this confirms the
previous analyses.

Energy (keV)
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g/
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V
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0.05

0 2 4 6 8 10 12 14 16 18 20

Fig. 8. Energy distribution of the Sm variable for the total cumulative exposure 1.17 ton×yr.
The energy bin is 0.5 keV. A clear modulation is present in the lowest energy region, while Sm

values compatible with zero are present just above. In fact, the Sm values in the (6–20) keV energy
interval have random fluctuations around zero with χ2 equal to 27.5 for 28 degrees of freedom.176

The method also allows the extraction of the the Sm values for each detector, for
each annual cycle and for each energy bin. Thus we have also verified that the Sm
values are statistically well distributed in all the six DAMA/LIBRA annual cycles
and in all the sixteen energy bins (here ∆E = 0.25 keV in the 2–6 keV energy in-
terval) for each detector. For this purpose, the variable x = Sm−〈Sm〉

σ is considered;
here, σ are the errors associated to Sm and 〈Sm〉 are the mean values of the Sm aver-
aged over the detectors and the annual cycles for each considered energy bin. Similar
investigations have already been performed also previously for DAMA/NaI.116, 171

Fig. 9 shows the distributions of the variable x for the DAMA/LIBRA data in the
(2–6) keV energy interval plotted for each detector separately. The entries of each
histogram are the 96 (16 for the 16-th detectore) x values, evaluated for the 16 en-
ergy bins in the considered (2–6) keV energy interval and for the 6 DAMA/LIBRA
annual cycles. These distributions allow one to conclude that the observed annual
modulation effect is well distributed in all the detectors, annual cycles and energy

eAs aforementioned, this detector has been restored in the trigger after the first upgrade in Septem-
ber 2008; thus, only the data of the last annual cycle are available for this detector.

0.5 keV/bin

Eur. Phys. J. C 56 (2008) 333 and 67 (2010) 39 



DAMA phase: May 26±7       μ phase @LNGS: July 6±6

DAMA/LIBRA - checks
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Summary%of%the%results%obtained%in%the%additional%
investigations%of%possible%systematics%or%side%reactions4
(NIMA592(2008)297, EPJC56(2008)333, arXiv:0912.0660, Can. J. Phys. 89 (2011) 11, S.I.F.Atti Conf.103

(211) (arXiv:1007.0595),to appear in Physics Procedia, EPJC72(2012)2064 and refs therein) 

Source  Main comment  Cautious upper 
  limit (90%C.L.) 

 
RADON  Sealed Cu box in HP Nitrogen atmosphere,  <2.5×10-6 cpd/kg/keV 

 3-level of sealing, etc. 
TEMPERATURE  Installation is air conditioned+ 

 detectors in Cu housings directly in contact  <10-4 cpd/kg/keV 
 with multi-ton shield→ huge heat capacity 

  + T continuously recorded 
 
NOISE  Effective full noise rejection near threshold  <10-4 cpd/kg/keV  
 
ENERGY SCALE  Routine + intrinsic calibrations  <1-2 ×10-4 cpd/kg/keV 
 
EFFICIENCIES  Regularly measured by dedicated calibrations  <10-4 cpd/kg/keV  
 
BACKGROUND  No modulation above 6 keV; 

 no modulation in the (2-6) keV  <10-4 cpd/kg/keV  
 multiple-hits events; 
 this limit includes all possible  
 sources of background 

SIDE REACTIONS  Muon flux variation measured at LNGS  <3×10-5 cpd/kg/keV   

+ they cannot  
satisfy all the requirements of  
annual modulation signature 

Thus, they cannot mimic the 
observed annual 
modulation effect 

R. Cerulli at IDM2012



One 0.5 kg p-type point contact (PPC) HP-Germanium detector

Measure ionization only (QF: 20%):

➡ No recoil identification.

Ultra low noise:

➡ Threshold at 0.5 keVee!

CoGeNT
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CoGeNT:�
neutrino & �
astroparticle physics�
using large-mass, �
ultra-low noise �
germanium detectors�
(CANBERRA, PNNL, ORNL, UC, UNC, UW) 

Conventional �
HPGe coaxial �
detector�

PPC HPGe�
~400 eV threshold, �
working on �
further reduction �

PRL 101 (2008) 251301 �
Extensive constraints on DAMA’s claim: �
•  Light WIMPs�
•  Dark scalars �
•  Dark pseudoscalars�

PPC HPGe�

JCAP 09(2007)009 �

Applications: �
• Light Dark Matter�
• Coherent ν detection �
• ββ decay (MAJORANA) �



Ionization at the surface experience a weaker electric field

• surface events exhibit slower rise time, and can be rejected (almost).

CoGeNT - Surface events
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Based on a phenomenon ~40 years old (embarrasing!) �

Bulk signal acceptance�
monitored down to 1 keVee�
via L/K EC peak ratios and 
pulser calibrations. �
Working on characterizing 
surface background rejection 
(large exposure required). �

COGENT running �
~20 m away from CDMS�
(just to keep them honest… ;-)�

Making an excellent detector even better:�
PPCs can reject surface events using rise-time cuts �

inner Pb liner <0.01 Pb-210 Bq/kg�

NOT nearly “best effort” yet. �
MAJORANA Demonstrator�
background goal is ~x1000 lower�

Charge �
Collection �
time �
modelled�
(small�
 100 ns �
correction)�

Baby stays, �
bath water goes�

MAJORANA �
BEGe (ORNL simulation)�

~2 mm layer excluded

mass reduced from 
500g to 330g

What is new?�

M. Bellis �
et al., �
in preparation.�
�
See also �
poster by �
M. Kos.�
�

slow (surface)�

fast (bulk) �

•  Detector recovered from 3 mo post-fire outage w/o 
significant changes in performance. It has been 
continuously taking data ever since. All data are usable 
(compare to 10%-40% in CDMS low-energy analyses). �

�

•  Large exposure allows optimal separation of bulk and 
surface events down to 0.5 keVee threshold. Rise-time 
behavior as predicted by simulations and calibrations 
(PRD 88 (2013) 012002). Smooth variation of fit 
parameters with energy. �

�

�

Regions selected for “toy” analysis�

observed to take place at lower energies (Fig. 20). This
results in a contamination with unrejected surface (slow)
events of the energy spectrum of pulses passing the
90% C.L. fast signal acceptance cut derived from elec-
tronic pulser calibrations (Fig. 12). The magnitude of this
contamination (Fig. 21) can be derived from the fits to the
rise time distributions shown in Fig. 20, and to others like
them. The electronic pulser cut (vertical arrows in Fig. 20)
approximates the !90% boundary to the fitted fast pulse
distributions (shown in red), confirming that bulk event SA
can be roughly estimated using the electronic pulser
method.

These fits reveal two significant trends, both visible in
Fig. 20: first, the mean of the slow pulse distribution is seen
to drift toward slower rise times with decreasing energy, an

effect already observed in surface irradiations of PPCs
using 241Am gammas [4,18]. Second, the standard devia-
tion of the fitted fast pulse distribution (i.e., its broadening
toward slower rise times) is noticed to increase with
decreasing energy, in good qualitative agreement with the
behavior expected from simulated pulses (Fig. 19).
Figure 22 summarizes the steps necessary in the

treatment of CoGeNT low-energy data, leading to an irre-
ducible spectrum of events taking place within the bulk of
the crystal, devoid of surface events and cosmogenic back-
grounds [28]. As discussed in the following section, the
exponential excess observed at low energy is hard to under-
stand based on presently known radioactive backgrounds.
Figure 23 shows the irreducible spectrum of bulk events
including the uncertainties discussed in Fig. 22, overlaid
with the total background estimate from Sec. V, pointing
at an excess of events above the background estimate.
Figure 24 displays WIMP exclusion limits that can be
extracted from this irreducible spectrum, compared to
those from other low-threshold detectors. The figure
includes a region of interest (ROI) generated when assum-
ing a WIMP origin for the low-energy exponential excess.
Best-fit distributions like those in Fig. 20 point at the

possibility of obtaining !45% BR of surface events for a
90% SA of bulk events at 0.5 keVee threshold, rapidly
rising to !90% BR at 1.0 keV, for the same 90% SA.
A pragmatic approach to improving this event-by-event
separation between surface and bulk events is to tackle
the origin of the issue, i.e., to further improve the electronic
noise of PPCs. A path toward achieving this within the C-4
experiment is delineated in [7]. In the meantime, the large
exposure collected by the PPC at SUL should allow a

FIG. 20 (color online). Example rise time distributions for
events falling within discrete energy bins, from a 27 month
exposure of the CoGeNT detector at SUL. These are fitted by
two log-normal distributions with free parameters, correspond-
ing to slow rise time surface events (blue) and fast rise time bulk
events (red). Small vertical arrows point at the location of the
90% C.L. fast signal acceptance boundary dictated by electronic
pulser calibrations (dotted red line in Fig. 12). A contamination
of the events passing this cut by unrejected surface events
progresses as energy decreases (see text).

FIG. 21. Fraction of events passing the 90% fast signal accep-
tance cut (pulser cut, dotted red line in Fig. 12) identified as true
bulk events via the analysis discussed in Sec. IVB. Alternatively
defined, its complement is the fraction of events passing
the pulser cut that are in actuality misidentified surface events
(see Fig. 20). The dotted line is a fit with functional form
1" e"a#EðkeVeeÞ, with a ¼ 1:21' 0:11. Error bars are extracted
from the uncertainties in fits like those exemplified in Fig. 20.

C. E. AALSETH et al. PHYSICAL REVIEW D 88, 012002 (2013)

012002-12



What is new?�
•  Detector recovered from 3 mo post-fire outage w/o 

significant changes in performance. It has been 
continuously taking data ever since. All data are usable 
(compare to 10%-40% in CDMS low-energy analyses). �

�

•  Large exposure allows optimal separation of bulk and 
surface events down to 0.5 keVee threshold. Rise-time 
behavior as predicted by simulations and calibrations 
(PRD 88 (2013) 012002). Smooth variation of fit 
parameters with energy. �

�

•  Paper under review, preprint to appear soon. Data to 
be released in energy, time-stamp, and rise-time 
format. A straightforward analysis indicates a 
persistent annual modulation exclusively at low energy 
and for bulk events. Best-fit phase consistent with 
DAMA/LIBRA (small offset may be meaningful). Similar 
best-fit parameters to 15 mo dataset, but with much 
better bulk/surface separation (~90% SA for~90% BR)�

�

�

Dotted: free T�
Solid: T= 365 d�
�
�
See also �
poster by M. Kos.�
�

Additional �
four months of �
unanalyzed 
data acquired�
(run is still 
ongoing)�
�
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CoGeNT - Results        
What is new?�

•  Detector recovered from 3 mo post-fire outage w/o 
significant changes in performance. It has been 
continuously taking data ever since. All data are usable 
(compare to 10%-40% in CDMS low-energy analyses). �

�

�

refined weighted likelihood annual modulation analysis, in
which the rise time of individual events provides a proba-
bility for their belonging to the surface or bulk categories
(Fig. 20). This analysis is in preparation.

V. BACKGROUND STUDIES

The present understanding of backgrounds affecting the
CoGeNT detector at SUL is described in this section,
including contributions from neutrons, both for those
muon-induced and also for those arising from natural
radioactivity in the SUL cavern. Early calculations for
these made use of MCNP-Polimi [19] simulations,
NJOY-generated germanium cross-section libraries,
muon-induced neutron yields and emission spectra exclu-
sively from the (dominant) lead-shielding target as in
[29,30], and SUL cavern neutron fluxes from [31]. These
are shown in Fig. 25. Fair agreement (better than
50% overall) was found between these and subsequent
GEANT [32] simulations, which, however, include
muon-induced neutron production in the full shield
assembly and cavern walls, and are able to track the
(subdominant) electromagnetic component from muon
interactions. The rest of this chapter describes these more
comprehensive GEANT simulations.

A. Neutrons

1. Muon-induced neutrons

The muon-induced neutron background can be broken
up into two components: those produced by muon inter-
actions in the cavern walls, and those generated by inter-
actions in the CoGeNT shielding materials. The energy
spectrum of external ð!; nÞ cavern neutrons was taken
from [33]. Figure 26 shows the fraction of these neutrons
making it through the shielding and depositing energy in
the germanium detector, as a function of incident neutron
energy. The same figure shows the input neutron energy
distribution taken from [33] in units of neutrons=!=MeV.

FIG. 22. Steps in the treatment of a low-energy CoGeNT
spectrum. (a) Spectrum following data selection cuts (Sec. IV),
including 90% fast signal acceptance cuts from pulser calibra-
tions (dotted red line in Fig. 12) [4,5]. This spectrum is nomi-
nally composed by a majority of bulk events. Overimposed is the
combined trigger and background cut efficiency. This efficiency
is derived from high-statistics pulser runs (Figs. 7 and 10),
resulting in a negligible associated uncertainty. (b) Spectrum
following this trigger plus cut efficiency correction.
Overimposed is the residual surface event correction. This
correction and its associated uncertainty can be found in
Fig. 21. (c) Spectrum following this surface event contamination
correction. Overimposed is the predicted cosmogenic back-
ground contribution, reduced by 10% as in [5]. The modest
uncertainties associated with this prediction, dominated by
present knowledge of L/K shell electron capture ratios, are
discussed in [5]. (d) Irreducible spectrum of bulk events, now
devoid of surface and cosmogenic contaminations [28,56].
Overimposed is the expected signal from a m" ¼ 8:2 GeV=c2,
#SI ¼ 2:2$ 10%41 cm2 WIMP, corresponding to the best fit to a
possible nuclear recoil excess in CDMS germanium detector
data [60]. A bumplike feature around 0.95 keVee is absent in the
alternative UW analysis shown in Fig. 15 and is therefore likely
merely a fluctuation.

FIG. 23. Irreducible spectrum of bulk events (points) showing
cumulative uncertainties from the corrective steps discussed in
Fig. 22. The simulated total background spectrum from Sec. V is
shown as a histogram, scaled to the larger exposure in this figure,
and corrected for the combined trigger and background cut
efficiency.
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Majorana collaboration (Double beta decay) test of CoGeNT (spin-off of 
Majorana).

Almost the same detector as CoGeNT but different group and analysis 
techniques.

Preliminary results exclude CoGeNT, but no paper yet. 

CoGeNT check - Malbek

15

Energy (keV)
1 2 3 4 5 6 7

 (n
s)

10
-9

0
t

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

1

10

210

Energy (keV)
1 2 3 4 5 6 7

 (a
rb

.)
pa

r
w

0

1000

2000

3000

4000

5000

6000

-110

1

10

wpar=A/E2 

SLOW 

FAST 

t10-90 

SLOW 

FAST 

wpar=A/t10-9

wavelet PSA to identify slow signals
from P. S. Finnerty, PhD Thesis, UNC - Chapel Hill.

wpar=A/E2 t10-90 

Time (ns)
34000 36000 38000 40000 42000 44000

Vo
lta

ge
 (a

rb
.)

-500

0

500

1000

1500

2000

10% 

90% 

Time (ns)
34000 36000 38000 40000 42000 44000

Vo
lta

ge
 (a

rb
.)

-500

0

500

1000

1500

2000

Wavelet 
Power 
Spectrum 

A 

wpar=A/E2t10-90

1st level 
detail 
coefficient

99% acceptance curve estimated from fast pulser data



J. I. COLLAR PHYSICAL REVIEW C 88, 035806 (2013)

FIG. 9. (Color online) Quenching factor for Na and I recoils in
NaI[Tl], compared to previously obtained values [11–16]. Horizontal
error bars correspond to the dispersion in simulated Er , and vertical
ones correspond to the dispersion in the recoil distributions in Fig. 8,
derived from Gaussian fits. A rapid decrease in QNa with decreasing
recoil energy is observed, at variance with previous measurements.
Reasons for this disagreement are provided in Sec. II: Proper inclusion
of the nonlinearity in the response to low-energy electron recoils
accounts for just ∼15% of the difference. The dominant cause is
the absence of threshold effects [9] below ∼40 keVnr in the present
work, due to the factor ∼4 higher light yield achieved, taking the
latest previous measurement as a reference.

a binomial distribution with PE trials and compound success
probability p = p1p2 returning a number of successes equal
or larger than one, where p1 = 0.69 is the probability of an
individual PE triggering the CFD (Fig. 8, inset) and p2 = 1 −
exp(−!t/τ ). Here !t = 230 ns is the time window available
for a PE to set off the trigger configuration described above
(see Fig. 7) and τ ∼ 200 ns is the decay time for NR-induced
scintillation (Fig. 10). In other words, p2 accounts for the finite
probability that the first PE generated in the NaI[Tl] is not
prompt enough to stop the TAC/SCA within its 500-ns range,
after accounting for the effect of the delay loop. The effect of
p2 on reducing the triggering efficiency for a given number of
PE is more pronounced for slower (longer τ ) scintillators such
as CsI[Na] [38].

As computed, this triggering efficiency reaches unity for
PE ! 10; i.e., only the PE spectrum corresponding to runs at
the smallest scattering angle #n = 16◦ (Er ∼8 keVnr) requires
a correction based on it. That the rest of the measurements
collected at larger scattering angles are free from any such
threshold effects can be ascertained by observing the left
shoulders of the distributions in Fig. 8, which are not similarly
shaped by a triggering efficiency curve (see discussion around
Fig. 4 in Ref. [9]).

Iodine recoils emerged distinctly above the few PE spurious
coincidence noise (Fig. 7) only at the three largest values of
#n attempted (72◦, 78◦, 102◦). Given the proximity of their
PE distributions to the triggering efficiency threshold, these
were all corrected by the efficiency curve prior to extracting

FIG. 10. (Color online) Grayscale intensity plots showing the
observed mean decay time of NaI[Tl] scintillation. NR energies are in
keVnr, and ER are in keVee. A single exponential decay component
is used in fits to the running integral of PMT currents. The bottom
panel shows the centroids and dispersion of the data in 2-keV bins.
The evolution of these centroids with energy is very similar to that
found in previous work [11,14,15,40].

a Gaussian best fit. The iodine quenching factor obtained is
considerably smaller than for sodium recoils, as in previous
results [7,8] and comparable to values obtained for Cs and I
recoils in CsI[Na] in this same setup [38].

VI. SEARCH FOR AN ION CHANNELING EFFECT

The goniometric stage holding the NaI[Tl] detector can be
used to select an orientation allowing a recoiling sodium ion
to (in principle) channel down the (100) plane perpendicular
to the known [100] growth axis of the crystal (Fig. 5 and inset
of Fig. 11). The corresponding angle $rec varies with #n and
can be calculated using basic kinematic relations [39]. In [20]
it was postulated that such a channeled ion should exhibit
a QNa ∼ 1, i.e., lose energy exclusively through ionization
much like an electron and not via secondary nuclear recoils.
In Ref. [21] it is claimed that “blocking” effects should render
this impossible for recoiling ions originating in nuclei initially
at rest on the lattice, i.e., the case for WIMP or neutron
interactions.

The angular precision of the present setup cannot be
claimed to be better than ∼1◦. Similarly, the manufacturer
of the NaI[Tl] scintillator listed the tolerance of the requested
crystal orientation to be “a few degrees.” Nevertheless, the
angular dimension of the (100) planar channel would be sizable
for low-energy sodium recoils. For example, in NaI[Tl] this
room-temperature channeling angle should be approximately
±5.6◦ around the (100) plane for Er = 10 keVnr, ±4.0◦ at
Er = 28 keVnr, and ±3.5◦ at Er = 41 keVnr [41]. Taking
into consideration the effect of the finite solid angle subtended
by the 501A cell as seen from the position of the NaI[Tl] scin-
tillator, the measurement attempted here should be forgiving
enough to display some evidence for ion channeling, if the
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FIG. 11. (Color online) Results from a negative search for sodium
recoil channeling in single-crystal NaI[Tl] (see text). “Random
orientation” corresponds to an alignment of the [100] crystal axis with
the direction of the incoming neutrons, i.e., an orientation for which
no significant channeling would be expected. The inset displays a
HEALPix [21,41,42] map of available channels in the NaI[Tl] lattice,
represent by red (gray) bands. These are to scale for Er = 10 keVnr
(see text).

process was possible at few keVnr for nuclei knocked off their
positions in the lattice.

Figure 11 illustrates the negative results from this search.
Vertical arrows mark the expected position of the light yield
distribution for sodium recoils if channeling was realized, i.e.,
for QNa =1. No difference was observed between control runs
(“random orientation”) and runs with values of !rec selected
to favor channeling along (100). For "n =28◦ additional runs
at !rec = 72◦ and !rec = 78◦, i.e., a few degrees beyond the
nominally favored !rec = 75◦, were performed. This was done
to account for the possibility of some significant misalignment
in the setup. These runs returned spectra similar to those shown
in the figure.

Following these measurements, an attempt was made to test
the crystallographic alignment of the crystal using x-ray scat-
tering at Argonne National Laboratory. The presence of Laue
spots confirmed the single-crystal nature of the sample, but it
was impossible to obtain information beyond the few degree
tolerance listed by the manufacturer (x-ray penetration through
the scintillator casing was minimal, and its removal led to the
expected rapid degradation of hygroscopic NaI[Tl] surfaces).
However, for the reasons listed above, and barring neglect by
the crystal manufacturer to adhere to alignment instructions,

the absence of any excess at QNa =1 in the red (gray)
histograms of Fig. 11 suggests that the arguments against
channeling in Ref. [21] are now experimentally confirmed.

VII. IMPLICATIONS FOR DARK-MATTER SEARCHES

While the decreasing QNa obtained in this experiment
challenges several previous results, the author has confirmed
a value of QNa !0.1 for recoils below 24 keVnr using a
new independent technique involving an 88Y/Be photo-neutron
source. This is treated in a separate publication [43]. As
discussed in Sec. II and Ref. [9], the combination of poor
light yield and lack of sufficient control of systematics near
threshold can produce a false impression of constant or
increasing quenching factors with decreasing recoil energy.
Based on present experimentation, this seems to have been
the case for previous measurements of QNa below Er ∼
40 keVnr, from which a discussion of threshold effects
is notoriously absent (specifically, control of expected vs
observed event rates at recoil energies strongly impacted
by triggering efficiency [9]). In recent times, improvements
to the methodology of quenching factor measurements for
LXe [25,26] have clarified a similar situation, one that led
to an interpretation of dark-matter search data [44] based on
markedly optimistic quenching factors [19]. New quenching
measurements performed by the author on CsI[Na] [38]
indicate that this unfortunate situation may also extend to
previous studies of this other scintillator [35].

Figure 12 encapsulates the impact of present measurements,
specifically on DAMA/LIBRA. A value of QNa ∼ 0.1 for
putative WIMP recoils leading to energy depositions near
the 2-keVee DAMA/LIBRA threshold displaces the region
of interest (ROI) for a WIMP interpretation well into the
realm excluded by several other techniques. An increase in

FIG. 12. (Color online) Effect of QNa on a DAMA/LIBRA region
of interest (ROI), adapted from Ref. [23]. XENON100 exclusions
have present limited credibility for mχ ! 12 GeV/c2 [45]. A CDMS
ROI is from [46].
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Germanium (4.6 kg) or Silicon (1.2 kg) cryogenic 
detectors:

1) Ionization and phonon channels (TES)

2) Surface events rejection via phonon pulse 
shape.

CDMSII 

17

CDMSII ZIP detectors

76

Figure 3.2: Schematic sensor configuration of a ZIP detector, showing four phonon sensor
quadrants on the top face and two concentric charge electrodes on the bottom. Detector
edge flats are also shown.

composed of 1036 tungsten transition-edge sensors (TESs) wired in parallel and fed by an

array of aluminum quasiparticle traps. The charge and phonon sensors are described in

more detail in Sections 3.2 and 3.3, respectively.

3.2 Ionization

The ionization readout is perhaps the most familiar element of the ZIP detector.

The basic principle is essentially that of a standard Si particle tracker or high-purity Ge

detector [164]: electrons and holes generated along a particle track are drifted to collection

electrodes using an electric field. The very unusual operating regime of a ZIP – millikelvin

temperatures and V/cm electric fields – leads to significant subtleties, however. Below I

review the fundamentals of this process, referring the reader to the dissertations of Tom

Shutt [165] and Sunil Golwala [166] for further details.

3.2.1 Carrier generation

A particle interacting in a semiconductor lattice can transfer a portion of its de-

posited energy to the electronic system of the crystal. If the energy deposited is much

greater than the semiconductor’s band gap (generally � O(1) eV), the particle can liberate

valence electrons from their bound states into the conduction band. These primary elec-

trons may be su�ciently high in momentum to liberate other electrons, producing a cascade

of charge carriers as the energy of the primaries dissipates into the crystal. The process

culminates in a population of lower-momentum electrons and holes in the vicinity of the

particle track.
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w/o phonon cuts

with phonon cuts

nuclear recoils 
band

(WIMP Region)

electron recoils 
band

140.2 kg-days, arXiv1304.4279 accepted by PRL

CDMSII-Si - final result
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w/o phonon cuts

with phonon cuts

nuclear recoils 
band

(WIMP Region)

electron recoils 
band

140.2 kg-days, arXiv1304.4279 accepted by PRL

Signal+bkg. favored against bkg. only hypothesis at 99.81% CL (3σ).

Comment from the collaboration: “We do not believe this result rises to the 
level of a discovery, but does call for further investigation.”

CDMSII-Si - final result
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Disfavors the CoGeNT result if interpreted 
as due to nuclear recoils at > 98% CL.

No evidence in electron recoils.

CDMSII-Ge - Annual modulation

19

4

0 200 400 600
−0.5

0

0.5

Days Since Jan. 1st

R
at

e 
[k

g 
da

y 
ke

V
nr

]−1

FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, �d,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1� statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than
0.06 [keV

nr

kg day]�1 are excluded at the 99% C.L.
For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-
sis of CoGeNT data is consistent with previously pub-
lished analyses [6, 7, 14]. Figure 3 shows the modu-
lated spectrum of both CDMS II and CoGeNT, assum-
ing the phase (106 days) which best fits the CoGeNT
data over the full CoGeNT energy range. Compatibil-
ity between the annual modulation signal of CoGeNT
and the absence of a significant signal in CDMS is de-
termined by a likelihood-ratio test, which involves cal-
culating � ⌘ L

0

/L
1

, where L
0

is the combined max-
imum likelihood of the CoGeNT and CDMS data as-
suming both arise from the same simultaneous best-fit
values of M and �, while L

1

is the product of the maxi-
mum likelihoods when the best-fit values are determined
for each dataset individually. The probability distribu-
tion function of �2 ln� was mapped using simulation,
and agreed with the �2 distribution with two degrees
of freedom, as expected in the asymptotic limit of large
statistics and away from physical boundaries. The simu-
lation found only 82 of the 5⇥103 trials had a likelihood
ratio more extreme than was observed for the two ex-
periments, confirming the asymptotic limit computation
which indicated 98.3% C.L. incompatibility between the
annual-modulation signals of CoGeNT and CDMS for the
5.0–11.9 keV

nr

interval.
We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events
without applying the ionization-based nuclear-recoil cut.
These samples are both dominated by electron recoils.
Figure 4 shows the confidence intervals for the allowed
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FIG. 2. (color online) Allowed regions for annual modulation
of CoGeNT (light orange) and the CDMS II nuclear-recoil
sample (dark blue), for the 5.0–11.9 keVnr interval. In this
and the following polar plot, a phase of 0 corresponds to Jan-
uary 1st, the phase of a modulation signal predicted by generic
halo models (152.5 days) is highlighted by a dashed line, and
68% (thickest), 95%, and 99% (thinnest) C.L. contours are
shown.
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.
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FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, �d,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1� statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than
0.06 [keV
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kg day]�1 are excluded at the 99% C.L.
For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-
sis of CoGeNT data is consistent with previously pub-
lished analyses [6, 7, 14]. Figure 3 shows the modu-
lated spectrum of both CDMS II and CoGeNT, assum-
ing the phase (106 days) which best fits the CoGeNT
data over the full CoGeNT energy range. Compatibil-
ity between the annual modulation signal of CoGeNT
and the absence of a significant signal in CDMS is de-
termined by a likelihood-ratio test, which involves cal-
culating � ⌘ L
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mum likelihoods when the best-fit values are determined
for each dataset individually. The probability distribu-
tion function of �2 ln� was mapped using simulation,
and agreed with the �2 distribution with two degrees
of freedom, as expected in the asymptotic limit of large
statistics and away from physical boundaries. The simu-
lation found only 82 of the 5⇥103 trials had a likelihood
ratio more extreme than was observed for the two ex-
periments, confirming the asymptotic limit computation
which indicated 98.3% C.L. incompatibility between the
annual-modulation signals of CoGeNT and CDMS for the
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We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.
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FIG. 4. (color online) Confidence limits on the amplitude and
phase of annual modulation for two electron-recoil-dominated
data samples: multiple scatters (light blue) and single scatters
(dark red), as defined in the text for the interval 3.0–7.4 keVee.
These events are of the same total phonon energy (recoil +
Neganov-Luke) as the nuclear-recoil band events of the main
modulation analysis shown in Fig. 2, of 5.0–11.9 keVnr.

modulation amplitudes and phases for these two samples,
both of which are consistent with no modulation. For the
energy range chosen for this analysis, there is not sig-
nificant overlap with the corresponding CoGeNT energy
range under the hypothesis of an electron-recoil modula-
tion. Our minimum electron-equivalent energy is 3 keV

ee

compared to a 3.2 keV
ee

maximum energy for the Co-
GeNT low-energy channel. Consequently, this analysis
cannot exclude the possibility of the modulation observed
by CoGeNT being the result of electron recoils. The ab-
sence of modulation in the single-scatter and multiple-
scatter events indicates the absence of strong systematic
e↵ects in our data.
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CaWO4 crystals (300g)  operated as 
bolometers (phonon detectors):

1) detect also scintillation light to 
discriminate nuclear recoils

2) Multi-target: sensitive to different 
WIMP masses:

CRESST
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CRESST Cryogenic Detectors
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� Target crystals operated as 
cryogenic calorimeters (~10mK)
� energy deposition in the crystal:
o mainly phonons

• temperature rise detected with                 
W-thermometers

• measurement of deposited energy  
(sub keV resolution at low energy)

o small fraction into scintillation light

� Separate cryogenic light detector 
to detect the light signal
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Detector module:

�Simultaneous measurement of:

odeposited energy E in the crystal   
(independent of the type of particle)

oscintillation light L 
(characteristic of the type of particle)

� Target crystals operated as 

cryogenic calorimeters (~10mK)

� energy deposition in the crystal:

o mainly phonons

• temperature rise detected with                 

W-thermometers

• measurement of deposited energy  

(sub keV resolution at low energy)

o small fraction into scintillation light

� Separate cryogenic light detector 
to detect the light signal



• 10 mK operating temperature.

• 18 modules:

‣ 8 active 330g CaWO4 crystals
‣ 1 CaWO4 bad resolution
‣ 1 ZnWO4  not well working
‣ 10 CaWO4 with light detector not working. 

• Other 12 modules used to reject 
multi-hit events

• γ-calibrations with 57Co and 232Th

CRESST - setup

21



• Light Yield (LY) = L/E characteristic 
of the event type:

‣ LY(e-recoils) :1 (by def.)
‣ LY(α) ~ 0.22 
‣ LY(O) ~ 0.10
‣ LY(Ca) ~ 0.06 
‣ LY(W) ~ 0.04

Acceptance region: 10 ~<Energy<40
low bound depends on the module

(defined as: 1 γ event leakage)   

accepted events

67 accepted events in the 8 modules (730 kg days)! 

CRESST - discrimination

22

80% bands

Data from one module only



Extrapolation to acceptance 
region: ~17 events of Pb 
background estimated (over 67 total 
accepted)

Source: daughter nuclei emitted after decay off source material  

CRESST - background

23
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Pb Recoil Background

12

� Final likelihood analysis:
� performed module-wise

� overlap-free reference region to model 
dNPb/dE

� model extrapolated to the acceptance  
region

� Simple estimate:

o ~ 17 events

Pb reference region
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Pb Recoil Background
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� Final likelihood analysis:
� performed module-wise

� overlap-free reference region to model 
dNPb/dE

� model extrapolated to the acceptance  
region

� Simple estimate:

o ~ 17 events

Pb reference region



New run with reduced background from supports already started.

Possible explanation of the CRESST excess: 
sputtering from the crystal supports.

CRESST - Sputtering?

24
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surface profile, directly measured e.g. with a profiler or an atomic
force microscope (AFM).

Simulations were run for some arbitrarily chosen values param-
etrizing the roughness, shown as cases #1–#4 in Table 1, where
‘‘waviness’’, T, is simply the period of the sine function describing
the surface and the average roughness, Ra, is defined as:

Ra ¼
1
T

Z T

0
A " sin

2p
T

x
! "####

####dx ¼ 2A
p :

More realistic sets of values are studied in cases #5–#8. Based on
literature data found on the surface roughness of an ‘‘apparently
smooth’’ bronze surface [19] and the roughness of electroplated sil-
ver coatings [20,21], we ran simulations for the average roughness
of 0.07 micrometers (2.7 linch), which was reported for bronze and
is also consistent with the smoothest silver coating reported in Ref.
[20, Fig. 5]. The relevant range of the waviness parameter (0.1–
5 micrometers) was specified based on AFM surface scans from
[20,21].

As mentioned earlier, there is no statistically significant differ-
ence in results between bronze and silver. Qualitatively, all but
one simulated configuration show the same effect, namely, the ex-
cess of events at lower energies, when compared to the ‘‘flat’’ sur-
face model. Resulting spectra for all rough cases from Table 1 are
shown in Fig. 5.

The only exception from the rule is case #5, where the low en-
ergy contribution disappears, making the result similar to that of a
perfectly smooth surface, i.e. case #0, discussed earlier. Some non-
trivial dependence on the A=T ratio is not a surprise, since smooth-
er surfaces will have smaller A=T ratios. This gives an idea on what
kind of a surface finish would be required to mitigate backgrounds
of this type.

We did not see any similar effect of difference between a
smooth and a rough surface for a’s generated deeper in the clamps,

Fig. 4. Zoomed-in cross section of GEANT4 geometries showing relevant event types: (a) a typical sputtering-dominated event on a flat surface; Cu recoils carrying 10–40 keV of
energy, with a contribution from a high-energy a (which will eventually reach the detector and shift the event out of the acceptance region), (b) a cascade of sputtered Cu ions
reaching the detector (total energy above 40 keV), resulting in an event with no contribution from a and (c) an example of a rough surface (case #7), with a part of the cascade
stopped by surface irregularities, which effectively shifts the event towards lower energies. a’s are shown in red, 206Pb in blue and copper recoil nuclei in green. Electrons are
not shown. Particles are ‘‘detected’’ and killed after reaching the surface on the left side of the plot (which extends much beyond the plot boundaries). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1
Roughness for all cases used in GEANT4 simulations: amplitude (A), waviness (T), their
ratio, and average surface roughness (Ra). Two last columns summarize the
simulation results and contain, respectively: exponential decay constant fitted to
the reference region (EPb

decay), and the ratio of number of counts in the reference region
to the number of counts in the acceptance region (nPb

ref=nPb
acc) for silver. Statistically

consistent results obtained for bronze are omitted. Case #0 corresponds to data
shown in Fig. 3.

# Surface roughness Silver

A [lm] T [lm] A=T Ra [lm] EPb
decay [keV] nPb

ref=nPb
acc

0 0 – – 0 12:6# 1:0 2.46
1 1 5.0 0.2 0.64 7:8# 0:9 1.29
2 1 2.5 0.4 0.64 6:2# 0:9 1.02
3 10 5.0 2 6.4 4:7# 1:3 0.89
4 0.020 0.005 4 0.013 9:5# 1:4 1.29
5 0.11 5.0 0.022 0.07 11:4# 0:9 2.45
6 0.11 1.0 0.11 0.07 7:8# 0:7 1.67
7 0.11 0.5 0.22 0.07 9:1# 1:0 1.31
8 0.11 0.1 1.1 0.07 6:5# 1:4 1.1
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i.e. uniformly from a 15 micrometer thick surface layer. This can be
explained by the range of a’s in bronze or silver, which is much lar-
ger than the range of 206Pb recoils and also larger than the typical
roughness scale.

4.4. Light-quenching factors

So far we have not considered the consequences of light-
quenching factor (QF) difference between 206Pb and the sputtered
ions. The QF is defined as a light output of a particle, relative to the
light output of a c of the same deposited energy. Nuclear recoil
quenching factors in CaWO4 decrease with increasing atomic mass
of an ion [22,23]. CRESST [1] reported values for Ca and W of 6.4%
and 3.9%, respectively, and 1.4% for Pb (all values with about 10%
relative uncertainty). Based on [23, Fig. 1] one can infer the QF va-
lue for silver of around 3%.

Therefore, the low energy part of the spectrum, dominated by
the sputtered silver ions, should have about 2–3 times larger light
yield than Pb ions. This is roughly consistent with Fig. 13 in the
CRESST paper [1], where the light yield distribution of a possible
WIMP signal, corresponding to the likelihood maximum M1, is
centered around 5%.

5. Full model and the CRESST-II results

Below, in Fig. 6, we present a direct comparison of the low en-
ergy spectrum measured by CRESST with the spectra obtained
from GEANT4 simulations taking the surface roughness effects into
account.

The exponential fit to the closest matching spectrum, which
corresponds to case #7, yields 9:1! 1:0 keV for the exponential
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Fig. 5. GEANT4 simulated spectra for all respective ‘‘rough’’ cases from Table 1. Plots contain: (blue points) full energy spectrum from all contributions, (black solid line) energy
from 206Pb recoils only (no sputtering and no alphas included). The red curve is a fit of Eq. (1) to the simulated blue spectrum in the energy range of the reference region from
40 to 90 keV (solid line), extrapolated to the acceptance region (dashed line). (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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Fig. 6. Comparison of CRESST data (red points) with CRESST’s clamp background
model (black curve) and our model including surface roughness (blue shaded
histogram). The CRESST data was digitized from Figs. 10 and 12 in Ref. [1]. Our GEANT4

simulation of the clamp background spectrum corresponds to case #7 (see text) and
was normalized to give the same integrated number of 89 counts in the reference
region as the CRESST data. The CRESST background model is based on a log-
likelihood fit of Eq. (1) to the data in the reference region (40 to 90 keV, shown as
solid line). Extrapolation of the fitted function to the acceptance region (10–40 keV,
shown as dashed line), is consistent with what was used in the CRESST analysis to
estimate the clamp background contribution. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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•  The maximum likelihood occurs at 
a WIMP mass of 8.6 GeV/c2 and 
WIMP-nucleon cross section of 
1.9x10-41cm2

Profile Likelihood analysis

11

R. Agnese et al., arXiv:1304.4279

•  Probability of observing 3 or more 
events from background fluctuations 
is equal to 5.4%

•  Goodness of fit of the WIMP
+Background model is 68.6%

•  A profile likelihood ratio test 
statistic favors the WIMP
+Background hypothesis over the 
background only at 99.81% C.L.

We do not believe this result rises to the level of a discovery, but does call for further investigation.

Julien Billard (MIT) - TAUP2013

Status in the low-mass region
CDMS, accepted PRL 2013



• 161 kg LXe (34 kg fiducial volume), 225 days published so far.

• Dual phase TPC, detect scintillation (S1) and ionization (S2)

‣ x,y and z (via S2-S1 time difference), and recoil discrimination via 
S2/S1 ratio

Xenon-100

26

XENON100: TPC
! TPC inner volume defined by 24 interlocking PTFE
panels. Drift field uniformity ensured by 40 double
field shaping wires, inside and outside the panels.

! Cathode at -16 kV, drift field of 0.533 kV/cm. Anode
at 4.5 kV, proportional scintillation region with field
~12 kV/cm. Custom-made low radioactivity HV
feedthroughs.

! Hexagonal meshes, optimized for optical trans-
parency and proportional signal (S2) resolution,
mounted on low radioactivity stainless steel frames.

Guillaume Plante - XENON - DM2010 - February 26, 2010
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to efficiently detect scintillation signal (S1).

! Top PMTs in GXe to detect the proportional signal (S2).

! Distribution of the S2 signal on top PMTs gives xy

coordinates while drift time measurement provides z

coordinate of the event.

! Ratio of ionization and scintillation (S2/S1) allows dis-
crimination between electron and nuclear recoils.
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Reference nuclear recoils
from AmBe source

WIMP search region

Xenon-100 - Results
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The fiducial volume used in this analysis contains 34 kg
of LXe. The volume was determined before the unblinding
by maximizing the dark matter sensitivity of the data given
the accessible ER background above the blinding cut. The
ellipsoidal shape was optimized on ER calibration data,
also taking into account event leakage into the signal re-
gion. A benchmark WIMP search region to quantify the
background expectation and to be used for the maximum
gap analysis was defined from 6:6–30:5 keVnr (3–20 PE) in
energy, by an upper 99.75% ER rejection line in the dis-
crimination parameter space, and by the lines correspond-
ing to S2> 150 PE and a lower line at !97% acceptance
from neutron calibration data (see lines in Fig. 2, top).

Both NR and ER interactions contribute to the expected
background for the WIMP search. The first is determined
from Monte Carlo simulations, by using the measured
intrinsic radioactive contamination of all detector and
shield materials [8] to calculate the neutron background
from ð!; nÞ and spontaneous fission reactions, as well as
from muons, taking into account the muon energy and
angular dependence at LNGS. The expectation from these
neutron sources is (0:17þ0:12

%0:07 ) events for the given expo-
sure and NR acceptance in the benchmark region. About
70% of the neutron background is muon-induced.

ER background events originate from radioactivity of
the detector components and from " and # activity of
intrinsic radioactivity in the LXe target, such as 222Rn and
85Kr. The latter background is most critical, since it cannot
be reduced by fiducialization. Hence, for the dark matter
search reported here, a major effort was made to reduce the
85Kr contamination, which affected the sensitivity of the
previous search [6]. To estimate the total ER background
from all sources, the 60Co and 232Th calibration data are
used, with>35 times more statistics in the relevant energy
range than in the dark matter data. The calibration data are
scaled to the dark matter exposure by normalizing it to the
number of events seen above the blinding cut in the energy
region of interest. The majority of ER background events
is Gaussian distributed in the discrimination parameter
space, with a few events leaking anomalously into the NR
band. These anomalous events can be due to double scat-
ters with one energy deposition inside the TPC and another
one in a charge insensitive region, such that the prompt S1
signal from the two scatters is combined with only one
charge signal S2. Following the observed distribution in
the calibration data, the anomalous leakage events were
parametrized by a constant (exponential) function in the
discrimination parameter (S1 space). The ER background
estimate including Gaussian and anomalous events is
(0:79& 0:16) in the benchmark region, leading to a total
background expectation of (1:0& 0:2) events.

The background model used in the PL analysis employs
the same assumptions and input spectra from MC and
calibration data. Its validity has been confirmed prior to
unblinding on the high-energy sideband and on the vetoed
data from 6:6–43:3 keVnr.

After unblinding, two events were observed in the bench-
mark WIMP search region; see Fig. 2. With energies of 7.1
(3.3) and 7:8 keVnr (3.8 PE), both fall into the lowest PE bin
used for this analysis. The waveforms for both events are of
high quality, and their S2=S1 value is at the lower edge of
the NR band from neutron calibration. There are no leakage
events below 3 PE. The PL analysis yields a p value of
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FIG. 2 (color online). (Top) Event distribution in the discrimi-
nation parameter space log10ðS2b=S1Þ, flattened by subtracting
the distribution’s mean, as observed after unblinding using all
analysis cuts and a 34 kg fiducial volume (black squares). A lower
analysis threshold of 6:6 keVnr (NR equivalent energy scale) is
employed. The PL analysis uses an upper energy threshold of
43:3 keVnr (3–30 PE), and the benchmark WIMP search region is
limited to 30:5 keVnr (3–20 PE). The negligible impact of the
S2> 150 PE threshold cut is indicated by the dashed-dotted blue
line, and the signal region is restricted by a lower border running
along the 97% NR quantile. An additional hard S2b=S1 discrimi-
nation cut at 99.75% ER rejection defines the benchmark WIMP
search region from above (dotted green line) but is only used to
cross-check the PL inference. The histogram in red and gray
indicates the NR band from the neutron calibration. Two events
fall into the benchmark region where (1:0& 0:2) are expected
from background. (Bottom) Spatial event distribution inside the
TPC using a 6:6–43:3 keVnr energy window. The 34 kg fiducial
volume is indicated by the red dashed line. Gray points are above
the 99.75% rejection line, and black circles fall below.
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The fiducial volume used in this analysis contains 34 kg
of LXe. The volume was determined before the unblinding
by maximizing the dark matter sensitivity of the data given
the accessible ER background above the blinding cut. The
ellipsoidal shape was optimized on ER calibration data,
also taking into account event leakage into the signal re-
gion. A benchmark WIMP search region to quantify the
background expectation and to be used for the maximum
gap analysis was defined from 6:6–30:5 keVnr (3–20 PE) in
energy, by an upper 99.75% ER rejection line in the dis-
crimination parameter space, and by the lines correspond-
ing to S2> 150 PE and a lower line at !97% acceptance
from neutron calibration data (see lines in Fig. 2, top).

Both NR and ER interactions contribute to the expected
background for the WIMP search. The first is determined
from Monte Carlo simulations, by using the measured
intrinsic radioactive contamination of all detector and
shield materials [8] to calculate the neutron background
from ð!; nÞ and spontaneous fission reactions, as well as
from muons, taking into account the muon energy and
angular dependence at LNGS. The expectation from these
neutron sources is (0:17þ0:12

%0:07 ) events for the given expo-
sure and NR acceptance in the benchmark region. About
70% of the neutron background is muon-induced.

ER background events originate from radioactivity of
the detector components and from " and # activity of
intrinsic radioactivity in the LXe target, such as 222Rn and
85Kr. The latter background is most critical, since it cannot
be reduced by fiducialization. Hence, for the dark matter
search reported here, a major effort was made to reduce the
85Kr contamination, which affected the sensitivity of the
previous search [6]. To estimate the total ER background
from all sources, the 60Co and 232Th calibration data are
used, with>35 times more statistics in the relevant energy
range than in the dark matter data. The calibration data are
scaled to the dark matter exposure by normalizing it to the
number of events seen above the blinding cut in the energy
region of interest. The majority of ER background events
is Gaussian distributed in the discrimination parameter
space, with a few events leaking anomalously into the NR
band. These anomalous events can be due to double scat-
ters with one energy deposition inside the TPC and another
one in a charge insensitive region, such that the prompt S1
signal from the two scatters is combined with only one
charge signal S2. Following the observed distribution in
the calibration data, the anomalous leakage events were
parametrized by a constant (exponential) function in the
discrimination parameter (S1 space). The ER background
estimate including Gaussian and anomalous events is
(0:79& 0:16) in the benchmark region, leading to a total
background expectation of (1:0& 0:2) events.

The background model used in the PL analysis employs
the same assumptions and input spectra from MC and
calibration data. Its validity has been confirmed prior to
unblinding on the high-energy sideband and on the vetoed
data from 6:6–43:3 keVnr.

After unblinding, two events were observed in the bench-
mark WIMP search region; see Fig. 2. With energies of 7.1
(3.3) and 7:8 keVnr (3.8 PE), both fall into the lowest PE bin
used for this analysis. The waveforms for both events are of
high quality, and their S2=S1 value is at the lower edge of
the NR band from neutron calibration. There are no leakage
events below 3 PE. The PL analysis yields a p value of
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FIG. 2 (color online). (Top) Event distribution in the discrimi-
nation parameter space log10ðS2b=S1Þ, flattened by subtracting
the distribution’s mean, as observed after unblinding using all
analysis cuts and a 34 kg fiducial volume (black squares). A lower
analysis threshold of 6:6 keVnr (NR equivalent energy scale) is
employed. The PL analysis uses an upper energy threshold of
43:3 keVnr (3–30 PE), and the benchmark WIMP search region is
limited to 30:5 keVnr (3–20 PE). The negligible impact of the
S2> 150 PE threshold cut is indicated by the dashed-dotted blue
line, and the signal region is restricted by a lower border running
along the 97% NR quantile. An additional hard S2b=S1 discrimi-
nation cut at 99.75% ER rejection defines the benchmark WIMP
search region from above (dotted green line) but is only used to
cross-check the PL inference. The histogram in red and gray
indicates the NR band from the neutron calibration. Two events
fall into the benchmark region where (1:0& 0:2) are expected
from background. (Bottom) Spatial event distribution inside the
TPC using a 6:6–43:3 keVnr energy window. The 34 kg fiducial
volume is indicated by the red dashed line. Gray points are above
the 99.75% rejection line, and black circles fall below.
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The fiducial volume used in this analysis contains 34 kg
of LXe. The volume was determined before the unblinding
by maximizing the dark matter sensitivity of the data given
the accessible ER background above the blinding cut. The
ellipsoidal shape was optimized on ER calibration data,
also taking into account event leakage into the signal re-
gion. A benchmark WIMP search region to quantify the
background expectation and to be used for the maximum
gap analysis was defined from 6:6–30:5 keVnr (3–20 PE) in
energy, by an upper 99.75% ER rejection line in the dis-
crimination parameter space, and by the lines correspond-
ing to S2> 150 PE and a lower line at !97% acceptance
from neutron calibration data (see lines in Fig. 2, top).

Both NR and ER interactions contribute to the expected
background for the WIMP search. The first is determined
from Monte Carlo simulations, by using the measured
intrinsic radioactive contamination of all detector and
shield materials [8] to calculate the neutron background
from ð!; nÞ and spontaneous fission reactions, as well as
from muons, taking into account the muon energy and
angular dependence at LNGS. The expectation from these
neutron sources is (0:17þ0:12

%0:07 ) events for the given expo-
sure and NR acceptance in the benchmark region. About
70% of the neutron background is muon-induced.

ER background events originate from radioactivity of
the detector components and from " and # activity of
intrinsic radioactivity in the LXe target, such as 222Rn and
85Kr. The latter background is most critical, since it cannot
be reduced by fiducialization. Hence, for the dark matter
search reported here, a major effort was made to reduce the
85Kr contamination, which affected the sensitivity of the
previous search [6]. To estimate the total ER background
from all sources, the 60Co and 232Th calibration data are
used, with>35 times more statistics in the relevant energy
range than in the dark matter data. The calibration data are
scaled to the dark matter exposure by normalizing it to the
number of events seen above the blinding cut in the energy
region of interest. The majority of ER background events
is Gaussian distributed in the discrimination parameter
space, with a few events leaking anomalously into the NR
band. These anomalous events can be due to double scat-
ters with one energy deposition inside the TPC and another
one in a charge insensitive region, such that the prompt S1
signal from the two scatters is combined with only one
charge signal S2. Following the observed distribution in
the calibration data, the anomalous leakage events were
parametrized by a constant (exponential) function in the
discrimination parameter (S1 space). The ER background
estimate including Gaussian and anomalous events is
(0:79& 0:16) in the benchmark region, leading to a total
background expectation of (1:0& 0:2) events.

The background model used in the PL analysis employs
the same assumptions and input spectra from MC and
calibration data. Its validity has been confirmed prior to
unblinding on the high-energy sideband and on the vetoed
data from 6:6–43:3 keVnr.

After unblinding, two events were observed in the bench-
mark WIMP search region; see Fig. 2. With energies of 7.1
(3.3) and 7:8 keVnr (3.8 PE), both fall into the lowest PE bin
used for this analysis. The waveforms for both events are of
high quality, and their S2=S1 value is at the lower edge of
the NR band from neutron calibration. There are no leakage
events below 3 PE. The PL analysis yields a p value of
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FIG. 2 (color online). (Top) Event distribution in the discrimi-
nation parameter space log10ðS2b=S1Þ, flattened by subtracting
the distribution’s mean, as observed after unblinding using all
analysis cuts and a 34 kg fiducial volume (black squares). A lower
analysis threshold of 6:6 keVnr (NR equivalent energy scale) is
employed. The PL analysis uses an upper energy threshold of
43:3 keVnr (3–30 PE), and the benchmark WIMP search region is
limited to 30:5 keVnr (3–20 PE). The negligible impact of the
S2> 150 PE threshold cut is indicated by the dashed-dotted blue
line, and the signal region is restricted by a lower border running
along the 97% NR quantile. An additional hard S2b=S1 discrimi-
nation cut at 99.75% ER rejection defines the benchmark WIMP
search region from above (dotted green line) but is only used to
cross-check the PL inference. The histogram in red and gray
indicates the NR band from the neutron calibration. Two events
fall into the benchmark region where (1:0& 0:2) are expected
from background. (Bottom) Spatial event distribution inside the
TPC using a 6:6–43:3 keVnr energy window. The 34 kg fiducial
volume is indicated by the red dashed line. Gray points are above
the 99.75% rejection line, and black circles fall below.
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The fiducial volume used in this analysis contains 34 kg
of LXe. The volume was determined before the unblinding
by maximizing the dark matter sensitivity of the data given
the accessible ER background above the blinding cut. The
ellipsoidal shape was optimized on ER calibration data,
also taking into account event leakage into the signal re-
gion. A benchmark WIMP search region to quantify the
background expectation and to be used for the maximum
gap analysis was defined from 6:6–30:5 keVnr (3–20 PE) in
energy, by an upper 99.75% ER rejection line in the dis-
crimination parameter space, and by the lines correspond-
ing to S2> 150 PE and a lower line at !97% acceptance
from neutron calibration data (see lines in Fig. 2, top).

Both NR and ER interactions contribute to the expected
background for the WIMP search. The first is determined
from Monte Carlo simulations, by using the measured
intrinsic radioactive contamination of all detector and
shield materials [8] to calculate the neutron background
from ð!; nÞ and spontaneous fission reactions, as well as
from muons, taking into account the muon energy and
angular dependence at LNGS. The expectation from these
neutron sources is (0:17þ0:12

%0:07 ) events for the given expo-
sure and NR acceptance in the benchmark region. About
70% of the neutron background is muon-induced.

ER background events originate from radioactivity of
the detector components and from " and # activity of
intrinsic radioactivity in the LXe target, such as 222Rn and
85Kr. The latter background is most critical, since it cannot
be reduced by fiducialization. Hence, for the dark matter
search reported here, a major effort was made to reduce the
85Kr contamination, which affected the sensitivity of the
previous search [6]. To estimate the total ER background
from all sources, the 60Co and 232Th calibration data are
used, with>35 times more statistics in the relevant energy
range than in the dark matter data. The calibration data are
scaled to the dark matter exposure by normalizing it to the
number of events seen above the blinding cut in the energy
region of interest. The majority of ER background events
is Gaussian distributed in the discrimination parameter
space, with a few events leaking anomalously into the NR
band. These anomalous events can be due to double scat-
ters with one energy deposition inside the TPC and another
one in a charge insensitive region, such that the prompt S1
signal from the two scatters is combined with only one
charge signal S2. Following the observed distribution in
the calibration data, the anomalous leakage events were
parametrized by a constant (exponential) function in the
discrimination parameter (S1 space). The ER background
estimate including Gaussian and anomalous events is
(0:79& 0:16) in the benchmark region, leading to a total
background expectation of (1:0& 0:2) events.

The background model used in the PL analysis employs
the same assumptions and input spectra from MC and
calibration data. Its validity has been confirmed prior to
unblinding on the high-energy sideband and on the vetoed
data from 6:6–43:3 keVnr.

After unblinding, two events were observed in the bench-
mark WIMP search region; see Fig. 2. With energies of 7.1
(3.3) and 7:8 keVnr (3.8 PE), both fall into the lowest PE bin
used for this analysis. The waveforms for both events are of
high quality, and their S2=S1 value is at the lower edge of
the NR band from neutron calibration. There are no leakage
events below 3 PE. The PL analysis yields a p value of
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FIG. 2 (color online). (Top) Event distribution in the discrimi-
nation parameter space log10ðS2b=S1Þ, flattened by subtracting
the distribution’s mean, as observed after unblinding using all
analysis cuts and a 34 kg fiducial volume (black squares). A lower
analysis threshold of 6:6 keVnr (NR equivalent energy scale) is
employed. The PL analysis uses an upper energy threshold of
43:3 keVnr (3–30 PE), and the benchmark WIMP search region is
limited to 30:5 keVnr (3–20 PE). The negligible impact of the
S2> 150 PE threshold cut is indicated by the dashed-dotted blue
line, and the signal region is restricted by a lower border running
along the 97% NR quantile. An additional hard S2b=S1 discrimi-
nation cut at 99.75% ER rejection defines the benchmark WIMP
search region from above (dotted green line) but is only used to
cross-check the PL inference. The histogram in red and gray
indicates the NR band from the neutron calibration. Two events
fall into the benchmark region where (1:0& 0:2) are expected
from background. (Bottom) Spatial event distribution inside the
TPC using a 6:6–43:3 keVnr energy window. The 34 kg fiducial
volume is indicated by the red dashed line. Gray points are above
the 99.75% rejection line, and black circles fall below.
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2 candidate WIMP events 

vs 1.0±0.2 of expected background 
(0.8±0.2 of which are electron recoils) 

Cannot exclude the background only 
hypothesis ➡ Limit derived



Uncertainty in the scintillation efficiency for nuclear recoils at low energy (Leff)

‣ affects the calibration (S1 ➡ Enr) of the detector.

XENON - quenching factor
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also be due to uncertainties in the neutron physics provided
by Geant4 at the lowest recoil energies. A further cause of
uncertainty is that the calibration of the detector response
becomes difficult as signals approach the single- or two-
photoelectron level where the PMT response due to single-
photoelectron size noise or electronics noise becomes more
difficult to characterize.

For the simultaneous generation of S2 as a part of the
complete signal simulation, the central curve of the pre-
vious fit result for Qy is used. Consequently, any result on

the best-fit Leff has a systematic uncertainty of the size of
the !1! bounds of the Leff representation in Ref. [18],
which was found to be the main contributor for the
estimated error on Qy as presented in Fig. 3.

Figure 4 presents the result of matching for the Leff

(gray) as described in Ref. [18] and applied at the begin-
ning of the fitting process while the best-fit Leff line is
represented by the blue spectrum. The optimized Leff is
shown in Fig. 5 in comparison with the literature values.

It is shown that this Leff is in good agreement with that
measured by Plante et al. [10] and in good agreement
overall with other measurements below 15 keVnr. The
deviation between the extracted Leff and the mean mea-
surement results from the improvement of the spectral
matching in the range of 20–60 PE in Fig. 4.

The mean extracted Leff provides an important consis-
tency check to recent direct measurements but the method
does not improve on the accuracy on this quantity until
more precise direct measurements of Qy as a function of
the energy and drift field become available.

C. Two-dimensional distributions

When satisfactory data/simulation agreement is
achieved for the ionization and scintillation channels
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FIG. 4 (color online). Fit of the simulated cS1 spectrum to the
data (black points). The MC spectrum (blue) is obtained using
theLeff after the optimization process. Below 2 PE (indicated by
the vertical red line), a discrepancy between the data and MC
simulation is observed (see text for discussion). The gray dashed
line shows the spectral shape using the Leff detailed in Ref. [18]
for comparison. Reasonable agreement between the data and
MC simulation above 2 PE is already achieved with this Leff

parametrization.
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FIG. 5 (color online). Leff (blue line) obtained after the opti-
mization of the absolute cS1 matching. As with Fig. 3, pivot
points of the spline interpolation are shown in light blue. As with
the extraction of Qy, the parametrization of Leff is unreliable

below 3 keVnr and is therefore not shown. For comparison, the
literature values ofLeff including Aprile et al. (filled circle) [29],
Manzur et al. (open upward triangle) [11], Plante et al. (filled
square) [10], Horn et al. combined result (green shaded) [13] are
shown along with this work (blue). Also shown is a global fit to
all Leff data used in Ref. [18] (black line and gray-shaded
uncertainty).
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FIG. 3 (color online). Result on Qy obtained from fitting the
MC-generated cS2 spectrum to the data. Pivot points of the spline
interpolation are shown in light blue (circle) along the line of best
fit. The shaded area indicates the systematic uncertainty from
varying input parameters of the simulation (find discussion in
text). The interpolation between the pivot points at 0.5 and
3 keVnr does not yield a reliable result for Qy and is therefore

not shown. The purple (circle) data points show the result of the
first measurement of Qy in LXe at 0:2 kVcm"1 [7]. Red (trian-

gular) data points show the result from direct measurements at a
drift field of 1:0 kVcm"1 [11]. The green hatched area and
magenta (square) data points are the combined first and second
science run result from the ZEPLIN-III experiment [13] and the
result from the XENON10 experiment [12], respectively. Both
results were extracted in a similar fashion to this work although the
ZEPLIN-III parametrizationwas derived fromdata taken at amuch
higher field. The black dashed line represents a predictedQy based

on a specific phenomenological model as described in Ref. [28].

E. APRILE et al. PHYSICAL REVIEW D 88, 012006 (2013)

012006-6

Ly(122 keV) = 2.3 PE/keVee

See = 0.58

Snr = 0.95

Phys.Rev.D 88 (2013) 012006



Same technique as Xenon-100: Dual phase LXe TPC
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Xenon-100 LUX

Total/Active 
Volume [kg]

Fiducial 
volume [kg]

S1 Light Yield 
[PhE/keVee]

WIMP search 
region [keVnr]

Published 
live time [day]

161/62 370/250

34 118

2.3
(field on)

8.8 
(field off)

6.6 - 30.5 ~ 3 - 18

225 85



160 events observed in the fiducial 
volume:
- all consistent with electron recoils.
- 0.64 expected below NR mean.

Electron recoil calibration (ER)

Nuclear recoil calibration (NR)

Fiducial volume

LUX - Results

30

5

0.64 ± 0.16 events from ER leakage are expected below
the NR mean, for the search dataset. The spatial
distribution of the events matches that expected from the
ER backgrounds in full detector simulations. We select
the upper bound of 30 phe (S1) for the signal estimation
analysis to avoid additional background from the 5 keV

ee

x-ray from 127Xe.
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FIG. 4. The LUX WIMP signal region. Events in the
118 kg fiducial volume during the 85.3 live-day exposure are
shown. Lines as shown in Fig. 3, with vertical dashed cyan
lines showing the 2-30 phe range used for the signal estimation
analysis.

Confidence intervals on the spin-independent WIMP-
nucleon cross section are set using a profile likelihood
ratio (PLR) test statistic [35], exploiting the separation
of signal and background distributions in four physical
quantities: radius, depth, light (S1), and charge (S2).
The fit is made over the parameter of interest plus three
Gaussian-constrained nuisance parameters which encode
uncertainty in the rates of 127Xe, �-rays from internal
components and the combination of 214Pb and 85Kr.
The distributions, in the observed quantities, of the four
model components are as described above and do not
vary in the fit: with the non-uniform spatial distributions
of �-ray backgrounds and x-ray lines from 127Xe obtained
from energy-deposition simulations [31].

The energy spectrum of WIMP-nucleus recoils is
modeled using a standard isothermal Maxwellian velocity
distribution [36], with v

0

= 220 km/s; v
esc

= 544 km/s;
⇢

0

= 0.3 GeV/c

3; average Earth velocity of 245 km s�1,
and Helm form factor [37, 38]. We conservatively model
no signal below 3.0 keV

nr

(the lowest energy for which
direct NR yield measurements exist [30, 40]). We do
not profile the uncertainties in NR yield, assuming a
model which provides excellent agreement with LUX
data (Fig. 1 and [39]), in addition to being conservative
compared to past works [23]. We also do not account
for uncertainties in astrophysical parameters, which are
beyond the scope of this work. Signal models in S1 and S2

are obtained for each WIMP mass from full simulations.
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FIG. 5. The LUX 90% confidence limit on the spin-
independent elastic WIMP-nucleon cross section (blue),
together with the ±1� variation from repeated trials, where
trials fluctuating below the expected number of events for
zero BG are forced to 2.3 (blue shaded). We also show
Edelweiss II [41] (dark yellow line), CDMS II [42] (green line),
ZEPLIN-III [43] (magenta line) and XENON100 100 live-
day [44] (orange line), and 225 live-day [45] (red line) results.
The inset (same axis units) also shows the regions measured
from annual modulation in CoGeNT [46] (light red, shaded),
along with exclusion limits from low threshold re-analysis
of CDMS II data [47] (upper green line), 95% allowed
region from CDMS II silicon detectors [48] (green shaded)
and centroid (green x), 90% allowed region from CRESST
II [49] (yellow shaded) and DAMA/LIBRA allowed region [50]
interpreted by [51] (grey shaded).

The observed PLR for zero signal is entirely consistent
with its simulated distribution, giving a p-value for the
background-only hypothesis of 0.35. The 90% C. L.
upper limit on the number of expected signal events
ranges, over WIMP masses, from 2.4 to 5.3. A variation
of one standard deviation in detection e�ciency shifts
the limit by an average of only 5%. The systematic
uncertainty in the position of the NR band was estimated
by averaging the di↵erence between the centroids of
simulated and observed AmBe data in log(S2b/S1). This
yielded an uncertainty of 0.044 in the centroid, which
propagates to a maximum uncertainty of 25% in the high
mass limit.
The 90% upper C. L. cross sections for spin-

independent WIMP models are thus shown in Fig. 5
with a minimum cross section of 7.6⇥10�46 cm2 for a
WIMP mass of 33 GeV/c2. This represents a significant
improvement over the sensitivities of earlier searches [42,
43, 45, 46]. The low energy threshold of LUX permits
direct testing of low mass WIMP hypotheses where
there are potential hints of signal [42, 46, 49, 50].
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(a) Tritium ER Calibration
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FIG. 3. Calibrations of detector response in the 118 kg
fiducial volume. The ER (tritium, panel a) and NR (AmBe
and 252Cf, panel b) calibrations are depicted, with the means
(solid line) and ±1.28� from Gaussian fits to slices in S1
(dashed line). This choice of band width (indicating 10%
band tails) is for presentation only. Panel a shows fits to the
high statistics tritium data, with fits to simulated NR data
shown in panel b, representing the parameterizations taken
forward to the profile likelihood analysis. The ER plot also
shows the NR band mean and vice versa. Gray contours
indicate constant energies using an S1–S2 combined energy
scale (same contours on each plot). The dot-dashed magenta
line delineates the approximate location of the minimum S2
cut.

calibrations therefore include systematic e↵ects not
applicable to the WIMP signal model, such as multiple-
scattering events (including those where scatters occur
in regions of di↵ering field) or coincident Compton
scatters from AmBe and 252Cf �-rays and (n,�) reactions.
These e↵ects produce the dispersion observed in data,
which is well modeled in our simulations (in both
band mean and width, verifying the simulated energy
resolution), and larger than that expected from WIMP
scattering. Consequently, these data cannot be used
directly to model a signal distribution. For di↵erent
WIMP masses, simulated S1 and S2 distributions are
obtained, accounting for their unique energy spectra.

The ratio of keV
ee

to nuclear recoil energy (keV
nr

)
relies on both S1 and S2, using the conservative technique
presented in [29] (Lindhard with k = 0.11). NR data
are consistent with an energy-dependent, non-monotonic
reduced light yield with respect to zero field [30] with
a minimum of 0.77 and a maximum of 0.82 in the
range 3–25 keV

nr

[23]. This is understood to stem from
additional, anti-correlated portioning into the ionization
channel.

The observed ER background in the range 0.9–
5.3 keV

ee

within the fiducial volume was 3.1 ±
0.2 mDRU

ee

averaged over the WIMP search dataset
(summarized in Table I). Backgrounds from detector
components were controlled through a material screening

TABLE I. Predicted background rates in the fiducial volume
(0.9–5.3 keVee) [31]. We show contributions from the �-
rays of detector components (including those cosmogenically
activated), the time-weighted contribution of activated
xenon, 222Rn (best estimate 0.2 mDRUee from 222Rn chain
measurements) and 85Kr. The errors shown are both
from simulation statistics and those derived from the rate
measurements of time-dependent backgrounds. 1 mDRUee is
10�3 events/keVee/kg/day.

Source Background rate, mDRUee

�-rays 1.8± 0.2stat ± 0.3sys
127Xe 0.5± 0.02stat ± 0.1sys
214Pb 0.11–0.22 (90% C. L.)
85Kr 0.13± 0.07sys

Total predicted 2.6± 0.2stat ± 0.4sys
Total observed 3.1± 0.2stat

program at the Soudan Low-Background Counting
Facility (SOLO) and the LBNL low-background counting
facility [13, 26, 32]. Krypton as a mass fraction of xenon
was reduced from 130 ppb in the purchased xenon to
4 ppt using gas charcoal chromatography [33].
Radiogenic backgrounds were extensively modeled

using LUXSim, with approximately 80% of the low-
energy �-ray background originating from the materials
in the R8778 PMTs and the rest from other construction
materials. This demonstrated consistency between the
observed �-ray energy spectra and position distribu-
tion [31], and the expectations based on the screening
results and the independent assay of the natural Kr
concentration of 3.5 ± 1 ppt (g/g) in the xenon gas [34]
where we assume an isotopic abundance of 85Kr/natKr
⇠ 2 ⇥ 10�11 [31]. Isotopes created through cosmogenic
production were also considered, including measured
levels of 60Co in Cu components. In situ measurements
determined additional intrinsic background levels in
xenon from 214Pb (from the 222Rn decay chain), and
cosmogenically-produced 127Xe (T

1/2 = 36.4 days),
129mXe (T

1/2 = 8.9 days), and 131mXe (T
1/2 =

11.9 days). The rate from 127Xe in the WIMP search
energy window is estimated to decay from 0.87 mDRU

ee

at the start of the WIMP search dataset to 0.28 mDRU
ee

at the end, with late-time background measurements
being consistent with those originating primarily from
the long-lived radioisotopes.
Neutron backgrounds in LUX were constrained by

multiple-scatter analysis, with a conservative 90% upper
C.L. placed on the number of expected neutron single
scatters with S1 between 2 and 30 phe of 0.37 in
the 85.3 live-day dataset, with simulations predicting a
considerably lower value of 0.06 events.
We observed 160 events between 2 and 30 phe (S1)

within the fiducial volume in 85.3 live-days of search
data (shown in Fig. 4), with all observed events being
consistent with the predicted background of electron
recoils. The average discrimination (with 50% NR
acceptance) for S1 from 2-30 phe is 99.6 ± 0.1%, hence

3

methane of known activity. All cuts and e�ciencies
combine to give an overall WIMP detection e�ciency of
50% at 4.3 keV

nr

(17% at 3 keV
nr

and > 95% above
7.5 keV

nr

) [39].
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FIG. 1. Comparison of AmBe data (blue circles) with
simulations (blue line), showing excellent agreement above
the 2 phe threshold (left axis). The gray histogram and
fitted dashed red line show the relative e�ciency for detection
of nuclear recoils from AmBe data (right axis). Overlaid
are the ER detection e�ciency from tritium data (green
squares), applied to the ER background model in the profile
likelihood analysis, and the e�ciency from NR simulations
(purple triangles), applied to the WIMP signal model.

A radial fiducial cut was placed at 18 cm (Fig. 2),
defined by the position resolution for decay products
from Rn daughters implanted on the detector walls. This
population, primarily sub-NR band but intersecting the
signal region at the lowest energies, is visible (along with
other expected backgrounds) on the detector walls in
Fig. 2. In height, the fiducial volume was defined by a
drift time between 38 and 305 µs to reduce backgrounds
from the PMT arrays and electrodes. The fiducial target
mass is calculated to be 118.3 ± 6.5 kg from assessment
of the homogeneous tritium data.

Periods of live-time with high rates of single electron
backgrounds (& 4 extracted electrons per 1 ms event
window) are removed [19–21]. The associated loss of
live-time is 0.8% (measured from assessment of the
full dataset, including non-triggered regions), primarily
removing periods following large S2 pulses.

Extensive calibrations were acquired with internal ER
sources (tritiated methane, 83mKr) and NR calibrations
were performed with external neutron sources (AmBe,
252Cf). The ER sources were injected into the xenon
gas system and allowed to disperse uniformly, achieving
a homogeneous calibration of the active region. In
particular, we developed a novel tritiated-methane �

�

source (E
max

' 18 keV) that produces events extending
below 1 keV

ee

, allowing ER band (Fig. 3) and detection
e�ciency calibrations (Fig. 1) with unprecedented
accuracy; the tritiated methane is subsequently fully
removed by circulating the xenon through the getter.

A 83mKr injection was performed weekly to determine
the free electron lifetime and the three-dimensional cor-
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FIG. 2. Spatial distribution of all events with position-
corrected S1 in the range 2-30 phe from the 85.3 live-days
of WIMP search data. The cyan dashed line indicates the
fiducial volume. The physical locations of the cathode and
gate grids and the detector walls (where the vertical PTFE
walls of the TPC form a dodecagon) are also shown.

rection functions for photon detection e�ciency, which
combine the e↵ects of geometric light collection and PMT
quantum e�ciency (corrected S1 and S2). The 9.4 and
32.1 keV depositions [22] demonstrated the stability of
the S1 and S2 signals in time, the latter confirmed with
measurements of the single extracted electron response.
131mXe and 129mXe (164 and 236 keV de-excitations)
a↵orded another internal calibration, providing a cross-
check of the photon detection and electron extraction
e�ciencies. To model these e�ciencies, we employed
field- and energy-dependent absolute scintillation and
ionization yields from NEST [23–25]. Applying a
Gaussian fit to determine the single phe area [26], the
mean S1 photon detection e�ciency was determined to
be 0.14±0.01, varying between 0.11 and 0.17 from the top
to the bottom of the active region. This is estimated to
correspond to 8.8 phe/keV

ee

(electron-equivalent energy)
for 122 keV �-rays at zero field [23]. This high photon
detection e�ciency (unprecedented in a xenon WIMP-
search TPC) is responsible for the low threshold and good
discrimination observed [27].

Detector response to ER and NR calibration sources is
presented in Fig. 3. Comparison of data with simulation
permits extraction of NR detection e�ciency, which is
in excellent agreement with that obtained using other
datasets (Fig. 1). We describe the populations as a
function of S1 (Fig. 3 and Fig. 4), as this provides
the dominant component of detector e�ciency. We
also show contours of approximated constant-energy [28],
calculated from a linear combination of S1 and S2 [24, 27,
29] generated by converting the measured pulse areas into
original photons and electrons (given their e�ciencies).

A parameterization (for S2 at a given S1) of the
ER band from the high-statistics tritium calibration
is used to characterize the background. In turn,
the NR calibration is more challenging, partly due to
the excellent self-shielding of the detector. Neutron

NR

ER
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160 events observed in the fiducial 
volume:
- all consistent with electron recoils.
- 0.64 expected below NR mean.

Electron recoil calibration (ER)

Nuclear recoil calibration (NR)

Fiducial volume
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5

0.64 ± 0.16 events from ER leakage are expected below
the NR mean, for the search dataset. The spatial
distribution of the events matches that expected from the
ER backgrounds in full detector simulations. We select
the upper bound of 30 phe (S1) for the signal estimation
analysis to avoid additional background from the 5 keV

ee

x-ray from 127Xe.
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FIG. 4. The LUX WIMP signal region. Events in the
118 kg fiducial volume during the 85.3 live-day exposure are
shown. Lines as shown in Fig. 3, with vertical dashed cyan
lines showing the 2-30 phe range used for the signal estimation
analysis.

Confidence intervals on the spin-independent WIMP-
nucleon cross section are set using a profile likelihood
ratio (PLR) test statistic [35], exploiting the separation
of signal and background distributions in four physical
quantities: radius, depth, light (S1), and charge (S2).
The fit is made over the parameter of interest plus three
Gaussian-constrained nuisance parameters which encode
uncertainty in the rates of 127Xe, �-rays from internal
components and the combination of 214Pb and 85Kr.
The distributions, in the observed quantities, of the four
model components are as described above and do not
vary in the fit: with the non-uniform spatial distributions
of �-ray backgrounds and x-ray lines from 127Xe obtained
from energy-deposition simulations [31].

The energy spectrum of WIMP-nucleus recoils is
modeled using a standard isothermal Maxwellian velocity
distribution [36], with v

0

= 220 km/s; v
esc

= 544 km/s;
⇢

0

= 0.3 GeV/c

3; average Earth velocity of 245 km s�1,
and Helm form factor [37, 38]. We conservatively model
no signal below 3.0 keV

nr

(the lowest energy for which
direct NR yield measurements exist [30, 40]). We do
not profile the uncertainties in NR yield, assuming a
model which provides excellent agreement with LUX
data (Fig. 1 and [39]), in addition to being conservative
compared to past works [23]. We also do not account
for uncertainties in astrophysical parameters, which are
beyond the scope of this work. Signal models in S1 and S2

are obtained for each WIMP mass from full simulations.
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FIG. 5. The LUX 90% confidence limit on the spin-
independent elastic WIMP-nucleon cross section (blue),
together with the ±1� variation from repeated trials, where
trials fluctuating below the expected number of events for
zero BG are forced to 2.3 (blue shaded). We also show
Edelweiss II [41] (dark yellow line), CDMS II [42] (green line),
ZEPLIN-III [43] (magenta line) and XENON100 100 live-
day [44] (orange line), and 225 live-day [45] (red line) results.
The inset (same axis units) also shows the regions measured
from annual modulation in CoGeNT [46] (light red, shaded),
along with exclusion limits from low threshold re-analysis
of CDMS II data [47] (upper green line), 95% allowed
region from CDMS II silicon detectors [48] (green shaded)
and centroid (green x), 90% allowed region from CRESST
II [49] (yellow shaded) and DAMA/LIBRA allowed region [50]
interpreted by [51] (grey shaded).

The observed PLR for zero signal is entirely consistent
with its simulated distribution, giving a p-value for the
background-only hypothesis of 0.35. The 90% C. L.
upper limit on the number of expected signal events
ranges, over WIMP masses, from 2.4 to 5.3. A variation
of one standard deviation in detection e�ciency shifts
the limit by an average of only 5%. The systematic
uncertainty in the position of the NR band was estimated
by averaging the di↵erence between the centroids of
simulated and observed AmBe data in log(S2b/S1). This
yielded an uncertainty of 0.044 in the centroid, which
propagates to a maximum uncertainty of 25% in the high
mass limit.
The 90% upper C. L. cross sections for spin-

independent WIMP models are thus shown in Fig. 5
with a minimum cross section of 7.6⇥10�46 cm2 for a
WIMP mass of 33 GeV/c2. This represents a significant
improvement over the sensitivities of earlier searches [42,
43, 45, 46]. The low energy threshold of LUX permits
direct testing of low mass WIMP hypotheses where
there are potential hints of signal [42, 46, 49, 50].
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(a) Tritium ER Calibration
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FIG. 3. Calibrations of detector response in the 118 kg
fiducial volume. The ER (tritium, panel a) and NR (AmBe
and 252Cf, panel b) calibrations are depicted, with the means
(solid line) and ±1.28� from Gaussian fits to slices in S1
(dashed line). This choice of band width (indicating 10%
band tails) is for presentation only. Panel a shows fits to the
high statistics tritium data, with fits to simulated NR data
shown in panel b, representing the parameterizations taken
forward to the profile likelihood analysis. The ER plot also
shows the NR band mean and vice versa. Gray contours
indicate constant energies using an S1–S2 combined energy
scale (same contours on each plot). The dot-dashed magenta
line delineates the approximate location of the minimum S2
cut.

calibrations therefore include systematic e↵ects not
applicable to the WIMP signal model, such as multiple-
scattering events (including those where scatters occur
in regions of di↵ering field) or coincident Compton
scatters from AmBe and 252Cf �-rays and (n,�) reactions.
These e↵ects produce the dispersion observed in data,
which is well modeled in our simulations (in both
band mean and width, verifying the simulated energy
resolution), and larger than that expected from WIMP
scattering. Consequently, these data cannot be used
directly to model a signal distribution. For di↵erent
WIMP masses, simulated S1 and S2 distributions are
obtained, accounting for their unique energy spectra.

The ratio of keV
ee

to nuclear recoil energy (keV
nr

)
relies on both S1 and S2, using the conservative technique
presented in [29] (Lindhard with k = 0.11). NR data
are consistent with an energy-dependent, non-monotonic
reduced light yield with respect to zero field [30] with
a minimum of 0.77 and a maximum of 0.82 in the
range 3–25 keV

nr

[23]. This is understood to stem from
additional, anti-correlated portioning into the ionization
channel.

The observed ER background in the range 0.9–
5.3 keV

ee

within the fiducial volume was 3.1 ±
0.2 mDRU

ee

averaged over the WIMP search dataset
(summarized in Table I). Backgrounds from detector
components were controlled through a material screening

TABLE I. Predicted background rates in the fiducial volume
(0.9–5.3 keVee) [31]. We show contributions from the �-
rays of detector components (including those cosmogenically
activated), the time-weighted contribution of activated
xenon, 222Rn (best estimate 0.2 mDRUee from 222Rn chain
measurements) and 85Kr. The errors shown are both
from simulation statistics and those derived from the rate
measurements of time-dependent backgrounds. 1 mDRUee is
10�3 events/keVee/kg/day.

Source Background rate, mDRUee

�-rays 1.8± 0.2stat ± 0.3sys
127Xe 0.5± 0.02stat ± 0.1sys
214Pb 0.11–0.22 (90% C. L.)
85Kr 0.13± 0.07sys

Total predicted 2.6± 0.2stat ± 0.4sys
Total observed 3.1± 0.2stat

program at the Soudan Low-Background Counting
Facility (SOLO) and the LBNL low-background counting
facility [13, 26, 32]. Krypton as a mass fraction of xenon
was reduced from 130 ppb in the purchased xenon to
4 ppt using gas charcoal chromatography [33].
Radiogenic backgrounds were extensively modeled

using LUXSim, with approximately 80% of the low-
energy �-ray background originating from the materials
in the R8778 PMTs and the rest from other construction
materials. This demonstrated consistency between the
observed �-ray energy spectra and position distribu-
tion [31], and the expectations based on the screening
results and the independent assay of the natural Kr
concentration of 3.5 ± 1 ppt (g/g) in the xenon gas [34]
where we assume an isotopic abundance of 85Kr/natKr
⇠ 2 ⇥ 10�11 [31]. Isotopes created through cosmogenic
production were also considered, including measured
levels of 60Co in Cu components. In situ measurements
determined additional intrinsic background levels in
xenon from 214Pb (from the 222Rn decay chain), and
cosmogenically-produced 127Xe (T

1/2 = 36.4 days),
129mXe (T

1/2 = 8.9 days), and 131mXe (T
1/2 =

11.9 days). The rate from 127Xe in the WIMP search
energy window is estimated to decay from 0.87 mDRU

ee

at the start of the WIMP search dataset to 0.28 mDRU
ee

at the end, with late-time background measurements
being consistent with those originating primarily from
the long-lived radioisotopes.
Neutron backgrounds in LUX were constrained by

multiple-scatter analysis, with a conservative 90% upper
C.L. placed on the number of expected neutron single
scatters with S1 between 2 and 30 phe of 0.37 in
the 85.3 live-day dataset, with simulations predicting a
considerably lower value of 0.06 events.
We observed 160 events between 2 and 30 phe (S1)

within the fiducial volume in 85.3 live-days of search
data (shown in Fig. 4), with all observed events being
consistent with the predicted background of electron
recoils. The average discrimination (with 50% NR
acceptance) for S1 from 2-30 phe is 99.6 ± 0.1%, hence

3

methane of known activity. All cuts and e�ciencies
combine to give an overall WIMP detection e�ciency of
50% at 4.3 keV

nr

(17% at 3 keV
nr

and > 95% above
7.5 keV

nr

) [39].
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FIG. 1. Comparison of AmBe data (blue circles) with
simulations (blue line), showing excellent agreement above
the 2 phe threshold (left axis). The gray histogram and
fitted dashed red line show the relative e�ciency for detection
of nuclear recoils from AmBe data (right axis). Overlaid
are the ER detection e�ciency from tritium data (green
squares), applied to the ER background model in the profile
likelihood analysis, and the e�ciency from NR simulations
(purple triangles), applied to the WIMP signal model.

A radial fiducial cut was placed at 18 cm (Fig. 2),
defined by the position resolution for decay products
from Rn daughters implanted on the detector walls. This
population, primarily sub-NR band but intersecting the
signal region at the lowest energies, is visible (along with
other expected backgrounds) on the detector walls in
Fig. 2. In height, the fiducial volume was defined by a
drift time between 38 and 305 µs to reduce backgrounds
from the PMT arrays and electrodes. The fiducial target
mass is calculated to be 118.3 ± 6.5 kg from assessment
of the homogeneous tritium data.

Periods of live-time with high rates of single electron
backgrounds (& 4 extracted electrons per 1 ms event
window) are removed [19–21]. The associated loss of
live-time is 0.8% (measured from assessment of the
full dataset, including non-triggered regions), primarily
removing periods following large S2 pulses.

Extensive calibrations were acquired with internal ER
sources (tritiated methane, 83mKr) and NR calibrations
were performed with external neutron sources (AmBe,
252Cf). The ER sources were injected into the xenon
gas system and allowed to disperse uniformly, achieving
a homogeneous calibration of the active region. In
particular, we developed a novel tritiated-methane �

�

source (E
max

' 18 keV) that produces events extending
below 1 keV

ee

, allowing ER band (Fig. 3) and detection
e�ciency calibrations (Fig. 1) with unprecedented
accuracy; the tritiated methane is subsequently fully
removed by circulating the xenon through the getter.

A 83mKr injection was performed weekly to determine
the free electron lifetime and the three-dimensional cor-
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FIG. 2. Spatial distribution of all events with position-
corrected S1 in the range 2-30 phe from the 85.3 live-days
of WIMP search data. The cyan dashed line indicates the
fiducial volume. The physical locations of the cathode and
gate grids and the detector walls (where the vertical PTFE
walls of the TPC form a dodecagon) are also shown.

rection functions for photon detection e�ciency, which
combine the e↵ects of geometric light collection and PMT
quantum e�ciency (corrected S1 and S2). The 9.4 and
32.1 keV depositions [22] demonstrated the stability of
the S1 and S2 signals in time, the latter confirmed with
measurements of the single extracted electron response.
131mXe and 129mXe (164 and 236 keV de-excitations)
a↵orded another internal calibration, providing a cross-
check of the photon detection and electron extraction
e�ciencies. To model these e�ciencies, we employed
field- and energy-dependent absolute scintillation and
ionization yields from NEST [23–25]. Applying a
Gaussian fit to determine the single phe area [26], the
mean S1 photon detection e�ciency was determined to
be 0.14±0.01, varying between 0.11 and 0.17 from the top
to the bottom of the active region. This is estimated to
correspond to 8.8 phe/keV

ee

(electron-equivalent energy)
for 122 keV �-rays at zero field [23]. This high photon
detection e�ciency (unprecedented in a xenon WIMP-
search TPC) is responsible for the low threshold and good
discrimination observed [27].

Detector response to ER and NR calibration sources is
presented in Fig. 3. Comparison of data with simulation
permits extraction of NR detection e�ciency, which is
in excellent agreement with that obtained using other
datasets (Fig. 1). We describe the populations as a
function of S1 (Fig. 3 and Fig. 4), as this provides
the dominant component of detector e�ciency. We
also show contours of approximated constant-energy [28],
calculated from a linear combination of S1 and S2 [24, 27,
29] generated by converting the measured pulse areas into
original photons and electrons (given their e�ciencies).

A parameterization (for S2 at a given S1) of the
ER band from the high-statistics tritium calibration
is used to characterize the background. In turn,
the NR calibration is more challenging, partly due to
the excellent self-shielding of the detector. Neutron

NR

ER
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0.64 ± 0.16 events from ER leakage are expected below
the NR mean, for the search dataset. The spatial
distribution of the events matches that expected from the
ER backgrounds in full detector simulations. We select
the upper bound of 30 phe (S1) for the signal estimation
analysis to avoid additional background from the 5 keV

ee

x-ray from 127Xe.
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FIG. 4. The LUX WIMP signal region. Events in the
118 kg fiducial volume during the 85.3 live-day exposure are
shown. Lines as shown in Fig. 3, with vertical dashed cyan
lines showing the 2-30 phe range used for the signal estimation
analysis.

Confidence intervals on the spin-independent WIMP-
nucleon cross section are set using a profile likelihood
ratio (PLR) test statistic [35], exploiting the separation
of signal and background distributions in four physical
quantities: radius, depth, light (S1), and charge (S2).
The fit is made over the parameter of interest plus three
Gaussian-constrained nuisance parameters which encode
uncertainty in the rates of 127Xe, �-rays from internal
components and the combination of 214Pb and 85Kr.
The distributions, in the observed quantities, of the four
model components are as described above and do not
vary in the fit: with the non-uniform spatial distributions
of �-ray backgrounds and x-ray lines from 127Xe obtained
from energy-deposition simulations [31].

The energy spectrum of WIMP-nucleus recoils is
modeled using a standard isothermal Maxwellian velocity
distribution [36], with v

0

= 220 km/s; v
esc

= 544 km/s;
⇢

0

= 0.3 GeV/c

3; average Earth velocity of 245 km s�1,
and Helm form factor [37, 38]. We conservatively model
no signal below 3.0 keV

nr

(the lowest energy for which
direct NR yield measurements exist [30, 40]). We do
not profile the uncertainties in NR yield, assuming a
model which provides excellent agreement with LUX
data (Fig. 1 and [39]), in addition to being conservative
compared to past works [23]. We also do not account
for uncertainties in astrophysical parameters, which are
beyond the scope of this work. Signal models in S1 and S2

are obtained for each WIMP mass from full simulations.
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FIG. 5. The LUX 90% confidence limit on the spin-
independent elastic WIMP-nucleon cross section (blue),
together with the ±1� variation from repeated trials, where
trials fluctuating below the expected number of events for
zero BG are forced to 2.3 (blue shaded). We also show
Edelweiss II [41] (dark yellow line), CDMS II [42] (green line),
ZEPLIN-III [43] (magenta line) and XENON100 100 live-
day [44] (orange line), and 225 live-day [45] (red line) results.
The inset (same axis units) also shows the regions measured
from annual modulation in CoGeNT [46] (light red, shaded),
along with exclusion limits from low threshold re-analysis
of CDMS II data [47] (upper green line), 95% allowed
region from CDMS II silicon detectors [48] (green shaded)
and centroid (green x), 90% allowed region from CRESST
II [49] (yellow shaded) and DAMA/LIBRA allowed region [50]
interpreted by [51] (grey shaded).

The observed PLR for zero signal is entirely consistent
with its simulated distribution, giving a p-value for the
background-only hypothesis of 0.35. The 90% C. L.
upper limit on the number of expected signal events
ranges, over WIMP masses, from 2.4 to 5.3. A variation
of one standard deviation in detection e�ciency shifts
the limit by an average of only 5%. The systematic
uncertainty in the position of the NR band was estimated
by averaging the di↵erence between the centroids of
simulated and observed AmBe data in log(S2b/S1). This
yielded an uncertainty of 0.044 in the centroid, which
propagates to a maximum uncertainty of 25% in the high
mass limit.
The 90% upper C. L. cross sections for spin-

independent WIMP models are thus shown in Fig. 5
with a minimum cross section of 7.6⇥10�46 cm2 for a
WIMP mass of 33 GeV/c2. This represents a significant
improvement over the sensitivities of earlier searches [42,
43, 45, 46]. The low energy threshold of LUX permits
direct testing of low mass WIMP hypotheses where
there are potential hints of signal [42, 46, 49, 50].

LUX

Xenon-100

CoGeNT
CDMS-II/Si

CRESST-II
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