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Introduction to OpenStack
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What is OpenStack

OpenStack is an enterprise-grade open source laa$S platform.
It provides:

e computing resources (vVCPU, RAM, system images. . .)
@ network resources (L2 networks, virtual routers. . .)

o storage resources (persistent virtual disk devices, VM snapshots)
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Who is behind OpenStack

OpenStack development is overseen by the OpenStack Foundation.
The Foundation is backed by 5600 individual members and 850
organizations.

Different companies contribute to OpenStack development:

o AT&T

o Canonical
o HP

o IBM

o Rackspace
o Red Hat, Inc.
o SUSE

...and many more!
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OpenStack in numbers

Some numbers about OpenStack:
o 3 years of development
o 1278 contributors
@ 1289000 lines of code
@ more than $10 million in funding

OpenStack is quickly becoming the de facto standard for private laaS
clouds.

For more information visit http://www.openstack.org/
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OpenStack components

OpenStack is composed by 5 different components:
identity and authentication service
computing service
networking service
storage service
dashboard (web frontend)
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OpenStack components
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|dentity and authentication service

What it does
Authenticates users and verifies project membership.

Authentication and authorization based on:

@ username/password pair
o projects (also known as “tenants”)
o roles
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Computing service

What it does

Creates, runs and manages instances (virtual machines).

Resources managed by this service:
@ instances
o vCPU
o RAM

o instance metadata (hostname, SSH keypairs, boot scripts. . .)
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Networking service

What it does

Provides network resources to the computing service.

Resources managed by this service:
o L2 networks
@ subnets
o virtual routers
o firewalling rules

o floating IPs

M. Panella (LNGS) OpenStack Tutorial Sep 26, 2013



’

Storage service
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What it does

Provides persistent storage to the computing service.

Resources managed by this service:
o volumes (virtual disk devices)
@ snapshots

o OS images
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Resources recap

Every user has access to the following resources:
@ instances
o vCPU
o RAM
o networks
o virtual routers/firewalls

o virtual disks
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Resources recap

Every user has access to the following resources:
@ instances
o vCPU
o RAM
o networks
o virtual routers/firewalls

o virtual disks

Nota Bene
Resources belong to projects, only SSH keypairs belong to users!
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Instances

An instance is a self-contained virtual machine:
resource allocation based on “flavors”
boots from a pre-installed system image or from a snapshot

has a fixed private IP address

o
o
o
@ can have one or more floating IP addresses
@ can have an ephemeral disk

°

can have one or more volumes attached
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Instances (cont'd)

Instances boot off a standard system image and can be customized upon
boot with a user script.

Most system images come with SSH enabled out-of-the-box and keyed to
a user-specific SSH keypair. Password-based login is disabled for the

default account.
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Instances (cont'd)

Instances boot off a standard system image and can be customized upon

boot with a user script.
Most system images come with SSH enabled out-of-the-box and keyed to

a user-specific SSH keypair. Password-based login is disabled for the
default account.

Instances exist as long as they are not terminated. Upon termination the
system disk will be irreversibly destroyed. To retain system configuration
make a snapshot or simply suspend the instance.
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OpenStack provides isolated L2 networks to each project. Each network
can have one or more subnets and virtual routers.

Private IP addresses are automatically allocated to instances, while
floating IP addresses must be manually allocated to projects and assigned
to instances.
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Networks (cont'd)

The networking service also provides virtual firewalls for all instances with
multiple independent rulesets.

Each instance can have more than one ruleset attached to it. The rules
also apply to traffic within the same network.
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Volumes

Volumes are persistent virtual disk devices. Each instance can have one or
more volumes attached to it and each volume may be attached to one
instance at a time.

They are created and destroyed independently from instances, so they are
suited for long-term storage of data.

When created, volumes are like empty disks. They must be partitioned
and formatted in order to use them.
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Volumes

Volumes are persistent virtual disk devices. Each instance can have one or
more volumes attached to it and each volume may be attached to one
instance at a time.

They are created and destroyed independently from instances, so they are
suited for long-term storage of data.

When created, volumes are like empty disks. They must be partitioned
and formatted in order to use them.

Due to their nature, volumes are not backed up automatically. Users have
to arrange backup of volume contents on their own!
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Gran Sasso Clouds
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What is Gran Sasso Clouds

Gran Sasso Clouds is the OpenStack environment of LNGS.

It is currently a standalone system. In the future it will be integrated with
other computing services like U-LITE.

It is available upon request to experimental collaborations, working groups,
LNGS services and individual users.
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Available resources

Currently, Gran Sasso Clouds has the following resources available:
o 48 CPU cores
o 80 GB of RAM
o several TB for volume and snapshot storage

Capacity will be expanded as needed as more users start working with it.
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Use cases

Gran Sasso Clouds is extremely flexible and can be used for many
scenarios:

internal and public web sites
wikis

blogs

database services

software development

data analysis

Monte Carlo

prototyping
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Accessing Gran Sasso Clouds

The web frontend

Gran Sasso Clouds can be accessed from https://stackctl.Ings.infn.it.
All operations can be performed via the web frontend.

Who can access it

Everybody with a standard LNGS account can request access to the
Computing and Network Service. CNS staff will enable access for your
account and assign it to one or more projects (experiment and/or LNGS
service).
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Accessing Gran Sasso Clouds (cont'd)

Direct access to Gran Sasso Clouds is required only to manage resources
(instances, networks, volumes. .. ). Depending on the kind of use case, end
users do not require any account at all or just a regular UNIX account on
the instances themselves.
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Accessing Gran Sasso Clouds (cont'd)

Direct access to Gran Sasso Clouds is required only to manage resources
(instances, networks, volumes. .. ). Depending on the kind of use case, end
users do not require any account at all or just a regular UNIX account on
the instances themselves.

What about groups?
Groups need to designate a few selected individuals that will manage

resources.
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Gran Sasso Clouds supports various network configurations. The standard
network configuration just works for most users and groups.
Experimental collaborations and working groups that require a more
complex network configuration can contact the CNS for more information.
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Sample session
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Login screen

B Login - Gran Sasso Clouds %

@ @ © |8 heps;/stacketlings.infn.it oO% /M =
JANES]
Gran Sasso
Clouds

Login

User Name

Password
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Dashboard

& < C © |8 hps;/stacketlings.infnit/project, O M =

Vet Loggedinas: mpanella  Settngs  Hep  SgnOw

LNGS

Quota Summary

(el =aEt) Used 3 o 10 Avallabe Instances

Clouds

Used 3 o1 20 Avallable vCPUS.
Project

Used 6,144 MB of 51,200 MB Available RAM

calcolo
Used 0 of 10 Available volumes
Manage Compute

Overview Used 0 GB of 1,000 GB Available volume storage

I Select a month to query its usage:

September v | 2013 v | subma

Active I : 3 Active RAM: 6GB 240.16 This v : 5671.39

Usage Summary & Download CSV Summary
Manage Network
Instance Name vepus Disk RAM Uptime

pinger

]
8

1 month, 3 weeks

Routers 1unanode003

8

268 3weeks, 5 days

1 20 268 1day, 17 hours.
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Security groups

@ @ O |8 hieps;/stacketlings.infit/proje:

LNGS

Securty Groups

Gran Sasso
Clouds

Project O Name
R O oetau
calcolo -
O gluster
Manage Compute
Overview 8 |wo
Instances J——
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Images & Snapshots
Acces

Manage Network
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Routers

Network T
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Access & Security

Security Groups

Description

defautt

porte per guster

Porte per servizi web
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e
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EatRues | More ™
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Security group rules

- access_and_s o m =
" ’ Loggedings: mpanela  Sewngs  Heb  Sgnowt
Edit Security Group Rules = - e
Gran Sasso Security Group Rules 4+ Add Rule
Clouds
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Projct o o 1 1 00000 (GIR)
e p— o Ay - - detauit
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Manage Compute U =2 2z 2 00000 (CI0R)
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Keypair management

L and
Access & Security
Gran Sasso Kerpar
Clouds R
Keypairs
Project O Keypair Name
calcolo -
Deplayig 18em

Manage Compute
Overview
Instances
Volumes

Images & Snapshots

Routers
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Running instances

Gran Sasso
Clouds

Project

calcolo <

Manage Compute

ss & Security

Manage Network
Networks
Routers

Network T

Instances

Instances

) Instance Name

©  tasnap
@  tunanodeoos
@  pnger
Desplaying 3 tems

1P Address

102.168.426
172163.131

192.168.42.4
172163.127

102.168.422
172163.122

size

m1.small | 268 RAM | 1VCPU | 20GB Disk

m1.small | 268 RAM | 1VCPU | 20GB Disk

m1small | 2G8 RAM | 1VCPU | 20GB Disk

Status.

Active

Active

Active

None

None

None

e

PowerState  Actions

Running Crene Srapstet | More =
Runring Crese Srapsho | More =
Rurning Crese Srapstat | More ~
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Running instances

Instances Loggedings: mpanela  Sewngs  Heb  Sgnowt

Gran Sasso Instances
Clouds

W Temnate nstances

) instnceName  IP Address  Size Keypair  Staws  Task  Power State
192168426 =
Project @  tasnap Lroi0s1a;  Mlsmall| 268 RAM| 1VCPU | 2068 Disk mateo  Active  None  Running Create Snapshat | More
CURRENT PROJECT © | lunanodeoos 192160424 ) cmait| 268 RAM | 1VCPU | 2068 Disk stestalo  Actve  None  Running Creaie Snapshot | More =
~ 172163.127
calcolo
192168422 =
Manage Compute @ | pinger 210812  MLsmall|2G8 RAM| 1VCPU | 20GB Disk mateo  Actve  None  Running Create Snapshat | More
e Dsplayng3 tems

ss & Security

Manage Network
Networks
Routers

Network T
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Launching an instance

Launch Instance

Details

Instance Source
Specify the details for launching an instance.

Image The chart below shows the resources used by this project

in relation to the project’s quotas.
Image )
Flavor Details

debian-7-cloudinit Name m1.small

Instance Name vepus 1
workshop Root Disk
Flavor Ephemeral Disk

m1.small Total Disk

RAM
Instance Count

1 Project Quotas
Number of Instances (3)

Number of VCPUs (3)
—_—

Total RAM (6,144 MB)

Cancel Launc!
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Access & Security

Launch Instance

Access & Security

Keypair . . . .
Control access to your instance via keypairs, security

matteo groups, and other mechanisms.

Security Groups
¥ default
gluster

web
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Instance networking

Launch Instance

Networking

Selected Networks Choose network from Available networks to Selected
Networks by push button or drag and drop, you may
change nic order by drag and drop as well.

Available networks

& calcolo

Cancel Launch
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Post-boot customization

Launch Instance
Post-Creation

Customization Script §
You can customize your instance after it's launched using

the options available here.

The "Customization Script" field is analogous to "User
Data" in other systems.
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Boot log

€ - C © 8 htpsy/stacketlings.infn.it/project/instances/14aceabo-7d 0ds1802f31/ o m
. Loggedinas: mpaneta  setgs  bep  Stnow
Instance Detail: workshop
o [ .
Gran Sasso “
Clouds Instance Console Log cotongn (35 [ vewruin
Project 1 |
I |
-
- ROJECT [?251[?1c7[16[[32m ok [39;49m8[?25h[?0c.
calcolo - [.-..] Starting Cloug service: 0.7.2 running “modul " 8t Wed, 04 Sep 2013 00:14:02 +0060. Up 72.93 seconds.
20139904 10:14:03,061 stages.py[WARNING] : Module sshmr(lﬂ 1s verified on [‘ununw ] distros but not on debian distro. It may or may not work correctly.
Manage Compute Generating hnles ((Ms might take a while).
en_US.UTFS. .
Overven Grration e
130904 10:14:05,041  UELL. py[WARNING] : Running aptconfigure (<module 'Cloudinit.config.ce_ape_configure’ fro oy
Instane: ng/:upunnmuve pyc'>) failed

114:05,676 stages.py[WARNING] : Module landscape is verified on ['ubuntu'] distros but not on debian distro. It may or may not work correctly.

[7251[?1c7[16[[32m ok [39;49m8[725n[70c.

-] Starting OpeniSD Secure Shell server: ssh[725L(71c7(16[[32m ok [39; 49-:[7257-[70:

[----] Starting Cloud service: V. 8.7.2 running ' T t Wed, 04 Sep 2013 08:14:05 +6000. Up 75.52 seconds.

cianfo; keys from ¢ {_keys for user
e

Snapshots

fo:
ccess & Security : | Keytype | Fingerprint (ndS) | Options |  Comment |

0: ++eer
Manage Network i Iheanliee: 2 ! ! !

Metworks

BEGIN SSH HOST xzv FINGERPRINTS
aca: 1506 o0 rootgworkshop (0SA)
(ECDSA)
7c:99:88  rootQworkshop (RSA)

Routers

Network Topology

BEGIN SSH HOST KEY KEYS

ot Ec/IGLAL/TULNt So13M=
rootwor kshop
sshrsa
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Volumes

-
Volumes

Gran Sasso| Volumes

Clouds
Name
Project
Dispiayng 0 tems
}:alcnlo -

Manage Compute
Overview
Instances

Images & Snapshots

s & Security

Manage Network

Metworks

Routers

Networ

Description

o m =

Loggedinas: mpanella  Setngs  Hep  SgnOw

+ Create Volume

size Status. Type Atiached To Actions.

Noitems to display.
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Volumes

@ @ O |8 hieps;/stacketlings.infit/proje: oO% /M =

Loggedinas: mpanella  Setngs  Hep  SgnOw

Volumes

LNGS

Gran Sasso Volumes @
Clouds

Name Description size Status. Type Atiached To Actions.

Project Noitems to display.

Dapaying 0 tems

calcolo

Manage Compute
Overview

Instances

Access & Security

Manage Network
Networks
Routers

Network T
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Creating a volume

Create Volume

Volume Name Description:

workshop Volumes are block devices that can be attached to
instances.

Description Volume Quotas
Volume for CC workshop Total Gigabytes (0 GB)

Number of Volumes (0)
Type

Size (GB)

1d

Cancel Create Volume
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Volumes (cont'd)

Gran Sasso
Clouds

Project

calcolo
Manage Compute
Overview
Instances

Volume:

& Snapshots

s & Security

Manage Network

Networks

Routers

Networ

Volumes

Volumes

O name Description size Staws
B workshop Voiume for CC workshop 1068 Avalaie
Dspayng 1 em

o m =

Hep

Loggedinas: mpanella  Setngs Sgnow

+ Create Volume

Actions

EoR Atachments | More ™
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Volumes (cont'd)

Gran Sasso
Clouds

Project

calcolo
Manage Compute
Overview
Instances

Volume:

& Snapshots

s & Security

Manage Network

Networks

Routers

Networ

Volumes

Volumes

O name Description size Staws
B workshop Voiume for CC workshop 1068 Avalaie
Dspayng 1 em

o m =

Hep

Loggedinas: mpanella  Setngs Sgnow

M. Panella (




Attaching a volume

Manage Volume Attachments

Attachments

Instance

Displaying 0 items

Attach To Instance
Attach to Instance

Device

No items to display.

Device Name

workshop (14a6eab9-7dcc-4b8b-bb8d-30d6180f: ¥ Idev/vdc|
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Attaching a volume

Manage Volume Attachments

Attachments

Instance Device

No items to display.

Displaying 0 items

Never use /dev/vda or /dev/vdb as
device names!

Attach To Instance
Attach to Instance Device Name

workshop (14a6eab9-7dcc-4b8b-bb8d-30d6180f: ¥ Idev/vdc|

Cancel Attach Volume
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Attaching a volume

Volumes
Gran Sasso Volumes
Clouds
O name Description
Project @ workshop Volume for CC workshop
Depayng 1 tem
;’:alcnlo

Manage Compute
Overview
Instances

Volume:

& Snapshots

s & Security

Manage Network

Metworks

Routers

Networ

size

1008

Status

InUse

o m =

Loggedinas: mpanella  Setngs

Hep

Sgnow

+ Create Volume

Type  Attached To Actions
Attached to workshop on Idevivde

o8 Atiachments
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Floating IPs

€ 0 C O |(8hs

//stacketl.Ings.infn.it/project/access_and_sec

oM =

Access & Security e
LNGS
Gran Sasso e Keypairs | Fioating IPs

Clouds

Floating IPs

a4
Project ) IP Address.

Instance Floating IP Pool Actions
e 0 12163122 - Ings Associte Foatng P | More =
calcolo <
Manage Compute O 12183127 lunanode00s Ings
Overview 8 | masam X e Associte Fioang P | More -
Instances
- 0 1216313

Associate Foatng IP | More ~
Images & Snapshot e

Manage Network
Networks
Routers

Network T
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Floating IPs

€ 0 C O |(8hs

//stacketl.Ings.infn.it/project/access_and_sec

oM =
Access & Security [

LNGS

Gran Sasso e Keypairs | Fioating IPs

Clouds

Floating IPs

Atocate 1P To Project | [EESTTY

Project O 1P Address Instance Floating IP Pool Actions
[ 0 132 - Ings Aasocate Foang | More ~
calcolo >
T e o 1misa lunanode0oa ings
S 0 12163131 Ings Associte Foatng P | More -
Instances
N 0 1218313 - Ings Aasocte Foang i Jiore -
\mages & Snapsnot e

Manage Network
Networks
Routers

Network T
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Associating a floating IP

Manage Floating IP Associations

IP Address

IP Address " :
Select the IP address you wish to associate with the

172.16.3.133 selected instance.

Port to be associated

workshop: 192.168.42.5

Cancel Associate
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@O debian@workshop: -

File Edit View Search Terminal Help

morpheusgenterprise:~$ ssh deblan@172.16.3.133

The authenticity of host '172.16.3.133 (172.16.3.133)' can't be established
ECDSA key fingerprint is 31:ca:d2:fb:53:60:fe:aa:2b:5d:e6:24:b4:32:6d:6¢.
Jare you sure you want to continue connecting (yes/mo)? ye:

Warning: Permanently added '172.16.3.133' (ECDSA) to the list of known hosts
Linux wheezy 3.2.0-4-and64 #1 SMP Deblan 3.2.46-1 x86_64

The programs included with the Debian GNU/Linux system are free software;
the exact distribution terms for each program are described in the
individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent

:-# mkfs.exta

nkfs. extadev

# mkfs.extd /dev/vdc
mke2fs 1.42.5 (29-1ul-2012)
Filesysten labe
os type: Linux
Block size=1896 (log=2)
Fragnent size=4096 (log=2)
stride=6 blocks, Stripe width=8 blocks
655360 inodes, 2621448 blocks
131072 blocks (5.80%) reserved for the super user
First data bloc
axinun filesysten blocks=2684354560
80 block groups
32768 blocks per group, 32768 fragments per group

Locks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632
[Allocating group tables: done
: done

Writing superblocks and filesysten accounting information: done

root@workshop: ~# ll
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Questions?
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