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Physics motivation in the neutrino physics landscape 
Super-­‐K	
  (1998):	
  atmospheric	
  neutrino	
  anomaly	
  interpretable	
  as	
  νµàντ	
  oscilla2on	
  	
  
CHOOZ	
  (reactor):	
  νµàνe	
  	
  oscilla2on	
  could	
  not	
  explain	
  the	
  anomaly	
  

K2K	
  and	
  MINOS	
  (accelerator)	
  confirmed	
  the	
  νµ	
  disappearance	
  signal	
  of	
  Super-­‐K	
  	
  

  Missing tile: direct observation of ντ appearance in a pure νµ beam 
Oscillation in appearance mode in the atmospheric sector 

  CERN 

LNGS 

OPERA 

LNGS	
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THE CNGS NEUTRINO BEAM 
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•  Massive active target (1.25 kton) with micrometric space 
resolution 

•  Detect τ-lepton production and decay 
•  Underground location (106 reduction of cosmic ray flux) 
•  Electronic detectors to provide the“time stamp ”, preselect 

the interaction brick and reconstruct muon charge/momentum 

THE PRINCIPLE: hybrid 
detector with modular structure 
 

τ DECAY 
CHANNEL BR (%) 

τ →µ 17.7 

τ →e 17.8 

τ →h 49.5 

τ →3h 15.0 
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Nuclear	
  emulsions	
  in	
  par/cle	
  physics	
  
The	
  discovery	
  of	
  the	
  pion	
  (1947) 

π	



Lattes, Muirhead, Occhialini and  Powell,  
OBSERVATIONS ON THE TRACKS OF SLOW MESONS IN 

 PHOTOGRAPHIC EMULSIONS, Nature 159 (1947) 694. 

Cosmic ray studies on an airplane at about 9 km and at Pic du Midi 

π	
  à	
  µ	
  

600 µm thick emulsions with new gel to detect the   
passage of ionising particles (sensitive to m.i.p.) in  

collaboration with industry (Ilford) 
By exposing these emulsions to cosmic rays, 

 Powell solved in 1947 the mistery of the Yukawa meson 

Powell got the Nobel Prize for Physics in1950. 
The Committee underlined the simplicity of the used detector 
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“Charm”	
  was	
  born	
  as	
  “X-­‐par*cle”	
  (1971)	
  
	
  in	
  a	
  500	
  h	
  exposure	
  of	
  	
  a	
  ~	
  50	
  kg	
  Emulsion	
  Cloud	
  Chamber	
  (ECC)	
  on	
  a	
  

Jet	
  Cargo	
  Airplane	
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Direct	
  observa/on	
  
produc/on	
  and	
  decay	
  of	
  

beauty	
  par/cles	
  	
  
	
  

WA75	
  at	
  CERN	
  	
  
Phys.	
  LeP.	
  158B	
  (1985)	
  186	
  

Dο	
  

D-­‐	
  

Βο	
  

Β-­‐ 	
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Nuclear Emulsion Experiments 	


OPERA at LNGS: 30000kg emulsion	


CHORUS at CERN:  
780kg(140x140x3 cm3) emulsion	


Emulsion	
  chamber	
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Revival of the emulsion technique in 1990  
due to the development of fully automated  

scanning systems 
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DONUT: 120kg emulsion at FNAL	


2–22 2 Nuclear emulsions

Lexan plates, which simulate the human body tissues given the similar electron density. Such a
charge identification capability allowed the measurement of the charge-changing cross-section of
carbon ions with water by placing the target ECC inside a water tank [118].

Figure 2.16: Left: time evolution of the scanning speed of the Track Selector system; right: expected
improvements in the scanning speed as a function of image grabbing frequency (views/s) and objective
lens magnification.

Some final words on the more distant future of the emulsion detection technique. As it was
the case for past developments, the future of emulsion detectors will again rely on the parallel
advances in the fields of film and gel production, on the one hand, and of high-performance and
fast scanning devices, on the other. As far as the latter is concerned, progress is still expected for
the S-UTS system. Fig. 2.16 shows the increase in the scanning speed of this device as a function
of time and of the actual optics and readout configuration.

R&D studies are in progress in Nagoya with the ambitious goal of reaching a scanning speed
of more than 100 cm2 (i.e. the surface of a typical OPERA film) per minute [87]. The underlying
idea is to combine commercial IC steppers used for lithography with standard Megapixel cameras
with high frame (60 fps) and pixel (more than 370 Mpixels/s) readout rates. IC steppers would
provide a space resolution better than 350 nm and an exposure field larger than 20 × 20 mm2. If
successful, this development would make emulsion detectors quasi real-time devices, preparing the
way for as yet unthinkable applications.

More particle and astroparticle physics experiments would then be conceivable thanks to a
similar progress in the quality and performance of the emulsion itself. Weakly Interacting Massive
Particles (WIMPs), possible Dark Matter candidates, could be detected by measuring the slow
nuclear recoil after their interaction with massive, high-density emulsion stacks. In the case of a
WIMP with a mass of about 100 GeV hitting an Ag nucleus in the emulsion gel, one would have
a recoil momentum of ∼ 100 keV , with a corresponding range of only 100 nm. In order to detect
such a short, heavily ionizing track, the Nagoya group is presently studying the technical feasibility
of Nano Imaging Tracking (NIT) [119]. The first challenging requirement is to go from the 200 nm
AgBr crystal size of the present OPERA emulsion gel to about 40 nm size. This would correspond
to more than 10 AgBr crystals per micron. In addition, in order to have a sufficiently long track,
the idea is to apply the so-called emulsion swelling prior to development, so as to expand the
100 nm long recoil tracks up to 1 µm or more. First tests are encouraging. The main background
is given by 14C radioactivity and fog grains making random track coincidences. Such a technique
could also be applied to the detection of neutrons (dosimetry or neutron flux monitoring) and of
heavy ions.

Another physics subject that would profit from further technological advances is the detection
of neutrino-less double beta decay (0νββ). It has been proposed [120] to exploit emulsions for the

Landolt-Börnstein
New Series I/21A

Evolution of the scanning speed 
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Early stages: prototype test at the NuMi beam at Fermilab 6
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Figure 3. The total number of NuMI protons (line) and the protons per week
(histogram) delivered on the target during the period from May 2005 to January
2007. The first PEANUT exposure is indicated.

Figure 4. Energy spectrum of the NuMI beam in the LE configuration [1] (top).
Neutrino CC cross sections as a function of the neutrino energy [7] (bottom).

was in its LE configuration. The energy spectrum reported in the top plot of figure 4 [1] shows an
energy peak between 3 and 4 GeV. The bottom plot shows the contributions to the total neutrino
cross section as a function of the neutrino energy as expected from the data and theoretical
models [7].

New Journal of Physics 12 (2010) 113028 (http://www.njp.org/)
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Emulsion Cloud Chamber and  scintillating fibre tracker 
(1ton scale) in front of the MINOS near detector 
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Figure 3. The total number of NuMI protons (line) and the protons per week
(histogram) delivered on the target during the period from May 2005 to January
2007. The first PEANUT exposure is indicated.

Figure 4. Energy spectrum of the NuMI beam in the LE configuration [1] (top).
Neutrino CC cross sections as a function of the neutrino energy [7] (bottom).

was in its LE configuration. The energy spectrum reported in the top plot of figure 4 [1] shows an
energy peak between 3 and 4 GeV. The bottom plot shows the contributions to the total neutrino
cross section as a function of the neutrino energy as expected from the data and theoretical
models [7].

New Journal of Physics 12 (2010) 113028 (http://www.njp.org/)
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Figure 7. Display of a five-prong vertex. The reconstruction in the SFT (top
figures) and in the emulsions (bottom figures) is shown. The front view is also
shown for the emulsion reconstruction. The arrow indicates the emulsion track
with a corresponding SFT 3D track. This track is followed back with the scan-
back procedure up to the interaction point.

For the scamming of the emulsion we used new generation scanning systems [8–11]. We
followed two different analysis methods: the scan-back procedure and a general scan method,
both applied in the OPERA experiment [2, 12, 13]. See [14]–[17] for details of these scanning
procedures.

The scan-back method, schematically shown in figure 6, is based on the scanning of a
small area around a predicted point with a narrow angular acceptance. 3D tracks are matched
with emulsion tracks recorded in the two most downstream films of the brick, the SS doublet.
They are the starting point of the scan-back method and are followed until they stop.

Unlike prediction scanning, the scanning of the large surface where all the tracks within a
wide angular acceptance are collected is called a ‘general’ scan. In the general scan approach
all of the emulsion film surface is analyzed. The tracking procedures described above are then
applied. Candidate multi-prong vertices and single-prong interactions are searched for.

Figure 7 shows as an example a five-prong event vertex detected in the ECC. The event
reconstruction with the electronic trackers is shown in the top part. The solid line indicates the

New Journal of Physics 12 (2010) 113028 (http://www.njp.org/)
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Table 1. Unfolded muon slope (left) and multiplicity (right) distributions bin by
bin. The distributions are normalized to one.

Muon slope bin (mrad) Yield Multiplicity bin Yield
0–67 0.225 ± 0.033 1 0.352 ± 0.052

67–134 0.126 ± 0.025 2 0.210 ± 0.043
134–200 0.162 ± 0.040 3 0.156 ± 0.065
200–267 0.119 ± 0.052 4 0.033 ± 0.036
267–334 0.081 ± 0.048 > 5 0.249 ± 0.145
334–400 0.054 ± 0.054
> 400 0.233 ± 0.118

where �(E) is the spectrum of the NuMI beam. The fractions a

i

are estimated by minimizing
the difference in the shapes of the data and MC multiplicity distributions. The MC distribution
depends on six parameters: a

i

and "
i

. The "
i

are evaluated from MC with the constraintsP
i

a

i

= 1 and ares/aqe = 0.58 ± 0.16, so that the fit depends only on one free parameter. The
best fit values are

adis = 0.68+0.09
�0.11(stat) ± 0.02(syst) (4)

aqe = 0.20+0.06
�0.07(stat) ± 0.02(syst) (5)

ares = 0.12 ± 0.04(stat) ± 0.02(syst). (6)

The uncertainty in the ratio ares/aqe is the main source of systematic uncertainty in the
measurement. By varying this ratio within its experimental error, we have estimated the
systematic uncertainty of our measurement. It is worth stressing that the fit of the multiplicity
distribution provides the same value for the deep inelastic fraction even if the constraint on the
ares/aqe ratio is removed.

These results are obtained with a different experimental techinique than those available
in the literature. The measured fractions are consistent with the measurements performed with
conventional detection techniques [21]–[23]. By using the quasi-elastic cross section measured
with NOMAD data [19] and normalizing it to the inclusive CC cross section measured with the
MINOS Near Detector data [24], we have obtained a value of (22.8 ± 1.5)% that is consistent
with our estimate of (20+6

�7(stat) ± 2(syst))%.
The muon scattering angle and the charged particle multiplicity in neutrino interactions

carry most of the kinematical information on the interaction dynamics. The reconstruction
efficiency affects the measured variables modifying the shape of their distributions. Therefore,
after the unfolding of the reconstruction efficiencies, the data can be used to study the true
distribution of physical variables and tune neutrino event generators.

We report in table 1 the distributions of muon scattering angle (on the left) and charged
particle multiplicity (on the right) after the unfolding of the detection efficiencies. The
distributions are normalized to one. Note that the track multiplicity includes the muon.
The average true multiplicity is 2.6, while the reconstructed one is 1.5.

As mentioned in section 4, the angular acceptance in the scanning of the emulsion films
was limited to slopes inclined by at most 400 mrad with respect to the perpendicular direction;
moreover, the tolerances used in the tracking algorithm prevent the reconstruction of tracks with

New Journal of Physics 12 (2010) 113028 (http://www.njp.org/)

T952 
PEANUT 

experiment 

A sub-sample of 147 νµ CC 
 interactions was analysed 
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Figure 10. Charged particle multiplicity distributions for neutrino CC
interactions (points with error bars are the data; the solid histogram shows MC
predictions).

Figure 11. Muon slope distribution in ⌫µ CC interactions in the detector (points
with error bars are the data, while the solid histogram is MC).

processes in the j th bin. The factor A provides the same normalization for the distributions in
the left and right sides of the equation.

The applied condition of a 3D track reconstructed in the SFT reduces the expected
contribution of neutral current events from 17 to less than 4%. Moreover, the emulsion-to-SFT
matching procedure produces an additional bias in favor of CC interactions, so that the neutral
current fraction is reduced to about 1%. We thus disregard the neutral current component.

The different fractions are defined as

a

j

=
R

�
j

(E)�(E) dE

P
i

R
�

i

(E)�(E) dE

, (3)

New Journal of Physics 12 (2010) 113028 (http://www.njp.org/)
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Final performances of the CNGS beam after five 
years of data taking  

Year Beam days P.O.T. 
(1019) 

2008 123 1.74 

2009 155 3.53 
2010 187 4.09 
2011 243 4.75 
2012 257 3.86 
Total 965 17.97 
20% less than the proposal value (22.5)	
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Charmed hadron production: 
  an application of the decay 

search 
 a control sample for τ 
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  Charm sample:  
same topology but muon at interaction vertex 
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Figure 5. Shape comparison of the distributions of the flight length (left) and the tracks’ impact
parameters with respect to the primary vertex (right) for the charm data sample of 50 events,
described in Sect. 3.4.1, (bullets) and the MC simulation of 40 ± 3 expected charm events (green
hatched histogram) and 14 ± 3 expected hadronic interactions and strange meson decays (yellow
hatched histograms).

energy spectrum at OPERA (see Sect. 4.2.1 for more details). The decay search e�ciency

is estimated to be (58 ± 8)% for long charm decays and (18 ± 2)% for short charm decays.

The main sources of background in the charm selection are hadronic re-interactions (about

87% of the total background) and decays of K0
S or ⇤. In the analysed sample of events from

the 2008, 2009 and 2010 years having at least a muon tagged 3D-track, a total of (40± 3)

charm events and (14±3) background events are expected while 50 charm candidate events

are observed in the data. The distributions of the flight length of the charm candidates

and of the impact parameters of the secondary particles with respect to the primary vertex

are presented in Fig. 5 for data and MC. Not only the absolute yields but also the shapes

of the distributions are in very good agreement, which indicates that the systematic error

on the estimated e�ciency of the full analysis chain cannot exceed 20%. A more extensive

discussion of the charm sample will be presented in [62].

3.5 Kinematic selection

Several kinematic quantities of the neutrino interaction are accessible at brick-level via mo-

mentum reconstruction using MCS. The energy of electrons and photons is also measured

by employing calorimetric techniques [63, 64]. Kinematic criteria can be defined to improve

the signal-to-background ratio. To improve the acceptance for electromagnetic showers and

reduce the error on the track momentum measurement the standard volume considered for

the location (Sect. 3.3) is enlarged and tracks are followed downstream, eventually in other

bricks (Sect. 3.6).

After denoting the charged tracks emerging from the neutrino interaction vertex or

the decay vertex as “primaries” and “daughters” respectively, and the short-lived primary

– 12 –

Angle in the transverse  
plane between µ and parent 

14	
  



 
Charm yield from the analysis of 2008÷2010 data 
 

charm Background expected data 

1 prong 21 ± 2 9 ± 3 30 ± 4 19 

2 prong 14 ± 1 4 ± 1 18 ± 2 22 

3 prong 4 ± 1 1.0 ± 0.3 5 ± 1 5 

4 prong 0.9 ± 0.2 - 0.9 ± 0.2 4 

All 40 ± 3 14 ± 3 54 ± 4 50 

Background, mostly from hadronic interactions  
(contribution from strange particle decay) 
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Oscillation results 

G. De Lellis - Fermilab - 4 June 2010 
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νµ→νe analysis 
 

4.1 GeV electron 

 32 events found in the analyzed sample 
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νµ→νe analysis  
with 2008 and 2009 run data  

one of the νe events with a π0 as seen in the brick 

events, where 17 events were found in the procedure described in the figure132

2, while the other 2 events were found in the scan-back procedure mentioned133

above. To illustrate the typical pattern of νe candidates, figure 5 shows134

the reconstructed image of a νe candidate events, with the track segments135

observed along the showering electron track.136

2 mm

10 mm CSECC

electron

γ showers

Figure 5: Display of the reconstructed emulsion tracks of one of the νe can-
didate events. The reconstructed neutrino energy is 32.5 GeV. Two tracks
are observed at the neutrino interaction vertex. One of the two generates
an electromagnetic shower and is identified as an electron. In addition, two
electromagnetic showers due to the conversion of two γ are observed (seen
as one shower in this projection), starting from 2 and 3 films downstream of
the vertex.

The νe detection efficiency as a function of the neutrino energy was com-137

puted with a GEANT3 based MC simulation. The simulated events were138

reconstructed with the same algorithms as used for the data. Slight differ-139

ences in the scanning strategy used along the years have been taken into140

account and enter in the evaluation of the systematic uncertainty. The re-141

sults of the simulation are shown in figure 6. The systematic uncertainty142

relative to its efficiency is calculated to be 10% for energies above 10 GeV143

7
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Interface  
films 

19 candidates found in a sample of 505 neutrino interactions without muon 
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 Background from νµNC (π0→γγ)	


A close-up of an electron pair 	


1micron 

Gamma-­‐ray	
  

BG: 0.17 events (less than 1%)  
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Figure 6. Distribution of the reconstructed energy of the νe events, and the expected spectrum
from the different sources in a stack histogram, normalized to the number of pot analysed for
this paper. Binning for the experimental data energy distribution is done according to the energy
resolution.

As the energy spectrum of the oscillated νe with large ∆m2
new (>0.1 eV2) follows the260

spectrum of νµ, which is basically vanishing above 40 GeV (see figure 1), a cut on the261

reconstructed energy is introduced. The optimal cut on the reconstructed energy in terms262

of sensitivity is found to be 30 GeV. We observe 6 events below 30 GeV (69% of the263

oscillation signal at large ∆m2
new is estimated to remain in this region), while the expected264

number of events from background is estimated to be 9.4 ± 1.3 (syst) (see table 1). Note265

that we choose to include the three-flavour oscillation induced events into the background.266

In this case, the oscillation probability does not contain the θ13 driven term.267

The 90% C.L. upper limit on sin2(2θnew) is then computed by comparing the expec-268

tation from oscillation plus backgrounds, with the observed number of events. Since we269

observed a smaller number of events than the expected background, we provide both, the270

Feldman and Cousins (F&C) confidence intervals [22] and the Bayesian bounds, setting a271

prior to zero in the unphysical region and to a constant in the physical region [23]. Un-272

certainties of the background were incorporated using prescriptions provided in [15]. The273

results obtained from the two methods for the different C.L. are reported in table 2. We274

also quote our sensitivity calculated assuming 9 observed events (integer number closest to275

the expected background).276

Given the underfluctuation of the data, the curve with the Bayesian upper limit was277

chosen for the exclusion plot shown in figure 7. For convenience, results from the other278

experiments, working at different L/E regimes, are also reported in this figure. For large279

∆m2
new values the OPERA 90% upper limit on sin2(2θnew) reaches the value 7.2 × 10−3,280

while the sensitivity corresponding to the pot used for this analysis is 10.4× 10−3.281

– 8 –
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Energy distribution of the 19 νe candidates	



Observation compatible with 
background-only hypothesis: 
19.8±2.8 (syst) events 
 
3 flavour analysis 
 
Energy cut to increase the S/N 
 
4 observed events  
4.6 expected  
⇒ sin2(2θ13)<0.44 at 90% C.L. 

Energy cut 20 GeV 30 GeV No cut

BG common to BG (a) from π0 0.2 0.2 0.2
both analyses BG (b) from τ → e 0.2 0.3 0.3

νe beam contamination 4.2 7.7 19.4

Total expected BG in 3-flavour oscillation analysis 4.6 8.2 19.8

BG to non-standard νe via 3-flavour oscillation 1.0 1.3 1.4
oscillation analysis only

Total expected BG in non-standard oscillation analysis 5.6 9.4 21.3

Data 4 6 19

Table 1. Expected and observed number of events for the different energy cuts.

4.2 Three-flavour mixing scenario232

A non-zero θ13 has recently been reported by several experiments [17–20]. Provided the233

following oscillation parameters [15] : sin2(2θ13) = 0.098, sin2(2θ23) = 1, ∆m2
32 = ∆m2

31 =234

2.32 × 10−3 eV2, δCP = 0 and neglecting matter effects, 1.4 oscillated νe CC events are235

expected to be detected in the whole energy range.236

Figure 6 shows the reconstructed energy distribution of the 19 νe candidates, compared237

with the expected reconstructed energy spectra from the νe beam contamination, the os-238

cillated νe from the three-flavour oscillation and the background (a) and (b), normalized239

to the pot analysed for this paper. To increase the signal to background ratio a cut E < 20240

GeV is applied on the reconstructed energy of the event, which provides the best figure of241

merit on the sensitivity to θ13. Within this cut, 4.2 events from νe beam contamination242

and 0.4 events from the backgrounds (a) and (b) are expected, while 4 events are observed.243

The numbers are summarized in table 1. The number of observed events is compatible244

with the non-oscillation hypothesis and an upper limit sin2(2θ13)< 0.44 is derived at the245

90% Confidence Level (C.L.).246

4.3 Non-standard oscillations247

Beyond the three-neutrino paradigm, some possible hints for non-standard effects have248

been reported, in particular by the LSND and MiniBooNE experiments. We have used249

OPERA data to set an upper limit on non-standard νµ → νe oscillations.250

We used the conventional approach of expressing the νµ → νe oscillation probability251

in the one mass scale dominance approximation, given by the following formula with new252

oscillation parameters θnew and ∆m2
new :253

Pνµ→νe = sin2(2θnew) · sin2(1.27∆m2
newL(km)/E(GeV))

Note however that this approach does not allow a direct comparison between experiments254

working in different L/E regimes [21].255

The νµ flux at the detector, normalized to the integrated statistics used in our anal-256

ysis, is weighted by the oscillation probability, by the CC cross-section and by the energy257

dependent detection efficiency, to obtain the number of νe CC events expected from this258

oscillation.259

– 7 –
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Search for non-standard oscillations at large Δm2 values: 
exclusion plot in the sin2(2θnew) - Δm2

new plane  

Upper limit Sensitivity
C.L. F&C Bayes F&C Bayes

Number of oscillated 90% 3.1 4.5 6.1 6.5
νe events 95% 4.3 5.7 7.8 7.9

99% 6.7 8.2 10.7 10.9
sin2(2θnew) at 90% 5.0×10−3 7.2×10−3 9.7×10−3 10.4×10−3

large ∆m2 95% 6.9×10−3 9.1×10−3 12.4×10−3 12.7×10−3

99% 10.6×10−3 13.1×10−3 17.1×10−3 17.4×10−3

Table 2: Upper limits on the number of oscillated νe CC events and the
sin2(2θnew), by F&C and Bayesian method, for C.L. 90%, 95%, 99%. The
sensitivity is computed assuming we observed 9 events, which is a most closest
integer from the expected background 9.4.

)newθ(22sin
-310 -210 -110 1

)2
 (e

V
ne

w
2

m
Δ

-210

-110

1

10

210 LSND 90% C.L.
LSND 99% C.L.
KARMEN 90% C.L.
NOMAD 90% C.L.
BUGEY 90% C.L.
CHOOZ 90% C.L.
MiniBooNE 90% C.L.
MiniBooNE 99% C.L.
ICARUS 90% C.L. (F&C)
OPERA 90% C.L. (Bayesian)

Figure 8: The upper limit set by this analysis using Bayesian method, to-
gether with the other limits from KARMEN(νµ → νe [19]), BUGEY (νe

disappearance [20]), CHOOZ (νe disappearance [21]), NOMAD (νµ → νe
[22]) and ICARUS (νµ → νe [7], using F&C method). Also shown are the
regions corresponding to the positive indications reported by LSND (νµ → νe

[5]) and MiniBooNE (νµ → νe and νµ → νe [6]).

13

15/10/13	
   Giovanni	
  De	
  Lellis,	
  Princeton:	
  US-­‐Italy	
  
Physics	
  Program	
  at	
  LNGS	
  

JHEP 07 (2013) 004, arXiv:1303.3953 

Caveat: experiments with  
different L/E values 
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νµ→ντ analysis 
	
  

•  2008-2009 run analysis 
•  Get confidence on the detector performances 

before applying any kinematical cut 
•  No kinematical cut 
•  Slower analysis speed  (signal/noise not 

optimal) 
•  Good data/MC agreement achieved 
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The	
  first	
  ντ	
  “appearance”	
  candidate	
  (2010)	
  

Candidate	


ντ	
  interac/on	
  

and	
  τ	
  decay	
  from	
  
	
  νµ→ ντ	
  oscilla/on	
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Event reconstruction in the brick 

15/10/13	
  

τ−→ρ− ντ	


      ρ−→π0 π-	


                       π0 → γ γ	
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Kinema2cal	
  variables	
  
VARIABLE AVERAGE 

kink (mrad) 41 ± 2 

decay length (µm) 1335 ± 35 

P daughter (GeV/c) 12 +6
-3 

Pt (MeV/c) 470 +240
-120 

missing Pt (MeV/c) 570 +320
-170

 

ϕ (deg) 173 ± 2 
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Strategy for the 2010÷2012 runs	
  

•  Apply kinematical selection 
•  15 GeV µ momentum cut (upper bound)  
•  Anticipate the analysis of the most probable 

brick for all the events: optimal ratio between 
efficiency and analysis time  

•  Anticipate the analysis of 0µ events (events 
without any µ in the final state)  
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anima2on	
 Second　ντ	
 Candidate	
  Event	
  	


2000 µm	
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Kinematics of the second Candidate Event 

Cut Value 

φ (Tau -  Hadron)  [degree] >90 167.8±1.1 

average kink angle  [mrad] < 500 87.4±1.5 

Total momentum at 2ry vtx [GeV/c] > 3.0  8.4±1.7 

 Min Invariant mass  [GeV/c2] 0.5 < 
< 2.0 0.96±0.13 

 Invariant mass [GeV/c2] 0.5 < 
< 2.0 0.80±0.12 

Transverse Momentum at 1ry vtx  [GeV/c] < 1.0 0.31±0.11 

15/10/13	
   Giovanni	
  De	
  Lellis,	
  Princeton:	
  US-­‐Italy	
  
Physics	
  Program	
  at	
  LNGS	
   28	
  



candidate 
cut 

Satisfying the criteria for 
ντ à τ à3hadron decay 

Kinematics of the second candidate event 
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After 2012 Summer conferences	
  

•  Extension of the analysed sample to events 
with one µ in the final state 
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Third tau neutrino event taken on May 2nd 2012  
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2.8 GeV µ   
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muon�

1ry track�

τ candidate�

376 µm 

e-pair�

plate 38� plate 39� plate 40� plate 41�

plate 42�

τ→µ candidate 
brick analysis and decay search 
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Decay in the plastic base 

1	
  

3	
  

2	
  

4	
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τ→µ candidate 
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Third tau neutrino event 
τ àµ 	
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Event tracks’ features  
TRACK NUMBER PID MEASUREMENT 1 MEASUREMENT 2 

 ΘX  ΘY  P (GeV/c)  ΘX  ΘY P (GeV/c) 

1 
DAUGHTER MUON -0.217 -0.069 3.1 

 [2.6,4.0]MCS -0.223 -0.069 2.8±0.2 
Range (TT+RPC) 

2 HADRON 
Range 0.203 -0.125 0.85  

[0.70,1.10] 0.205 -0.115 0.96 
[0.76,1.22] 

3  PHOTON 0.024 -0.155 2.64 
[1.9,4.3]  0.029 -0.160 3.24 

[2.52,4.55]  

4  
PARENT TAU  -0.040 0.098 -0.035 0.096 
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γ attachment 
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Muon charge and momentum reconstruction 
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Bending by the  
magnetic field 

Muon momentum  
by range in the electronic detector: 2.8±0.2 GeV/c 
MCS in the brick consistent 3.1 [2.6,4.0] GeV/c 

Cells  
ϑ 

(m
ra

d)
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Charge determination of the muon 
 

Charge measurement based on TT and RPC hits 
Parabolic Fit with p2 as quadratic term coefficient in the magnetized region 

Linear fit in the non-magnetized region 

X	
  
B	
  

Target	
  Tracker	
  hits	
  

RPC	
  hits	
  

p2<0 à negative charge 
5.6 σ  significance 
R ~ 85 cm 

The negative muon charge rules out charm background!  
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Track follow down to assess the nature of track 2 
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Momentum/range inconsistent with µ hypothesis 
0.9 GeV/4 cm Lead 

Track 2 interacting in the 
downstream brick without 
visible charged particles 

€ 

D =
L

Rlead (p)
ρlead
ρaverage

n_momRangeHad5
Entries  10422
Mean   0.3659
RMS    0.3231

D
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Entries  10422
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Hadrons
Muons

cut value 

D variable 

track value 

L = track length 
Rlead = µ range 
ρaverage = average density  
ρlead = lead density 
p = momentum in emulsion 

cm 

cm 
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Kinematical variables VARIABLE AVERAGE 

Kink angle (mrad) 245 ± 5 

decay length (µm) 376 ± 10 

Pµ (GeV/c) 2.8±0.2 

Pt (MeV/c) 690±50 

ϕ (degrees) 154.5 ± 1.5 
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 τ→μ MC 
 τ→μ candidate 
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Kinematical variables. All cuts passed: τ àµ  candidate	
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τ→µ MC 
τ→µ candidate 
excluded region 

Kink angle 

Muon momentum 2ry transverse momentum 

Decay position 



Statistical considerations 
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3 events observed in the  τà h and  τà 3h and  τàµ channels 
with a total background of 0.184±0.025 

p-values of each channel combined with an estimator p* = pµpephp3h 
Probability to be explained as a background, p* < pobs = 2.9 x 10-4    

à 3.4 σ significance of non-null observation 
 
  

Background Charm µ scattering had int 
 τà h 0.027±0.005 0.011 0.016 
 τ à 3h 0.12±02 0.11 0.0021 
 τ à µ 0.02±0.01 0.0023 0.009 
 τ à e  0.020±0.004 0.02 
total 0.184±0.025 0.15 0.018 0.019 
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Evidence for νµ à ντ oscillations in appearance mode 



Thank you for your attention 
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Image taken using OPERA emulsion film with pinhole handmade camera by D. Di Ferdinando    
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