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Recent experimental data on semi-inclusive deep-inelastic scattering from the Hermes collabora-
tion allow us to discuss for the first time the flavor dependence of unpolarized transverse-momentum
dependent distribution and fragmentation functions. We find convincing indications that favored
fragmentation functions into pions have smaller average transverse momentum than unfavored func-
tions and fragmentation functions into kaons. We find weaker indications of flavor dependence in
the distribution functions.

PACS numbers: 13.60.-r, 13.87.Fh, 14.20.Dh, 14.65.Bt

I. INTRODUCTION

Transverse-momentum-dependent (TMD) parton distribution functions (PDFs) and fragmentation functions (FFs)
give a multi-dimensional description of partonic structure in momentum space. They are functions of the longitudinal
and transverse momentum of partons, with respect to the reference hadron momentum. As such, they o↵er richer
information compared to standard collinear PDFs and FFs, which depend only on the longitudinal momentum. In
the last decade, TMD PDFs and FFs have gained increasing attention especially because of emerging data from
experiments on semi-inclusive deep-inelastic scattering (DIS) (for reviews see, e.g., [1–3]).

In spite of this progress, we have still little knowledge about the most simple and most common of all TMD PDFs:
the “unpolarized” distribution, fa

1

(x,k2

?

), i.e., the distribution of partons with flavor a summed over their polarization
and averaged over the polarization of the parent hadron. The features of the corresponding collinear standard PDF
f

a
1

(x) strongly depend on the parton flavor a (see, e.g., Refs. [4–9]). It comes natural, therefore, to question whether or
not partons of di↵erent flavors have di↵erent transverse-momentum distributions. Several model calculations predict
di↵erent transverse-momentum behaviors for di↵erent quarks [10–16], although others do not [17–19]. Indications of
flavor dependence in TMD PDFs come also from pioneering studies in lattice QCD [20]. Therefore, we believe there
are compelling motivations to study the flavor dependence of TMD PDFs.

The measurements recently published by the Hermes collaboration [21] are ideal to address this issue, since they
refer to semi-inclusive DIS o↵ di↵erent targets (protons and deuterons), with di↵erent final-state hadrons (charge-
separated pions and kaons), and with multidimensional binning. This is a landmark achievement in the knowledge
of the internal structure of hadrons. Earlier data already gave some indications, but were limited in the variety of
targets, or final-state hadrons, or multidimensional coverage (see, e.g., [22–26]).

TheCompass collaboration has recently released similar data [27]. The amount of statistics is in this case impressive
and the kinematic coverage is in general wider than at Hermes. However, at the moment these data are available
only for deuteron targets and for unidentified final charged hadrons. Therefore, we decided not to use these data,
although they will certainly play an essential role in the near future.

Dealing with semi-inclusive DIS, we need to consider also fragmentation functions and their transverse-momentum
dependence. Also in this case, it is possible that di↵erent quark flavors fragment into di↵erent hadrons with character-
istic transverse-momentum distributions [15, 28]. This is another fundamental question that has never been addressed
at the phenomenological level.

Since our work represents one of the first explorations on this topic, we adopt here a simplified framework, essentially
based on a parton-model picture. We perform a leading-order analysis and neglect any modification that can be
induced by QCD evolution, both in the collinear PDFs and FFs as well as in the TMD ones. This approximation is
justified by the limited range in Q

2 of data: no di�culty arises in describing them with this simplified framework.
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why worrying about the unpolarized cross section ?
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why worrying about the unpolarized cross section ?

3

unpolarized TMDs affect spin asymmetries A 
⇒ they influence the extraction of polarized TMDs
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usual assumption :   flavor independent Gaussian shape
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Fig. 12: hp

2
T

i vs z

2 for two (Q2, x

B j

) intervals. The corresponding average values hQ2i (in units of
(GeV/c)2 and hx

B j

i are indicated in the figure. The dotted green line corresponds to relation (5) with
constant hk2

?i and hp

2
?i from Ref. [17].

Fig. 13: Comparison of the measured hp

2
T

i (full squares) with a simulation using the MC event generator
LEPTO for two bins of Q

2 and x

B j

, for positive (top) and negative hadrons (bottom). Two cases were
simulated in the MC: Interactions without intrinsic transverse parton momenta hk2

?i = 0 (open squares)
and interactions with hk2

?i= 0.25 (GeV/c)2 (open crosses).
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Q2, x and z dependence of <k��> and <p��>

arXiv:1305.7317 [hep-ex]

hp2
T i = z hk2

?i + hp2
?i

arXiv:1305.7317 [hep-ex] Anselmino et al, E.P.J. A31 (07) 

- not well supported by data
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 evidence of flavor dependence from :

unpolarized (collinear) PDFs
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FIG. 3: Uncertainty bands for the u, d, d̄ + ū, d̄ − ū, s and g PDFs for the CJ12mid fit at

Q2 = 100 GeV2, shown on logarithmic (left) and linear (right) scales in x. Note that in the left

panel the gluon is scaled by 1/10.

well constrained by proton DIS data. The χ2 for the W asymmetry data does show a

significant increase as the magnitude of the nuclear corrections increases beyond its middle

value, indicating a preference for mild to medium nuclear corrections.

In this regard it is interesting to compare our results to those of the recent analysis

in Ref. [83], which included nuclear corrections for deuterium targets in DIS using a 4-

parameter, Q2-independent phenomenological function with the parameters varied in the

fit. The resulting correction factor, shown in Fig. 11 of Ref. [83], can be compared to those

in Fig. 2 above. Their fitted form lies between the curves for the CJ12min and CJ12mid

fits, as might be expected since these two fits have nearly identical values for χ2, while the

CJ12max value is higher. As noted above, much of the increase in χ2 for the CJ12max set is

due to the CDF W asymmetry data, which is also included in the fit of Ref. [83]. Although

this comparison is not exact, since our nuclear corrections are Q2 dependent [84] and those

in Ref. [83] are not, it is consistent with our observation that the nuclear model choices

made for the CJ12min and CJ12mid sets are preferred by the data.

The CJ12mid PDFs are shown in Fig. 3 at Q2 = 100 GeV2 with the PDF error bands

calculated as described in Sec. II E, on both logarithmic and linear x scales. The latter more

graphically illustrates the behavior of the PDFs at large values of x, where the uncertainties

from nuclear and finite-Q2 corrections are greatest. The error bands are shown in more

detail in Fig. 4, and compared to the CJ12min and CJ12max sets. It is clear that the

effects of nuclear corrections are strongest on the d PDF, with the others showing little or
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 evidence of flavor dependence from :

lattice   QCD

Musch et al.,  P.R. D83 (11) 094507

20

(a)

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0.0

0.5

1.0

1.5

2.0

2.5

⌃k�⌃ ⇤GeV⌅
f 1
,u�1⇥ ⇧f 1,d�1

⇥

(b)

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
�6

�4

�2

0

2

4

⌃k�⌃ ⇤GeV⌅

g
1
,u�1⇥ ⇧g 1,

d�1⇥

(c)

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
�6

�4

�2

0

2

4

⌃k�⌃ ⇤GeV⌅

h
1
,u�1⇥ ⇧h 1,

d�1⇥

FIG. 15: Flavor-ratios at a pion mass m� � 500MeV. The
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where the first and the second index of ⌅ indicates the
nucleon and quark polarization, respectively.
From the x-moments of amplitudes ⌃Ai obtained on the

lattice, we can construct x-integrated densities ⌅[1]q , and
decompose them in analogy to Eq. (40) as

⌅[1]q (k⇥;⇤, s⇥,⇥,S⇥)
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dx ⌅q̄(x,�k⇥;�⇤, s⇥,⇥,S⇥) . (57)

where the anti-quark density ⌅q̄ is defined as in Eq. (49)
but using the correlator ⇤c

q of Eq. (E1) in the appendix.
Here the appearance of minus signs in front of ⌅q̄ and
⇤ accommodates the sign changes in the Dirac matrix �
after charge conjugation, i.e., �c = � 1

2 (�
+ � ⇤�+�5 �

sji⇧+j�5). We conclude that the x-integrated densities

⌅[1]q are di⌅erences of quark densities ⌅q and anti-quark
densities ⌅q̄ of

• opposite transverse momentum �k⇥,

• opposite light cone helicity �⇤,

• same transverse polarization s⇥.

Strictly speaking, the densities that are integrated over
x from �1 to +1 are thus not densities themselves and
can, at least in principle, become negative.
With the Gaussian x-moments of TMDs from Table

IV as input, we are in a position to draw plots of the
x-integrated transverse momentum dependent densities
of quarks in the nucleon. Two particularly interesting
and statistically well-determined x-integrated densities

are ⌅[1]LT and ⌅[1]TL. They feature significant dipole defor-
mations due to correlations in the transverse spins and
intrinsic transverse momentum, as can be seen from the
terms proportional to g1T and h⇥

1L in Eqns. (54) and (55),
in combination with our non-zero results for the relevant
amplitudes ⌃A7 and ⌃A10, see Eq. (16). For corresponding
density plots and their interpretation, we refer to our pre-
vious publication Ref. [32]. The dipole deformations can
be characterized by average transverse momentum shifts
of the quarks, denoted by ⇧kx⌃TL and ⇧kx⌃LT . These are
defined by ratios of specific moments in x- and k⇥ of the
densities, as we will discuss in the following section.

valence picture 
of proton :
#u / #d = 2

ratio of 
number densities
( moments of f1q )

depends upon |k⊥|
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FIG. 15: Flavor-ratios at a pion mass m� � 500MeV. The
solid curve and the statistical error band in blue have been
obtained from the Gaussian fits displayed in Fig. 12 and
13. The corresponding errors associated with �[�m] are
shown as a gray band at the bottom. For the dashed curve
and the band in orange we have used alternative Gaussian
parametrizations as discussed in section VE. The respective
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where the first and the second index of ⌅ indicates the
nucleon and quark polarization, respectively.
From the x-moments of amplitudes ⌃Ai obtained on the

lattice, we can construct x-integrated densities ⌅[1]q , and
decompose them in analogy to Eq. (40) as

⌅[1]q (k⇥;⇤, s⇥,⇥,S⇥)

⌅
⇧ 1

�1
dx ⌅q(x,k⇥;⇤, s⇥,⇥,S⇥)

=
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0
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�
⇧ 1

0
dx ⌅q̄(x,�k⇥;�⇤, s⇥,⇥,S⇥) . (57)

where the anti-quark density ⌅q̄ is defined as in Eq. (49)
but using the correlator ⇤c

q of Eq. (E1) in the appendix.
Here the appearance of minus signs in front of ⌅q̄ and
⇤ accommodates the sign changes in the Dirac matrix �
after charge conjugation, i.e., �c = � 1

2 (�
+ � ⇤�+�5 �

sji⇧+j�5). We conclude that the x-integrated densities

⌅[1]q are di⌅erences of quark densities ⌅q and anti-quark
densities ⌅q̄ of

• opposite transverse momentum �k⇥,

• opposite light cone helicity �⇤,

• same transverse polarization s⇥.

Strictly speaking, the densities that are integrated over
x from �1 to +1 are thus not densities themselves and
can, at least in principle, become negative.
With the Gaussian x-moments of TMDs from Table

IV as input, we are in a position to draw plots of the
x-integrated transverse momentum dependent densities
of quarks in the nucleon. Two particularly interesting
and statistically well-determined x-integrated densities

are ⌅[1]LT and ⌅[1]TL. They feature significant dipole defor-
mations due to correlations in the transverse spins and
intrinsic transverse momentum, as can be seen from the
terms proportional to g1T and h⇥

1L in Eqns. (54) and (55),
in combination with our non-zero results for the relevant
amplitudes ⌃A7 and ⌃A10, see Eq. (16). For corresponding
density plots and their interpretation, we refer to our pre-
vious publication Ref. [32]. The dipole deformations can
be characterized by average transverse momentum shifts
of the quarks, denoted by ⇧kx⌃TL and ⇧kx⌃LT . These are
defined by ratios of specific moments in x- and k⇥ of the
densities, as we will discuss in the following section.
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FIG. 14. Transverse momentum distributions of flavor–singlet
unpolarized valence and sea quarks at x = 0.1. Panel (a)

shows fu+d−ū−d̄
1 and f ū+d̄

1 as functions of p2T on a logarithmic

scale; panel (b) shows the radial distribution 2πpT f
u+d−ū−d̄
1

and 2πpT f
ū+d̄
1 on a linear scale, such that the area un-

der the curves corresponds to the integral over pT . Dashed
lines: Valence quark distribution fu+d−ū−d̄

1 (see Fig. 6). Solid

lines: Sea quark distribution f ū+d̄
1 (PV regularization). [Self–

consistent soliton profile Eq. (A4) with M = 0.35GeV,MN =
3.26M .]

I. Sea vs. valence quark distribution

Using the numerical approximation of Sec. VH we now
want to compare our results for the sea quark transverse
momentum distribution with those of the valence quarks
calculated in Sec. IV. Figure 14 summarizes the numer-
ical results for the valence distribution fu+d−ū−d̄

1 (x, pT )

and the sea quark distribution f ū+d̄
1 (x, pT ) at a represen-

tative value of x = 0.1. Panel (a) shows the distributions

themselves on a logarithmic scale; panel (b) the radial
distributions on a linear scale, such that the area un-
der the curves corresponds directly to their integral over
pT . Similar results are obtained at other values of x:
the shape of the individual pT distribution changes little
with x (cf. Fig. 4 for the valence distribution); only their
normalization changes in proportion to the total valence
and sea quark density.

The numerical estimates clearly show very different
shapes of the valence and sea quark transverse momen-
tum distributions, especially at large values of pT , as
first observed in the calculation of Ref. [40]. Based on
our theoretical analysis we can now explain this strik-
ing behavior as the effect of dynamical chiral symmetry
breaking in the QCD vacuum on the intrinsic transverse
momentum distribution of the sea quarks. Even with the
strong modification of the would–be 1/p2T tail by the UV
cutoff, the sea quark transverse momentum distribution
in the chiral quark–soliton model is qualitatively differ-
ent from that of the valence quarks. While the precise
numerical values depend on the model implementation
(see e.g. Fig. 11), the fact as such is rooted in the basic
structure of the effective dynamics chiral and should be
model–independent.

When interpreting the results of Figure 14 one should
keep in mind that the accuracy of the approximation
Eq. (5.66) used in our numerical estimate of f ū+d̄

1 (x, pT )
is not sufficient to predict the values at p2T <∼ 2M2

with meaningful relative accuracy (cf. the discussion in
Sec. VH). In this sense the plot of the radial distribu-
tion, in which the low–pT region is suppressed, conveys a
more realistic picture. This uncertainty, however, in no
way influences our conclusions regarding the qualitatively
different behavior of valence and sea quark distributions
at large pT .

The qualitative difference between the pT distribution
of valence and sea quarks is the most important practical
result of our study. Its numerous implications for deep–
inelastic processes are explored in Sec. VIII.

J. Polarized sea quark distribution

To complete our study of the sea quark transverse
momentum distribution we want to investigate also the
flavor–nonsinglet polarized sea quark distribution. The
gradient expansion of this distribution can be carried out
in complete analogy to the flavor–singlet unpolarized case
starting from Eq. (3.38), cf. Secs. VA and VB; we do not
present the intermediate steps here. The result can again
be represented as a convolution integral over the momen-
tum of the classical chiral field, analogous to Eq. (5.16),

gū−d̄
1,grad(x, pT ) =

∫
dy

y

∫
d2kT gcl(y,kT )

× gqq̄(x, y;pT ,kT ). (5.67)

valence

sea
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I. Sea vs. valence quark distribution

Using the numerical approximation of Sec. VH we now
want to compare our results for the sea quark transverse
momentum distribution with those of the valence quarks
calculated in Sec. IV. Figure 14 summarizes the numer-
ical results for the valence distribution fu+d−ū−d̄

1 (x, pT )

and the sea quark distribution f ū+d̄
1 (x, pT ) at a represen-

tative value of x = 0.1. Panel (a) shows the distributions

themselves on a logarithmic scale; panel (b) the radial
distributions on a linear scale, such that the area un-
der the curves corresponds directly to their integral over
pT . Similar results are obtained at other values of x:
the shape of the individual pT distribution changes little
with x (cf. Fig. 4 for the valence distribution); only their
normalization changes in proportion to the total valence
and sea quark density.

The numerical estimates clearly show very different
shapes of the valence and sea quark transverse momen-
tum distributions, especially at large values of pT , as
first observed in the calculation of Ref. [40]. Based on
our theoretical analysis we can now explain this strik-
ing behavior as the effect of dynamical chiral symmetry
breaking in the QCD vacuum on the intrinsic transverse
momentum distribution of the sea quarks. Even with the
strong modification of the would–be 1/p2T tail by the UV
cutoff, the sea quark transverse momentum distribution
in the chiral quark–soliton model is qualitatively differ-
ent from that of the valence quarks. While the precise
numerical values depend on the model implementation
(see e.g. Fig. 11), the fact as such is rooted in the basic
structure of the effective dynamics chiral and should be
model–independent.

When interpreting the results of Figure 14 one should
keep in mind that the accuracy of the approximation
Eq. (5.66) used in our numerical estimate of f ū+d̄

1 (x, pT )
is not sufficient to predict the values at p2T <∼ 2M2

with meaningful relative accuracy (cf. the discussion in
Sec. VH). In this sense the plot of the radial distribu-
tion, in which the low–pT region is suppressed, conveys a
more realistic picture. This uncertainty, however, in no
way influences our conclusions regarding the qualitatively
different behavior of valence and sea quark distributions
at large pT .

The qualitative difference between the pT distribution
of valence and sea quarks is the most important practical
result of our study. Its numerous implications for deep–
inelastic processes are explored in Sec. VIII.

J. Polarized sea quark distribution

To complete our study of the sea quark transverse
momentum distribution we want to investigate also the
flavor–nonsinglet polarized sea quark distribution. The
gradient expansion of this distribution can be carried out
in complete analogy to the flavor–singlet unpolarized case
starting from Eq. (3.38), cf. Secs. VA and VB; we do not
present the intermediate steps here. The result can again
be represented as a convolution integral over the momen-
tum of the classical chiral field, analogous to Eq. (5.16),
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1,grad(x, pT ) =
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FIG. 13. TMD fragmentation functions for a u quark to K

+

and K

�. The upper figure illustrates the favored case, which
peaks at relatively large z, while the unfavored case, shown
in the lower figure, peaks at much smaller z.

cantly more di�cult when we include the transverse mo-
mentum dependence, because now the number of bins be-
comes quadratic in the size of the discrete bin size (taken
to be 1/500 both for z and transverse momentum, in the
corresponding units). Furthermore, the extent of the bins
in the transverse momentum direction was extended to
6 GeV2, in order to avoid any notable numerical artifacts
arising from the limited range of transverse momentum.
To overcome the numerical challenge, our software plat-
form was developed to allow for parallel generation of the
Monte Carlo quark decay cascades, with di↵erent seeds
for their random number generators. The results were
later combined to produce the high statistics solutions.
The computations were facilitated on the small computer
cluster at the Special Research Centre for the Subatomic
Structure of Matter (CSSM) that consists of 11 machines
with Intel Core i7 920 quad core CPUs running on the
Linux Fedora Core 11 operating system and GCC 4.4.
A typical calculation of fragmentation for a given quark
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FIG. 14. The averaged transverse momentum of ⇡ and K

mesons emitted by a u quark.

type takes about 12 hours with 44 parallel processors.
Results for the TMD favored and unfavored fragmen-

tation functions for a u quark to ⇡ and K mesons are
illustrated in Figs. 12 and 13. In each case, the favored
TMD fragmentation functions have more support at large
z, while the unfavored results are peaked at smaller z. It
is also evident that the kaon fragmentation functions fall
o↵ more slowly in P

2
? than the corresponding pion frag-

mentation functions. The drop in each of the fragmenta-
tion functions for z . 0.02 is a consequence of choosing
N

Links

= 6, which means that in the Monte Carlo simu-
lation there is a vanishingly small probability of emitting
hadrons with z < 0.02.
The Gaussian ansatz is widely used to describe the tra-

verse momentum dependence of both quark distribution
and fragmentation functions. In particular, the TMD
fragmentation function of a quark q emitting a hadron h

is often modeled by

D

h

q

(z, P 2
?) = D

h

q

(z)
e

�P

2
?/hP 2

?i

⇡hP 2
?i

, (23)

where D

h

q

(z) is the corresponding integrated fragmenta-
tion function and hP 2

?i is the average transverse momen-
tum of the produced hadron h, defined by

hP 2
?i(z) ⌘

R
d

2P? P

2
? D

h

q

(z, P 2
?)R

d

2P? D

h

q

(z, P 2
?)

. (24)

In analyses that assume a Gaussian ansatz for the TMD
fragmentation functions, it is usual to assume that hP 2

?i
does not depend on z, the type of hadron, h, or the quark
flavor, q. These assumptions will be tested against the
NJL-jet TMD fragmentation functions.
The results in Fig. 14 depict the average transverse

momenta of ⇡ and K mesons produced by a u-quark.
These plots show that the average transverse momenta
of the hadrons are relatively flat versus z in the region
0.3 < z < 0.6, however they have a significant depen-
dence on the type of the hadron. We find that the av-
erage transverse momentum of the kaons is significantly
larger than that of the pions.
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cantly more di�cult when we include the transverse mo-
mentum dependence, because now the number of bins be-
comes quadratic in the size of the discrete bin size (taken
to be 1/500 both for z and transverse momentum, in the
corresponding units). Furthermore, the extent of the bins
in the transverse momentum direction was extended to
6 GeV2, in order to avoid any notable numerical artifacts
arising from the limited range of transverse momentum.
To overcome the numerical challenge, our software plat-
form was developed to allow for parallel generation of the
Monte Carlo quark decay cascades, with di↵erent seeds
for their random number generators. The results were
later combined to produce the high statistics solutions.
The computations were facilitated on the small computer
cluster at the Special Research Centre for the Subatomic
Structure of Matter (CSSM) that consists of 11 machines
with Intel Core i7 920 quad core CPUs running on the
Linux Fedora Core 11 operating system and GCC 4.4.
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type takes about 12 hours with 44 parallel processors.
Results for the TMD favored and unfavored fragmen-

tation functions for a u quark to ⇡ and K mesons are
illustrated in Figs. 12 and 13. In each case, the favored
TMD fragmentation functions have more support at large
z, while the unfavored results are peaked at smaller z. It
is also evident that the kaon fragmentation functions fall
o↵ more slowly in P

2
? than the corresponding pion frag-

mentation functions. The drop in each of the fragmenta-
tion functions for z . 0.02 is a consequence of choosing
N

Links

= 6, which means that in the Monte Carlo simu-
lation there is a vanishingly small probability of emitting
hadrons with z < 0.02.
The Gaussian ansatz is widely used to describe the tra-

verse momentum dependence of both quark distribution
and fragmentation functions. In particular, the TMD
fragmentation function of a quark q emitting a hadron h

is often modeled by

D

h

q

(z, P 2
?) = D

h

q

(z)
e

�P

2
?/hP 2

?i

⇡hP 2
?i

, (23)

where D

h

q

(z) is the corresponding integrated fragmenta-
tion function and hP 2

?i is the average transverse momen-
tum of the produced hadron h, defined by
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In analyses that assume a Gaussian ansatz for the TMD
fragmentation functions, it is usual to assume that hP 2

?i
does not depend on z, the type of hadron, h, or the quark
flavor, q. These assumptions will be tested against the
NJL-jet TMD fragmentation functions.
The results in Fig. 14 depict the average transverse

momenta of ⇡ and K mesons produced by a u-quark.
These plots show that the average transverse momenta
of the hadrons are relatively flat versus z in the region
0.3 < z < 0.6, however they have a significant depen-
dence on the type of the hadron. We find that the av-
erage transverse momentum of the kaons is significantly
larger than that of the pions.

<PhT
2>  larger for  unfavored / K  fragmentation

             than  for     favored  π     fragmentation
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our work : 

  
can we find evidence of 

flavor dependence in k⊥  shape of TMDs 
from experimental data on SIDIS ?
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our analysis :   flavor dependent Gaussian shape
                       for transverse momenta
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FIG. 20: (Color online) The ratio aluminum over deuteron for
π+ and π− as a function of Q2 at z = 0.55 and x = 0.40. Solid
(open) symbols are data after (before) events from diffrac-
tive ρ production are subtracted. The solid curves represent
a constant value of 0.62, as expected from the gluon radia-
tion calculation at z = 0.55. The dashed lines represent con-
stant fits to the data, with value for π+ (π−) of 0.556±0.011
(0.520±0.011).
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FIG. 21: (Color online) The P 2
t dependence of differential

cross sections per nucleon for π± production on hydrogen (H)
and deuterium (D) targets at 〈z〉=0.55 and 〈x〉=0.32. The
solid lines are exponential fits. The error bars are statistical
only.

The probability of producing a pion with a transverse
momentum Pt relative to the virtual photon (!q) direc-
tion is described by a convolution of the quark distribu-
tion functions and pt-dependent fragmentation functions
D+(z, pt) and D−(z, pt), where pt is the transverse mo-
mentum of the pion relative to the quark direction, with
the condition Pt = zkt + pt assumed.
Following Ref. [57], we assume that the widths of the

quark and fragmentation functions are Gaussian and that
the convolution of these distributions combines quadrat-
ically. The main difference from Ref. [57] is that we al-
low separate widths for up and down quarks, and sep-
arate widths for favored and unfavored fragmentation
functions. The widths of the up and down distributions
are denoted by µu and µd, respectively, and the favored
(unfavored) fragmentation widths are given by µ+ (µ−).
Following Cahn [58] and more recent studies [57], we as-
sume that only the fraction z of the quark transverse mo-
mentum contributes to the pion transverse momentum.
We assume further that sea quarks are negligible (typical
global fits show less than 10% contributions at x = 0.3).
To make the problem tractable, in the φ-dependence we
take only the leading-order terms in (Pt/Q), which was
shown to be a reasonable approximation up to moderate
Pt in Ref. [57]. This simple model then gives:

σπ+

p (Pt) = C[4c1(Pt)e−b+uP 2
t + ( du )(

D−

D+ )c2(Pt)e−b−d P 2
t ]

σπ−

p (Pt) = C[4(D
−

D+ )c3(Pt)e−b−u P 2
t + ( du )c4(Pt)e−b+d P 2

t ]

σπ+

n (Pt) = C[4( du )c4(Pt)e−b+d P 2
t + (D

−

D+ )c3(Pt)e−b−u P 2
t ]

σπ−

n (Pt) = C[4( du )(
D−

D+ )c2(Pt)e−b−d P 2
t + c1(Pt)e−b+uP 2

t ],

(23)

where C is an arbitrary normalization factor, and the
inverse of the total widths for each combination of quark
flavor and fragmentation function are given by

b±u = (z2µ2
u + µ2

±)
−1

b±d = (z2µ2
d + µ2

±)
−1 (24)

and we assume σd = (σp + σn)/2. The φ-dependence is
taken into account through the terms:

c1(Pt) = 1 + c0(Pt, 〈cos(φ)〉)µ2
ub

+
u

c2(Pt) = 1 + c0(Pt, 〈cos(φ)〉)µ2
db

−
d

c3(Pt) = 1 + c0(Pt, 〈cos(φ)〉)µ2
ub

−
u

c4(Pt) = 1 + c0(Pt, 〈cos(φ)〉)µ2
db

+
d

c0(Pt, 〈cos(φ)〉) = 4z(2−y)
√
1−y√

Q2[1+(1−y)2]

√

P 2
t 〈cos(φ)〉.

(25)

We fit the Pt-dependence of the four cross sections of
Eq. 23 for the four widths (µu, µd, µ+, and µ−), C, and
the ratios D−/D+ and d/u, where the fragmentation ra-
tio is understood to represent the data-averaged value at
z = 0.55, and the quark distribution ratio is understood
to represent the average value at x = 0.3. The fit de-
scribes the data reasonably well (χ2 = 68 for 73 degrees
of freedom), and finds the ratio d/u = 0.39±0.03, in good
agreement with the LO GRV98 fit [32] for valence quarks
(about 0.40). The fit also gives a reasonable value for the
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ratioD−/D+ = 0.43±0.01 (a fit to HERMES results [91],
D−/D+ = 1/(1 + z)2, predicts 0.42 at z = 0.55). Both
d/u and D−/D+ are largely uncorrelated with the other
fit parameters and their values are largely determined by
the magnitude of the cross sections. To estimate the ef-
fect of experimental systematic uncertainties on our fit
results, we repeated the fits with: no diffractive ρ sub-
traction; 30% smaller exclusive radiative tail subtraction;
relative target thickness changed by 1%; and difference
in π+ and π− absorptions changed by 1%. The last three
changes had a negligible effect compared to statistical er-
rors. The first change mainly affected µ2

−, shifting it to
a more positive value by almost the size of the statisti-
cal error, as shown in Fig. 22. We found no significant
change to the fit parameters upon adding to µ2

u and µ2
d an

average nucleon transverse momentum squared of 0.001
(GeV/c)2 (evaluated using the Paris wave function [112])
for the deuteron model.
Since the data are at fixed z, the main terms that

distinguish large fragmentation widths from large quark
widths are the φ-dependent ci terms. While there is a
significant inverse correlation between the two most im-
portant quark and fragmentation widths, (µu and µ+,
respectively), the fit indicates a preference for µu to be
smaller than µ+ as shown in Fig. 22a. The fit also indi-
cates a preference for µd to be smaller than µ− as shown
in Fig. 22b. So in both cases, fragmentation widths ap-
pear to somewhat dominate over quark widths, within
our simple model.
The fit parameters indicate a non-zero kt width

squared for u quarks (µ2
u = 0.07 ± 0.03 (GeV/c)2), but

a d-quark width squared that is consistent with zero
(µ2

d = −0.01± 0.05 (GeV/c)2), as illustrated in Fig. 22c.
We do note that intrinsic transverse momentum width for
u and d quarks presented here are far different from the
earlier published [94]. The previous analysis results used
a limited and not required cut in the reconstructed vertex
coordinate reducing statistics, and also has improper cor-
rections for contributions of pions from both the decay of
diffractive ρ production and the exclusive radiative tail.
Still, the difference in the two results calls for a future
careful measurement over a large of kinematics (Q2, Pt

and cos(φ)).
The results are consistent with a di-quark model [113]

in which the d quarks are only found in an axial di-quark,
while the u quarks are predominantly found in a scalar
di-quark. We plotted the results with equal axial and
scalar di-quarks masses (Ma and Ms) of 0.6 GeV; picking
Ma < Ms results in µ2

d < µ2
u, and visa verse, with the

average remaining near 0.06 (GeV/c)2.
Using the fit parameters, we find the magnitude of

the cos(φ) term A at Pt = 0.4 GeV/c to be about
−0.15± 0.05 for all four cases. These results are similar
in sign and magnitude to those found in the HERMES
experiment [114].
We find that the fragmentation widths µ+ and µ− are

correlated, as illustrated in Fig. 22d, although the al-
lowed range is not large, and the central values (µ2

+ =
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FIG. 22: (Color online) Fit parameters (crosses) and one-
standard-deviation contours (continuous ellipses) from the
seven-parameter fit to the data shown in Fig. 21: a) u quark
width squared µ2

u versus favored fragmentation width squared
µ2
+; b) µ2

d versus µ2
−; c) µ2

u versus µ2
d; d) µ2

− vs µ2
+. The

dashed and dotted contours are for the case of no diffractive
ρ subtraction and a 30% reduction in the size of the exclusive
radiative tail subtraction, respectively. The large dot near
the middle of panel c is from a di-quark model [113]. The
dashed straight lines in panels c and d indicate µ2

u = µ2
d and

µ2
− = µ2

+, respectively.

0.18 ± 0.02 (GeV/c)2 and µ2
− = 0.14 ± 0.02 (GeV/c)2)

are in reasonable agreement with each other and with the
flavor-averaged value of 0.20 (GeV/c)2 found in Ref. [57].
While there is a slight tendency for the favored width to
be larger than the unfavored one, a reasonable fit can be
obtained setting the widths equal to each other (χ2 = 71
for 74 d.f., µ2

+ = µ2
− = 0.17±0.03 (GeV/c)2). Taking into

account the systematic uncertainties, the favored and un-
favored widths are consistent with each other.

G. The Pt dependence of the ratios

π+/π− ratios versus P 2
t : The ratios of charged pions

for proton, deuteron and aluminum targets as a function
of P 2

t at z = 0.55 and x = 0.32 are shown in Fig. 23.
Solid (open) symbols are our data after (before) events
from ρ decay are subtracted. The solid lines represent
the expectations from the simple quark-parton model.
The average values of the pion ratios for deuteron and

aluminum are smaller than that for the proton, but they
are nearly flat with P 2

t for all three targets.
D/H ratios versus P 2

t : The deuteron over proton ra-
tios for π+ (top panel) and π− (bottom) as a function of

conclusions

f1q

up wider 
than down

D1
q→h

favored wider 
than unfavored

but not a multidimensional analysis : - no binning in x & z
- no sea contribution
- no K in final state 
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FIG. 20: (Color online) The ratio aluminum over deuteron for
π+ and π− as a function of Q2 at z = 0.55 and x = 0.40. Solid
(open) symbols are data after (before) events from diffrac-
tive ρ production are subtracted. The solid curves represent
a constant value of 0.62, as expected from the gluon radia-
tion calculation at z = 0.55. The dashed lines represent con-
stant fits to the data, with value for π+ (π−) of 0.556±0.011
(0.520±0.011).
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FIG. 21: (Color online) The P 2
t dependence of differential

cross sections per nucleon for π± production on hydrogen (H)
and deuterium (D) targets at 〈z〉=0.55 and 〈x〉=0.32. The
solid lines are exponential fits. The error bars are statistical
only.

The probability of producing a pion with a transverse
momentum Pt relative to the virtual photon (!q) direc-
tion is described by a convolution of the quark distribu-
tion functions and pt-dependent fragmentation functions
D+(z, pt) and D−(z, pt), where pt is the transverse mo-
mentum of the pion relative to the quark direction, with
the condition Pt = zkt + pt assumed.
Following Ref. [57], we assume that the widths of the

quark and fragmentation functions are Gaussian and that
the convolution of these distributions combines quadrat-
ically. The main difference from Ref. [57] is that we al-
low separate widths for up and down quarks, and sep-
arate widths for favored and unfavored fragmentation
functions. The widths of the up and down distributions
are denoted by µu and µd, respectively, and the favored
(unfavored) fragmentation widths are given by µ+ (µ−).
Following Cahn [58] and more recent studies [57], we as-
sume that only the fraction z of the quark transverse mo-
mentum contributes to the pion transverse momentum.
We assume further that sea quarks are negligible (typical
global fits show less than 10% contributions at x = 0.3).
To make the problem tractable, in the φ-dependence we
take only the leading-order terms in (Pt/Q), which was
shown to be a reasonable approximation up to moderate
Pt in Ref. [57]. This simple model then gives:

σπ+

p (Pt) = C[4c1(Pt)e−b+uP 2
t + ( du )(

D−

D+ )c2(Pt)e−b−d P 2
t ]

σπ−

p (Pt) = C[4(D
−

D+ )c3(Pt)e−b−u P 2
t + ( du )c4(Pt)e−b+d P 2

t ]

σπ+

n (Pt) = C[4( du )c4(Pt)e−b+d P 2
t + (D

−

D+ )c3(Pt)e−b−u P 2
t ]

σπ−

n (Pt) = C[4( du )(
D−

D+ )c2(Pt)e−b−d P 2
t + c1(Pt)e−b+uP 2

t ],

(23)

where C is an arbitrary normalization factor, and the
inverse of the total widths for each combination of quark
flavor and fragmentation function are given by

b±u = (z2µ2
u + µ2

±)
−1

b±d = (z2µ2
d + µ2

±)
−1 (24)

and we assume σd = (σp + σn)/2. The φ-dependence is
taken into account through the terms:

c1(Pt) = 1 + c0(Pt, 〈cos(φ)〉)µ2
ub

+
u

c2(Pt) = 1 + c0(Pt, 〈cos(φ)〉)µ2
db

−
d

c3(Pt) = 1 + c0(Pt, 〈cos(φ)〉)µ2
ub

−
u

c4(Pt) = 1 + c0(Pt, 〈cos(φ)〉)µ2
db

+
d

c0(Pt, 〈cos(φ)〉) = 4z(2−y)
√
1−y√

Q2[1+(1−y)2]

√

P 2
t 〈cos(φ)〉.

(25)

We fit the Pt-dependence of the four cross sections of
Eq. 23 for the four widths (µu, µd, µ+, and µ−), C, and
the ratios D−/D+ and d/u, where the fragmentation ra-
tio is understood to represent the data-averaged value at
z = 0.55, and the quark distribution ratio is understood
to represent the average value at x = 0.3. The fit de-
scribes the data reasonably well (χ2 = 68 for 73 degrees
of freedom), and finds the ratio d/u = 0.39±0.03, in good
agreement with the LO GRV98 fit [32] for valence quarks
(about 0.40). The fit also gives a reasonable value for the
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ratioD−/D+ = 0.43±0.01 (a fit to HERMES results [91],
D−/D+ = 1/(1 + z)2, predicts 0.42 at z = 0.55). Both
d/u and D−/D+ are largely uncorrelated with the other
fit parameters and their values are largely determined by
the magnitude of the cross sections. To estimate the ef-
fect of experimental systematic uncertainties on our fit
results, we repeated the fits with: no diffractive ρ sub-
traction; 30% smaller exclusive radiative tail subtraction;
relative target thickness changed by 1%; and difference
in π+ and π− absorptions changed by 1%. The last three
changes had a negligible effect compared to statistical er-
rors. The first change mainly affected µ2

−, shifting it to
a more positive value by almost the size of the statisti-
cal error, as shown in Fig. 22. We found no significant
change to the fit parameters upon adding to µ2

u and µ2
d an

average nucleon transverse momentum squared of 0.001
(GeV/c)2 (evaluated using the Paris wave function [112])
for the deuteron model.
Since the data are at fixed z, the main terms that

distinguish large fragmentation widths from large quark
widths are the φ-dependent ci terms. While there is a
significant inverse correlation between the two most im-
portant quark and fragmentation widths, (µu and µ+,
respectively), the fit indicates a preference for µu to be
smaller than µ+ as shown in Fig. 22a. The fit also indi-
cates a preference for µd to be smaller than µ− as shown
in Fig. 22b. So in both cases, fragmentation widths ap-
pear to somewhat dominate over quark widths, within
our simple model.
The fit parameters indicate a non-zero kt width

squared for u quarks (µ2
u = 0.07 ± 0.03 (GeV/c)2), but

a d-quark width squared that is consistent with zero
(µ2

d = −0.01± 0.05 (GeV/c)2), as illustrated in Fig. 22c.
We do note that intrinsic transverse momentum width for
u and d quarks presented here are far different from the
earlier published [94]. The previous analysis results used
a limited and not required cut in the reconstructed vertex
coordinate reducing statistics, and also has improper cor-
rections for contributions of pions from both the decay of
diffractive ρ production and the exclusive radiative tail.
Still, the difference in the two results calls for a future
careful measurement over a large of kinematics (Q2, Pt

and cos(φ)).
The results are consistent with a di-quark model [113]

in which the d quarks are only found in an axial di-quark,
while the u quarks are predominantly found in a scalar
di-quark. We plotted the results with equal axial and
scalar di-quarks masses (Ma and Ms) of 0.6 GeV; picking
Ma < Ms results in µ2

d < µ2
u, and visa verse, with the

average remaining near 0.06 (GeV/c)2.
Using the fit parameters, we find the magnitude of

the cos(φ) term A at Pt = 0.4 GeV/c to be about
−0.15± 0.05 for all four cases. These results are similar
in sign and magnitude to those found in the HERMES
experiment [114].
We find that the fragmentation widths µ+ and µ− are

correlated, as illustrated in Fig. 22d, although the al-
lowed range is not large, and the central values (µ2
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FIG. 22: (Color online) Fit parameters (crosses) and one-
standard-deviation contours (continuous ellipses) from the
seven-parameter fit to the data shown in Fig. 21: a) u quark
width squared µ2

u versus favored fragmentation width squared
µ2
+; b) µ2

d versus µ2
−; c) µ2

u versus µ2
d; d) µ2

− vs µ2
+. The

dashed and dotted contours are for the case of no diffractive
ρ subtraction and a 30% reduction in the size of the exclusive
radiative tail subtraction, respectively. The large dot near
the middle of panel c is from a di-quark model [113]. The
dashed straight lines in panels c and d indicate µ2

u = µ2
d and

µ2
− = µ2

+, respectively.

0.18 ± 0.02 (GeV/c)2 and µ2
− = 0.14 ± 0.02 (GeV/c)2)

are in reasonable agreement with each other and with the
flavor-averaged value of 0.20 (GeV/c)2 found in Ref. [57].
While there is a slight tendency for the favored width to
be larger than the unfavored one, a reasonable fit can be
obtained setting the widths equal to each other (χ2 = 71
for 74 d.f., µ2

+ = µ2
− = 0.17±0.03 (GeV/c)2). Taking into

account the systematic uncertainties, the favored and un-
favored widths are consistent with each other.

G. The Pt dependence of the ratios

π+/π− ratios versus P 2
t : The ratios of charged pions

for proton, deuteron and aluminum targets as a function
of P 2

t at z = 0.55 and x = 0.32 are shown in Fig. 23.
Solid (open) symbols are our data after (before) events
from ρ decay are subtracted. The solid lines represent
the expectations from the simple quark-parton model.
The average values of the pion ratios for deuteron and

aluminum are smaller than that for the proton, but they
are nearly flat with P 2

t for all three targets.
D/H ratios versus P 2

t : The deuteron over proton ra-
tios for π+ (top panel) and π− (bottom) as a function of

conclusions

f1q

up wider 
than down

D1
q→h

favored wider 
than unfavored

but not a multidimensional analysis : - no binning in x & z
- no sea contribution
- no K in final state 

new data coming from JLab
(see Osipenko’s talk)
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further analysis: transverse momentum dependence 
of the unpolarized SIDIS cross section ... 
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FIG. 8 (color online). Multiplicities of pions (left panels) and kaons (right panels) for the proton and the deuteron as a function of
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Fig. 4.
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074029-11

PRD87 (2013) 074029

(multi-dimensional analysis sensitive to <k⊥
2> and evolution, 

work in progress, TO-CA group)

large statistics & kin. coverage, but
- target: deuteron
- final state: h+, h− unidentified
                  (at the time of this work)
now also π+,π−,K+,K−  (see Makke’s talk)

- target: proton, deuteron
- final state: π+, π−, K+, K−

just published!
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 recent   data   on   multiplicities

hermes

Airapetian et al., P.R. D87 (13) 074029

Adolph et al., E.P.J. C73 (13) 2531, arXiv:1305.7317

further analysis: transverse momentum dependence 
of the unpolarized SIDIS cross section ... 
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FIG. 8 (color online). Multiplicities of pions (left panels) and kaons (right panels) for the proton and the deuteron as a function of
Ph?, xB, and Q2 in four z bins. Positive charge is on the left and negative charge is on the right of each panel. Uncertainties are as in
Fig. 4.

MULTIPLICITIES OF CHARGED PIONS AND KAONS . . . PHYSICAL REVIEW D 87, 074029 (2013)

074029-11

PRD87 (2013) 074029

(multi-dimensional analysis sensitive to <k⊥
2> and evolution, 

work in progress, TO-CA group)

large statistics & kin. coverage, but
- target: deuteron
- final state: h+, h− unidentified
                  (at the time of this work)
now also π+,π−,K+,K−  (see Makke’s talk)

- target: proton, deuteron
- final state: π+, π−, K+, K−

ideal for flavor analysis

just published!
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2 ≪ Q2 :  cut first bin Q2 = 1.4 GeV2 (↔ lowest x)

- cut last bin  z = 0.9  as in DSS  (and  use  VM subtracted set)
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 our  fitting  procedure
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 our  fitting  procedure

for each point, a central 68% confidence interval is identified
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 our  fitting  procedure

for each point, a central 68% confidence interval is identified
(distribution is not necessarily Gaussian)
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× 2 targets 
× 4 final h’s
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× 7 z-bins



•

 quality  of  the  fit

proton target     global  χ2 / d.o.f.  = 1.63 ± 0.12
                      no flavor dep.             1.72 ± 0.11
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FIG. 3. Data points: Hermes multiplicities m

h
p(x, z, P 2

hT ; Q2) for pions and kaons o↵ a proton target as functions of P 2
hT for

one selected x and Q

2 bin and few selected z bins. Shaded bands: 68% confidence intervals obtained from fitting 200 replicas of
the original data points in the scenario of the default fit. The bands include also the uncertainty on the collinear fragmentation
functions. The lowest P 2

hT bin has not been included in the fit.
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FIG. 4. Same content and notation as in the previous figure, but for a deuteron target.

proton target     global  χ2 / d.o.f.  = 1.63 ± 0.12
                      no flavor dep.             1.72 ± 0.11
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2.64 ± 0.21
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for more details, see   arXiv:1309.3507 [hep-ph]
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 Results  −  Scenario :   no flavor dep.
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strong anticorrelation between 
distribution and fragmentation
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anticorrelation  and  68%  band
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 Results  −  Scenario : TMD PDF  full analysis

sea width  
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uv width

replica 149  
χ2/dof = 1.87
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dv width  < (mostly)  uv width

replica 130  
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point of 
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1. fitting SIDIS multiplicities from HERMES, 
    first experimental exploration of flavor dependence
               in TMD PDF and TMD FF

2.  clear & stable indication in TMD FF that 
     “q→π favored” width   <   “unfavored”  &  “q→K favored”

3.  tendency in TMD PDF to  dv width < uv width < sea width

4.  no K in final state :  sea width < dv ~ uv width
     ⇒ importance of strange

5.  flavor-independent fit performs worse but not ruled out
     strong anticorrelation: many intrinsic {k⊥,P⊥} give same PhT
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Figure 2.14: Kinematic coverage in x and Q2 for the EIC compared to the coverage of the
planned JLab12 experiment. The kinematics of the existing experimental measurements are also
shown for comparison.

pected impact of data from the EIC us-
ing the parameterization from Ref. [69] as
an arbitrarily chosen model of the Sivers
function. This parameterization, denoted
theor
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;a0) with the M
parameters a0 = {a0
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, ..., a0
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} fitted to exist-
ing data, serves to generate a set of pseudo-
data in each kinematic bin i. In each x
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,
z
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and P i
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bin, the obtained values, value
i

,
for the Sivers function are distributed using
a Gaussian smearing with a width �
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corre-
sponding to the simulated event rate at the
center-of-mass energy of

p
s = 45 GeV ob-

tained with an integrated luminosity of 10
fb�1. To illustrate the achievable statistical
precision, the event rate for the production
of ⇡± in semi-inclusive DIS was used, see, for
example, Fig. 2.15.

This new set of pseudo-data was then
analysed like the real data in Ref. [69].
Fig. 2.16 shows the result for the extraction
of the Sivers function for the valence and sea
up quarks. Similar results are obtained for
the down quarks as well. The central value
of f?u

1T

, represented by the red line, follows

by construction the underlying model. The
2-sigma uncertainty of this extraction, valid
for the specifically chosen functional form, is
indicated by the purple band. This precision,
obtainable with an integrated luminosity of
10 fb�1, is compared with the uncertainty
of the extraction from existing data, repre-
sented by the light grey band. It should be
emphasized that our current knowledge is re-
stricted to only a qualitative picture of the
Sivers function and the above analysis did
not take into account the model dependence
and the associated theoretical uncertainties.
With the anticipated large amount of data
(see Fig. 2.15 for a modest integrated lumi-
nosity 10 fb�1), we can clearly see that the
EIC will be a powerful facility enabling ac-
cess to TMDs with unprecedented precision,
and particularly in the currently unexplored
sea quark region. This precision is not only
crucial for the fundamental QCD test of the
sign change between the Sivers asymmetries
in the DIS and Drell-Yan processes, but also
important to investigate the QCD dynamics
in the hard processes in SIDIS, such as the

38

Ê Ê
Ê
Ê
Ê
Ê

10-4 10-3 10-2 10-1 100
x

100

101

102

103

Q
2
@Ge

V2
D

• enlarge (x,Q2) range

near
future



•

 Future

hermes

EIC
 √

s 
= 1

40
 G

eV
, 0

.0
1 
≤ 

y 
≤ 

0.
95

EIC
 √

s 
= 4

5 
G

eV
, 0

.0
1 
≤ 

y 
≤ 

0.
95

Current data for Sivers asymmetry:
COMPASS h

±
: PhT < 1.6 GeV,  z > 0.1

HERMES π0,±
, K

±
: PhT < 1 GeV, 0.2 < z < 0.7

JLab Hall-A π±
: PhT < 0.45 GeV,  0.4 < z < 0.6

Planned:

JLab 12

1

10

10
2

10
3

10
-4

10
-3

10
-2

10
-1

1

x

Q
2
 (

G
e

V
2
)

Figure 2.14: Kinematic coverage in x and Q2 for the EIC compared to the coverage of the
planned JLab12 experiment. The kinematics of the existing experimental measurements are also
shown for comparison.

pected impact of data from the EIC us-
ing the parameterization from Ref. [69] as
an arbitrarily chosen model of the Sivers
function. This parameterization, denoted
theor

i

= F (x
i

, z
i

, P i

hT

, Q2

i

;a0) with the M
parameters a0 = {a0

1

, ..., a0
M

} fitted to exist-
ing data, serves to generate a set of pseudo-
data in each kinematic bin i. In each x

i

, Q2

i

,
z
i

and P i

hT

bin, the obtained values, value
i

,
for the Sivers function are distributed using
a Gaussian smearing with a width �

i

corre-
sponding to the simulated event rate at the
center-of-mass energy of

p
s = 45 GeV ob-

tained with an integrated luminosity of 10
fb�1. To illustrate the achievable statistical
precision, the event rate for the production
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tained with an integrated luminosity of 10
fb�1. To illustrate the achievable statistical
precision, the event rate for the production
of ⇡± in semi-inclusive DIS was used, see, for
example, Fig. 2.15.

This new set of pseudo-data was then
analysed like the real data in Ref. [69].
Fig. 2.16 shows the result for the extraction
of the Sivers function for the valence and sea
up quarks. Similar results are obtained for
the down quarks as well. The central value
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, represented by the red line, follows

by construction the underlying model. The
2-sigma uncertainty of this extraction, valid
for the specifically chosen functional form, is
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stricted to only a qualitative picture of the
Sivers function and the above analysis did
not take into account the model dependence
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With the anticipated large amount of data
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