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Introduction
➡If the energy of the particle collisions is high enough, we can discover NP detecting the 
production of “real” new particles.

➡If the precision of the measurements is high enough, we can discover NP due to the 
effect of “virtual” new particles in loops.

➡The effect of heavy (M>q2) new particles does not decouple in weak and Yukawa 
interactions.

➡Therefore, precision measurements of FCNC can reveal NP that may be well 
above the TeV scale, or can provide key information on the couplings and phases of 
these new particles if they are visible at the TeV scale.
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Figure 1.6: Dominant Feynman diagrams for B0

s! µ+µ� in the 2HDM with large tan� value.
Modified from Ref. [101].

• and two CP-even neutral states, that mix together with angle ↵, conventionally named h0
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• Three would-be Goldstone bosons, usually noted G± and G0, are absorbed by the W±

and Z0 bosons.

The ratio of the vacuum expectation values, tan� = v1
v2

, is a key parameter of the model.
Instead of the one free parameter in the minimal Higgs, the Higgs mass, one has six free param-
eters: four Higgs masses, tan�, and the Higgs mixing angle ↵. There are two di↵erent models,
depending on the Higgs–quarks interaction. In model 2HDM-I, quarks and leptons do not couple
to the first Higgs doublet �

1

, but only to the second doublet �
2

, analogously to the SM minimal
Higgs model. In model 2HDM-II, �

1

couples only to the down-type quarks and charged leptons
and �

2

couples only to the up-type quarks and neutrinos.
Measurements of B(B! Xs�) provide the main constraints on MH± . Results from Belle [96]

and BaBar [97], compiled by HFAG [98]15 lead to the lower limit MH± > 295 GeV at 95 %
C.L. [100].

The computation of the C
10

, C
S

, and C
P

Wilson coe�cients in the framework of the 2HDM-II
was done in Refs [81, 101]. C

10

is found unchanged with respect to its SM value. However, in
the large tan � limit, C

P

and C
S

receive sizable contributions from box and penguins diagrams
involving H± and W± and from self-energy diagrams with neutral exchange, as shown in Fig. 1.6.
The 2HDM-II specific Wilson coe�cients read

C
S

= C
P

=
mµ

2M2

W

tan2 �
ln r

r � 1
, with r =

M2

H±

m2

t

. (1.34)

15The most recent HFAG publication [99] gives a very similar value for B(B! Xs�), leaving the constraints on
MH± unchanged.
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Figure 1.5: Dominant Feynman diagrams for B0

s! µ+µ� in the SM.

decays13, and only three operators remain:
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The self-energy, Z0-penguins and W -box diagrams shown in Fig. 1.5 form the dominant contri-
butions to these decays, and contribute only to the C

10

Wilson coe�cient [82, 83]. There exist
contributions from Higgs penguin to C

S

[84] and from would-be neutral pseudo-scalar Goldstone
boson to C

P

[85]. However, because the Higgs-muon Yukawa coupling is so small (/ m`
MW

), those
two Higgs penguin contributions to the decay amplitude can be safely neglected in the SM. This
is not necessarily true in extensions of the SM where C

S

and C
P

can become very important as

13O1–O6 are four-quark operators, and as such do not contribute. O7 and O8 are tensor operators, which vanish
when taken between the B0

(s) and vacuum state:

h0| b �µ⌫ s |B0
s i = 0.

O9 does not contributes because it vanishes when contracted with the B0
(s) momentum:

pµ(`�µ`) = (pµ
` + pµ

`
)(`�µ`) = m`(``) � m` (``) = 0.

Finally, right-handed operators, in particular O0
S and O0

P, do not contribute either, because their contribution,
proportional to ms, is negligible compared to the left-handed operator contributions proportional to mb.
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Overview

Comparison with the SM prediction
hints for New Physics 

Highly suppressed in SM
B0(s)→µµ
B0(s)→4µ
D0→µµ
KS→µµ
...

b→s FCNC process
B0→K0*µµ
B+→K+*µµ
B+→π+µµ
...

LFV
τ→µµµ
...

BR/searches

 ACP

 AFB

 BR

BR/searches
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Bs→µµ theory
FCNC process → very small branching fraction in SM: 

Buras et al., arXiv:
1208.0934

De Bruyn et al., PRL 109, 
041801 (2012)
uses LHCb-CONF-2012-002

To compare with experiment need a time integrated branching fraction, taking into 
account the finite width of the B0s system:

t=0

t=0

B(B0
s ! µ+µ�)hti =

1

1� ys
· B(B0

s ! µ+µ�)t=0 = (3.54± 0.30) · 10�9

CMSSM
Particularly sensitive to FCNC scalar currents and 
FCNC Z penguins.

NP enhancements of BR(Bs→µ+µ−) are 
constrained to be smaller or at the same level 
than the SM prediction. There still remains, 
however, room for a contribution from physics 
beyond the Standard Model.
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LHCb
Performed on full 2011 [@ 7 TeV] data (reanalyzed, with improved bkg evaluation), and 1.1 fb–1 of 
2012 [@ 8 TeV] sample (~50% of available statistics): 8 TeV data signal region kept blind until 
analysis completion.
Assuming SM rates, after selection we expect in 7 TeV + 

8 TeV data (1.0 + 1.1 fb-1) ∼11+13 B0s→µ+µ− and 
∼1.3+1.5 B0→µ+µ− in sig. region (m(B0(s))±60 MeV/c2)

- Signal/Background separation by invariant di-µ mass 
and a MVA classifier (BDT) including kinematic and 
topological information

BDT training on MC signal and bkg samples
BDT calibration for signal with exclusive B0(s)→h+h′− 
channels (h=π, K) and for background with IM sidebands

- Normalization with B±→J/ψK± and B0→K+π−

- Results provided in terms of:
‣ Limit and significance with CLs method
‣ Unbinned maximum likelihood fit for BR

R. Aaij et al. (LHCb Collaboration)
Phys. Rev. Lett. 110, 021801 (2013)
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Open the box

Bs window

B0 window

The main background source in the B0(s) →µ+µ−  signal  window, m(B0(s))±60 
MeV/c2, is combinatorial from bb → µ+µ−X, dominant a BDT<0.5 

Three dominant sources of excl. 
background which can bias the 
combinatoral background 
interpolation, B0 → π−µ+νµ and
B+(0) → π+(0)µ+µ−,  or give a 
significant contribution in the 
signal mass window
B0(s)→h+h’− (4.1+1.7–0.8 events 
in BS win. and 0.76+0.26-0.18 
events in B0 win.)  

R. Aaij et al. (LHCb Collaboration)
Phys. Rev. Lett. 110, 021801 (2013)
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a candidate

pTµ- = 4.2 GeV/c     

pTµ+ = 2.3 GeV/c     

τ = 2.84 ps

pT(B)= 4.1 GeV/c
mµµ = 5353.4 MeV/c2

BDT = 0.826 
pT = 4077.4 MeV/c
t = 2.84 ps 

R. Aaij et al. (LHCb Collaboration)
Phys. Rev. Lett. 110, 021801 (2013)
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sensitivity
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where the lower and upper limits are evaluated at CLs+b = 0.975 and  CLs+b = 0.025, respectively

7 TeV (1 fb-1)+8 TeV (1.1 fb-1)

Use CLs method to evaluate compatibility with background only (CLb) and signal + background 
hypotheses (CLs+b);  the 95% CL upper limit  is defined at CLs = CLs+b/CLb=0.05

B0→ µ+µ–:
obs. BR limit < 9.4 x 10-10 at 95% CL
exp. BR limit < 7.1 x 10-10 at 95% CL

Compatibility with bkg only hypothesis: 
p-value = 1-CLb = 0.11 

B0s→ µ+µ–:
bkg only p-value:  5.3x10-4    

(3.5 σ excess)

R. Aaij et al. (LHCb Collaboration)
Phys. Rev. Lett. 110, 021801 (2013)

8

double-sided limit: 

1.1× 10−9  < B(B0s→µ+µ-) < 6.4×10−9 at 95% CL



Branching Fraction fit
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➡  Unbinned maximum likelihood fit to the mass spectra 
➡  Free parameters: 

– BR(B0s→µ+µ–), BR(B0→µ+µ–) and combinatorial background 
– The signal yield in each BDT bin is constrained from  B0(s)→h+h′− calibration 
–  The yields and pdf’s for all of the relevant exclusive backgrounds are constrained 

to their expectations

SM expectation 
(3.54±0.30)×10-9  

BR(B0s→µ+µ−) = (3.2+1.5−1.2)×10-9  

fully dominated by stat error
(3.2+1.4−1.2 (stat) +0.5−0.3 (syst))×10-9  
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CMS CMS: 2011 data 5 fb-1 [JHEP 04(2012), 033]

‣CMS divide into 2 η regions  corresponding to 2 different 
background conditions:

- barrel: both tracks |η|<1.4 
- endcap: at least 1 track with |η|>1.4

‣ Mass resolution: 36 (86) MeV in barrel (endcap) 

‣Cut-based analysis, optimized before the unblinding
‣B±→J/ψK± used as normalization sample 
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Figure 1. Comparison of simulated B0

s ! µ+µ� decays and background dimuon distributions
as measured in the mass sidebands. Top row: the transverse momentum for the leading muon,
sub-leading muon, and B-candidate; middle row: the 3D pointing angle, flight length significance,
and B-candidate’s vertex �2/dof; bottom row: the isolation variables I, N close

trk

, and d0
ca

. The MC
histograms are normalized to the number of events in the data.
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). The data background events

are defined as B candidates with a dimuon mass in the sidebands covering the range

4.9 < m
µµ

< 5.9GeV, excluding the (blinded) signal windows from 5.20 < m
µµ

< 5.45GeV.

Events shown in figure 1 must pass a tight selection that is close to the final one: muon
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Figure 1. Comparison of simulated B0

s ! µ+µ� decays and background dimuon distributions
as measured in the mass sidebands. Top row: the transverse momentum for the leading muon,
sub-leading muon, and B-candidate; middle row: the 3D pointing angle, flight length significance,
and B-candidate’s vertex �2/dof; bottom row: the isolation variables I, N close
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Figure 5. B+ ! J/ K+ invariant-mass distributions in the barrel (left) and endcap (right)
channels. The solid (dashed) lines show the fits to the data (background).

The expected numbers of rare semileptonic decays and peaking background events,

N exp

peak

, are also shown in table 2. They are evaluated from a MC simulation, which is

normalized to the measured B+ yields, and from muon misidentification rates measured

in D⇤+ ! D0⇡+, D0 ! K�⇡+, and ⇤! p⇡� samples [17]. The average misidentification

probabilities in the kinematic range of this analysis are (0.10±0.02)% for pions and kaons,

and (0.05 ± 0.01)% for protons, where the uncertainties are statistical. The systematic

uncertainty on the background includes the uncertainties on the production ratio (for B0

s

and ⇤
b

decays), the branching fraction, and the misidentification probability.

Also shown in table 2 are the expected numbers of combinatorial background events

N exp

comb

. They are evaluated by interpolating into the signal window the number of events

observed in the sideband regions, after subtracting the expected rare semileptonic back-

ground. The interpolation procedure assumes a flat background shape and has a systematic

uncertainty of 4%, which is evaluated by varying the flight-length significance selections

and by using a linear background shape with a variable slope.

Figure 6 shows the measured dimuon invariant-mass distributions. In the sidebands

the observed number of events is equal to six (seven) for the barrel (endcap) channel. Six

events are observed in the B0

s

! µ+µ� signal windows (two in the barrel and four in the

endcap), while two events are observed in the B0 ! µ+µ� barrel channel and none in

the endcap channel. As indicated by the numbers shown in table 2, this observation is

consistent with the SM expectation for signal plus background.

Upper limits on the B0

s

! µ+µ� and B0 ! µ+µ� branching fractions are determined

using the CL
s

method [21, 22]. Table 2 lists all the values needed for the extraction of the

results for both the barrel and endcap channels. The combined upper limits for the barrel

and endcap channels are B(B0

s

! µ+µ�) < 7.7⇥ 10�9 (6.4⇥ 10�9) and B(B0 ! µ+µ�) <

– 14 –
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Figure 1. Comparison of simulated B0

s ! µ+µ� decays and background dimuon distributions
as measured in the mass sidebands. Top row: the transverse momentum for the leading muon,
sub-leading muon, and B-candidate; middle row: the 3D pointing angle, flight length significance,
and B-candidate’s vertex �2/dof; bottom row: the isolation variables I, N close
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. The MC
histograms are normalized to the number of events in the data.
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CMS results CMS: 2011 data 5 fb-1 [JHEP 04(2012), 033]
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Figure 6. Dimuon invariant-mass distributions in the barrel (left) and endcap (right) channels.
The signal windows for B0

s and B0 are indicated by horizontal lines.

Variable B0 ! µ+µ� Barrel B0

s ! µ+µ� Barrel B0 ! µ+µ� Endcap B0

s ! µ+µ�Endcap

"
tot

0.0029± 0.0002 0.0029± 0.0002 0.0016± 0.0002 0.0016± 0.0002

N exp

signal

0.24± 0.02 2.70± 0.41 0.10± 0.01 1.23± 0.18

N exp

peak

0.33± 0.07 0.18± 0.06 0.15± 0.03 0.08± 0.02

N exp

comb

0.40± 0.34 0.59± 0.50 0.76± 0.35 1.14± 0.53

N exp

total

0.97± 0.35 3.47± 0.65 1.01± 0.35 2.45± 0.56

N
obs

2 2 0 4

Table 2. The event selection e�ciency for signal events "
tot

, the SM-predicted number of signal
events N exp

signal

, the expected number of peaking background events N exp

peak

and combinatorial back-
ground events N exp

comb

, and the number of observed events N
obs

in the barrel and endcap channels for
B0

s ! µ+µ� and B0 ! µ+µ�. The quoted errors include both, the statistical and the systematic
uncertainties.

1.8⇥10�9 (1.4⇥10�9) at 95% (90%) CL. The median expected upper limits at 95% CL are

8.4⇥10�9 (1.6⇥10�9) for B0

s

! µ+µ�(B0 ! µ+µ�), where the number of expected signal

events is based on the SM value. Including cross-feed between the B0 and B0

s

decays, the

background-only p value is 0.11 (0.24) for B0

s

! µ+µ�(B0 ! µ+µ�), corresponding to 1.2

(0.7) standard deviations. The p value for the background plus SM signal hypotheses is

0.71 (0.86) for B0

s

! µ+µ�(B0 ! µ+µ�).

7 Summary

An analysis searching for the rare decays B0

s

! µ+µ� and B0 ! µ+µ� has been per-

formed in pp collisions at
p
s = 7TeV. A data sample corresponding to an integrated

luminosity of 5 fb�1 has been used. This result supersedes our previous measurement [9].

– 15 –

decay Expected (95% CL) Observed (95% CL) Bkg-only p-value
B0→ µ+µ– 16x10-10 18x10-10 11% (1.2σ)
B0s→ µ+µ– 8.4x10-9 7.7x10-9 24% (0.7σ)

2 cand. 4 cand.0 cand.2 cand.
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5. Inputs to the limit extraction

The evaluation of the SES requires as input the combined
branching fraction for the reference channel B± → J/ψ K ± →
µ+µ−K ± , which is (6.01 ± 0.21) × 10−5 [20]. The relative pro-
duction rate of B0

s relative to B± f s/ fu is 0.267 ± 0.021 [22], as-
suming fu = fd (following Ref. [21]) and no kinematic dependence
of f s/ fu . The ratio of acceptance-times-efficiency is discussed in
Section 4 and presented in Table 5. The branching fractions un-
certainties, those on fu/ f s , together with those mentioned in the
last paragraph of Section 4.1, were treated coherently in the three
categories of mass resolution.

In each mass-resolution category the B0
s → µ+µ− signal yield

Nµ+µ− was obtained from the number of events observed in the
search window, the number of background events in the side-
bands, and the small amount of resonant background discussed in
Section 3.1. The expected ratio of the background events in the
sidebands to those in the search window is described by the pa-
rameter Rbkg

i , which depends on the width of the invariant-mass
interval and on the fraction of events from the sidebands used
for the interpolation. The former varies according to the mass-
resolution category, and the latter is equal to 50%, corresponding
to the even-numbered events in the data collection. Uncertainties
in the mass dependence of the continuum background produced a
±4% systematic error in the value of Rbkg

i , evaluated by studying

the variation of Rbkg
i for different BDT output cuts and background

interpolation models. The systematic variation accounts also for
additional background components in the low mass sidebands (e.g.
partially reconstructed B decays). This uncertainty was treated co-
herently in the three mass-resolution categories.

The values of the SES are given in Table 7 which also shows the
values of the parameters Rbkg

i , the background counts in the side-
bands,2 the resonant background, and finally the observed number
of events in the search region, as found after unblinding. Fig. 7
shows the invariant-mass distribution of the selected candidates
in data, for the three mass categories, together with the signal
projections as obtained from MC assuming BR(B0

s → µ+µ−) =
3.5 × 10−8 (i.e. approximately 10 times the SM expectation).

6. Branching fraction limits

The upper limit on the B0
s → µ+µ− branching fraction was ob-

tained by means of an implementation [32] of the CLs method [33].
The extraction was based on the likelihood:

L = Gauss(εobs|ε,σε) × Gauss
(

Rbkg
obs

∣∣Rbkg,σRbkg
)

×
Nbin∏

i=1

Poisson
(
Nobs

i

∣∣εεi BR +Nbkg
i + N B→hh

i

)

× Poisson
(
Nbkg

obs,i

∣∣Rbkg Rbkg
i Nbkg

i

)

× Gauss(εobs,i|εi,σεi ).

For each mass-resolution category, the likelihood contains Poisson
distributions for the event counts in the search and sideband re-
gions and a Gaussian distribution for the relative efficiency εi . Two
additional Gaussians describe the coherent systematic uncertain-
ties in Rbkg and in the SES. The mean of the Poisson distribution
in the search region is equal to the sum of the B0

s branching frac-

2 For comparison, the number of odd-numbered events observed in the side-
bands, which is expected to be biased due to the use of the same sample in
selection optimization and BDT training, was found to be equal to one event in
each of the three mass-resolution categories.

Fig. 7. Invariant-mass distribution of candidates in data. For each mass-resolution
category (top to bottom) each plot shows the invariant-mass distribution for the
selected candidates in data (dots), the signal (continuous line) as predicted by MC
assuming BR(B0

s → µ+µ−) = 3.5× 10−8, and two dashed vertical lines correspond-
ing to the optimized $m cut. The grey areas correspond to the sidebands used in
the analysis.

tion (scaled by the normalization and relative efficiency parame-
ters), the continuum background and the resonant background. The
mean of the Poisson distribution in the sidebands is equal to the
background scaled by Rbkg. The parameters σε (σεi ), σRbkg (σ

Rbkg
i

)

account for the correlated (uncorrelated) uncertainties in the SES
and the background scaling factor. In this analysis the uncertainties
on Rbkg

i are negligible, with Rbkg = 1.00 ± 0.04. All input parame-
ters are summarized in Table 7.

The expected limits were obtained by setting the counts in
the search region equal to the interpolated background plus the

ATLAS: 2011 data 2.4 fb-1 [PLB713(2012)387]

‣Atlas divide the sample in 3 pseudo-rapidity (η) regions with 
different mass σ (mass windows ranging from 116-171 MeV/c2)
‣Multivariate classifier (BDT) is used for bkg/signal discrimination.
‣The results normalized to B±→J/ψK± (between 1100 and 4300 
candidates) in order to reduce systematic uncertainties 
‣CLs method to evaluate the UL
Atlas:
Expected: BR(B0s→ µ+µ–) < 23 x 10-9 at 95% CL

Observed: BR(B0s→ µ+µ–) < 22 x 10-9 at 95% CLATLAS Collaboration / Physics Letters B 713 (2012) 387–407 393

Fig. 5. Distributions of the response of the BDT classifier. Top: B0
s → µ+µ− MC

sample (squares) and data sidebands (circles); bottom: B± → J/ψ K ± events from
tuned MC samples (triangles) and sideband-subtracted data (stars).

Table 5
Values of the acceptance-times-efficiency ratio R Aε between reference and search
channel, shown separately for the different categories in mass resolution.

|η|max range Ri
Aε $ % stat. $ % syst.

0–1.0 0.274 3.1 3.1
1.0–1.5 0.202 4.8 5.5
1.5–2.5 0.143 5.3 5.9

Table 4, the selection required the BDT output to exceed 0.23–0.27,
depending on the mass-resolution category. The systematic uncer-
tainties induce a fractional change in the number of events passing
the BDT cut varying between 10% and 20% depending on the cat-
egory. This change is highly correlated between the two channels:
the corresponding variation on the efficiency ratio is 0.6%, which
was taken as a systematic uncertainty and is smaller than the
±2.3% error due to the finite MC statistics.

The value of R Aε and its systematic uncertainties (shown in
Table 5) were derived separately in the three mass-resolution cat-
egories. The MC-based efficiency was compared with that from
B± → J/ψ K ± data, computing the efficiency of the BDT cut rel-
ative to the preselection. The results are of similar precision and
fully consistent: 0.258 ± 0.013(stat) for the data and 0.234 ±
0.014(stat) ± 0.011(syst) for MC.

Additional smaller contributions to the uncertainty on R Aε are
due to the data–MC discrepancy in vertex reconstruction efficiency
(±2%) [24], the uncertainty on the absolute K ± reconstruction ef-
ficiency as derived from simulation of the B± → J/ψ K ± reference

Fig. 6. J/ψ K ± mass distribution for all the B± candidates from even-numbered
events passing all the selection cuts, merged for illustration purposes. Curves in the
plot correspond to the various fit components: two Gaussians with a common mean
for the main peak, a single Gaussian with higher mean for the B± → J/ψπ± decay,
a falling exponential for the continuum background and an exponential function
multiplying a complementary error function for the partially reconstructed decays.

Table 6
Event yield for even-numbered candidates in the reference channel.

|η|max range 0–1.0 1.0–1.5 1.5–2.5

B± → J/ψ K ± → µ+µ− K ± 4300 1410 1130
statistical uncertainty ±1.6% ±2.8% ±3.0%
systematic uncertainty ±2.9% ±7.4% ±14.1%

channel (±5%) and asymmetry differences in detector response to
K + and K − mesons (±1%).

4.2. B± → J/ψ K ± event yield

The reference channel yield N J/ψ K ± was determined from a
binned likelihood fit to the invariant-mass distribution of the
µ+µ−K ± system, performed in the mass range 4930–5630 MeV.
To avoid any bias induced by the DD re-weighting of the MC sam-
ples discussed in Section 3.3, only even-numbered events were
used in the extraction of the B± → J/ψ K ± event yield. The B±

signal was modelled with two Gaussian distributions of equal
mean value. The background was modelled with the sum of: (a) an
exponential function for the continuum combinatorial background;
(b) an exponential function multiplied by a complementary er-
ror function describing the low-mass (m < 5200 MeV) contribu-
tion for partially reconstructed decays (such as B → J/ψ K ∗ , B →
J/ψ K (1270) and B → χc K ); and (c) a Gaussian function for the
background from B± → J/ψπ± . Fig. 6 shows the invariant-mass
distribution and the result of the fit for the selected data sample.

All parameters describing the signal and background were de-
termined from the fit, with the exception of the mass and the
width of the last component (c), which were obtained from sim-
ulation. The fit was performed for each of the three categories of
mass resolution.

Systematic uncertainties affecting the extracted reference yield
were estimated by varying the fit model: use of different bin sizes
(10 or 25 MeV and unbinned), different models for signal and
continuum background, inclusion of event-wise di-muon mass res-
olution. The resulting B± yields are given with their statistical and
systematic uncertainties in Table 6.

Data sidebands
B0s→µ+µ–

ATLAS Collaboration / Physics Letters B 713 (2012) 387–407 395

Table 7
Single event sensitivity and event counts in the three mass-resolution categories. The second and third lines report how the SES = (εεi)

−1 was split between a coefficient
common to all bins, and the per-bin component. The table does not include the additional common uncertainties corresponding the sources mentioned in the last paragraph
of Section 4.1 (±5.5% in Ri

Aε ) and to the parameterization of the mass dependence of the continuum background (±4% in Rbkg
i ).

|η|max range 0–1.0 1.0–1.5 1.5–2.5

SES = (εεi)
−1 [10−8] 0.71 1.6 1.4

ε = ( f s/ fu)/BR(B± → J/ψ K ± → µ+µ− K ±) [103] 4.45 ± 0.38

εi = N B±→ J/ψ K ±
i /Ri

Aε [104] 3.14 ± 0.17 1.40 ± 0.15 1.58 ± 0.26

bkg. scaling factor Rbkg
i 1.29 1.14 0.88

sideband count Nbkg
obs,i (even numbered events) 5 0 2

expected resonant bkg. N B→hh
i 0.10 0.06 0.08

search region count Nobs
i 2 1 0

Fig. 8. Observed CLs (circles) as a function of BR(B0
s → µ+µ−). The 95% CL limit

is indicated by the horizontal (red) line. The dark (green) and light (yellow) bands
correspond to ±1σ and ±2σ fluctuations on the expectation (dashed line), based
on the number of observed events in the signal and sideband regions.

small resonant background, before the unblinding of the signal re-
gion. A median expected limit of 2.3+1.0

−0.5 × 10−8 at 95% CL was
obtained, where the range encloses 68% of the background-only
pseudo-experiments.

For comparison the mass-resolution categories were merged
and the selection optimization was performed on the merged sam-
ple. In this case eight events were found in the sidebands, resulting
in a branching fraction limit of 2.9+1.3

−0.8 × 10−8 at 95% CL. This test
confirms the expectation of a more sensitive analysis when sepa-
rate mass-resolution categories are used.

The background counts found in odd-numbered events were
used to assess the magnitude of the bias that would be caused by
using the same sample for selection optimization and the estima-
tion of Nbkg. The expected limit obtained using the same sample
for optimization and signal extraction is 1.7 × 10−8, about 30%
smaller than the limit presented in this Letter, for which indepen-
dent samples were used for optimization and for signal extraction.
The observed bias is consistent with simulation-based assessments
of this effect.

Fig. 8 shows the behaviour of the observed CLs for differ-
ent tested values of the B0

s → µ+µ− branching fraction, com-
puted with 300 000 toy MC simulations per point. The observed
limit is < 2.2(1.9) × 10−8 at 95% (90%) CL. The p-values for the
background-only hypothesis and for background plus SM predic-
tion [1,2] are 44% and 35%, respectively.

Despite the difference between the total numbers of observed
and interpolated background events (equal to 3 and 6.5, respec-
tively), the interplay of the event counts observed in the three

mass-resolution categories produced an observed CLs limit close
to the expected value.

7. Conclusions

A limit on the branching fraction BR(B0
s → µ+µ−) is set using

2.4 fb−1 of integrated luminosity collected in 2011 by the ATLAS
detector. The process B± → J/ψ K ± , with J/ψ → µ+µ− , is used
as a reference channel for the normalization of integrated lumi-
nosity, acceptance and efficiency. The final selection is based on a
multivariate analysis performed on three categories of events de-
termined according to their mass resolution, yielding a limit of
BR(B0

s → µ+µ−) < 2.2(1.9) × 10−8 at 95% (90%) CL.
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decays. We assume that the probability of two K mesons
being misidentified as muons is the product of the proba-
bilities for each individual K meson. The muon identifi-
cation efficiency is measured in the data from J/ψ → µµ
decays. The efficiency ratio ε(KK → µµ)/ε(µµ → µµ)
is determined to be (3.0 ± 1.1)× 10−5. We estimate the
background from B0

s → KK decays to be 0.28 ± 0.11
events. We also find a consistent estimate of this back-
ground using a B0

s → KK MC sample. Other possible
peaking backgrounds such as B0

d → Kπ and B0
s → Kπ

are negligible due to the combination of smaller branch-
ing fractions and a π → µ misidentification probability
that is more than a factor of 10 smaller than the K → µ
misidentification probability in the D0 detector.

We set an upper limit on the B0
s → µ+µ− branching

fraction using the CLs, or modified frequentist method
[26]. A Poisson likelihood function is used to calculate
the number of signal events which would occur with a
probability of 0.05 (for a 95% CL upper confidence limit)
when Nobs data events are observed in the signal region
with a known expected number of background events.

The limit calculation includes a convolution over prob-
ability distributions representing the uncertainties in the
background and the signal. The uncertainty in the
B0

s → KK peaking background is assumed to be Gaus-
sian. The dimuon background in the signal region is es-
timated by the fit shown in Fig. 10(b). The normalized
likelihood function from this fit is used as the probability
distribution function for the dimuon background in the
convolution. The expected number of signal events, as-
suming the SM branching fraction, is 1.23 ± 0.13 events,
with the uncertainty assumed to be Gaussian. The total
expected background is 4.3 ± 1.6 events. Weighting each
possible outcome by its Poisson probability yields an ex-
pected 95% C.L. upper limit on the branching fraction
B(B0

s → µ+µ−) of 23× 10−9.

Upon unblinding, a total of nine events is found in
the control region above and below the signal region, as
shown in Fig. 11. Six events are found in the control re-
gion below the signal window, and three events are found
in the control region above the signal window. This num-
ber of events and their distribution within the control re-
gions is in agreement with the expected number of back-
ground events interpolated from the data sidebands. As
seen in Fig. 11, three events are found in the dimuon mass
signal window, in agreement with the expected back-
ground and also with the expected signal + background.
We check that the properties of all events found in the
blinded region, such as the pT of the dimuon system, the
pT of the individual muons, the dimuon pointing angle,
and the various isolation quantities, are consistent with
expectations. We also check that, as the BDT cuts are re-
laxed, the number of events observed in the signal region
remains in good agreement with expectations, as shown
in Fig. 12.

The observed number of events and the SES allow us to
set a 95% C.L. upper limit B(B0

s → µ+µ−) < 15× 10−9.
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FIG. 11: (color online) Dimuon mass distribution in the
blinded region for the full dataset after BDT selections are
applied. The curve shows the fit from Fig. 10(b) used to de-
termine the expected number of background events. The SM
expectation for signal events multiplied by five is also indi-
cated. The vertical lines mark the edge of the signal window.
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FIG. 12: (color online) Expected number of events and ob-
served number of events in the signal region as the two BDT
cuts are relaxed in parallel. The expected number of events
includes the dimuon background, the B0

s → KK background,
and the expected number of signal events. The upper hori-
zontal axis shows the cut applied to BDT1, while the lower
horizontal axis shows the cut applied to BDT2.

IX. SUMMARY

In summary, we have searched for the rare decay
B0

s → µ+µ− in the full D0 dataset. We employ two
Boosted Decision Tree multivariate discriminators, one
trained to discriminate against sequential decays b(b̄) →
cµ−(c̄µ+)X followed by c(c̄) → µ+(µ−)X and the other

5

(a) (b) (c)

FIG. 2: (color online) Schematic diagrams showing (a) the signal decay, B0
s → µ+µ−, and main backgrounds: (b) sequential

decay, b → cµ− followed by c → µ+, and (c) double semileptonic decay, b → µ− and b̄ → µ+.

IV. MONTE CARLO SIMULATION

Detailed Monte Carlo (MC) simulations for both the
B0

s → µ+µ− signal and the B± → J/ψK± normalization
channels are obtained using the pythia [20] event gen-
erator, interfaced with the evtgen [21] decay package.
The MC includes primary production of bb̄ quarks that
are approximately back-to-back in azimuthal angle, and
also includes gluon splitting g → bb̄ where the gluon may
have radiated from any quark in the event. The latter
leads to a relatively collimated bb̄ system that produces
the dominant background when both b and b̄ quarks de-
cay semileptonically to muons.

The detector response is simulated using geant [22]
and overlaid with events from randomly collected pp̄
bunch crossings to simulate multiple pp̄ interactions. A
correction to the MC width of the dimuon mass distri-
bution is determined from J/ψ → µ+µ− decays in data,
and this correction is then scaled to the B0

s mass re-
gion. The B0

s → µ+µ− mass distribution in the MC is
well described by a double Gaussian function with the
two means constrained to be equal, but with the widths
(σ1 and σ2) and relative fractions determined by a fit to
the corrected mass distribution. The average width is
σav = fσ1+(1− f)σ2=125 MeV, where f is the fraction
of the area associated with σ1.

We measure the trigger efficiencies in the data using
events with no requirements other than a pp̄ bunch cross-
ing (zero-bias events) or events requiring only an inelastic
pp̄ interaction (minimum-bias events). The MC gener-
ation does not include trigger efficiencies, but the MC
events are reweighted to reproduce the trigger efficiency
as a function of the muon transverse momentum (pT ). In
addition, the MC events are corrected to describe the pT
distribution of B mesons above the trigger threshold, as
determined fromB± → J/ψK± decays. Since the trigger
conditions changed throughout the course of Run II, the
pT corrections are determined separately for five different
data epochs, with each epoch typically separated by an
accelerator shut-down of a few months’ duration. Fig-

ure 3 compares data and MC for several pT distributions
in the normalization channel, after these corrections. The
background components in the B± distributions are re-
moved by a side-band subtraction technique, that is, by
subtracting the corresponding distributions from events
above and below the B± mass region. As can be seen in
Fig. 3, the pT distributions in the MC simulation and nor-
malization channel data are generally in excellent agree-
ment. Figure 3 shows a single data epoch, but all data
epochs show similar agreement.
In addition to the signal MC, we also study the B0

s →
KK background using a sample of MC events that con-
tains about six times the expected number of such events
in our data sample.

V. EVENT SELECTION

The B0
s candidate events selected for further study are

chosen as follows. We select two high-quality, oppositely-
charged muons based on information from both the cen-
tral tracker and the muon detectors. The primary vertex
(PV) of each pp̄ interaction is defined using all available
well-reconstructed tracks and constrained by the mean
beam-spot position in the transverse plane. If a bunch
crossing has more than one pp̄ interaction vertex, we en-
sure that both muons are consistent with originating from
the same PV. Tracks reconstructed in the central tracker
are required to have at least two hits in both the SMT
and CFT detectors. These tracks are extrapolated to the
muon system, where they are required to match hits ob-
served in the muon detectors. Each muon is required to
have transverse momentum pT > 1.5 GeV and to have
pseudorapidity |η| < 2. Both muons are required to have
hits in the muon detectors in front of the toroids, and
at least one of the muons must also have hits in at least
one of the muon layers beyond the toroids. To reduce
combinatorial backgrounds, the two muons must form a
three-dimensional vertex with χ2/dof < 14. The dimuon
vertex is required to be well separated from the PV by
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FIG. 2: (color online) Schematic diagrams showing (a) the signal decay, B0
s → µ+µ−, and main backgrounds: (b) sequential

decay, b → cµ− followed by c → µ+, and (c) double semileptonic decay, b → µ− and b̄ → µ+.

IV. MONTE CARLO SIMULATION

Detailed Monte Carlo (MC) simulations for both the
B0

s → µ+µ− signal and the B± → J/ψK± normalization
channels are obtained using the pythia [20] event gen-
erator, interfaced with the evtgen [21] decay package.
The MC includes primary production of bb̄ quarks that
are approximately back-to-back in azimuthal angle, and
also includes gluon splitting g → bb̄ where the gluon may
have radiated from any quark in the event. The latter
leads to a relatively collimated bb̄ system that produces
the dominant background when both b and b̄ quarks de-
cay semileptonically to muons.

The detector response is simulated using geant [22]
and overlaid with events from randomly collected pp̄
bunch crossings to simulate multiple pp̄ interactions. A
correction to the MC width of the dimuon mass distri-
bution is determined from J/ψ → µ+µ− decays in data,
and this correction is then scaled to the B0

s mass re-
gion. The B0

s → µ+µ− mass distribution in the MC is
well described by a double Gaussian function with the
two means constrained to be equal, but with the widths
(σ1 and σ2) and relative fractions determined by a fit to
the corrected mass distribution. The average width is
σav = fσ1+(1− f)σ2=125 MeV, where f is the fraction
of the area associated with σ1.

We measure the trigger efficiencies in the data using
events with no requirements other than a pp̄ bunch cross-
ing (zero-bias events) or events requiring only an inelastic
pp̄ interaction (minimum-bias events). The MC gener-
ation does not include trigger efficiencies, but the MC
events are reweighted to reproduce the trigger efficiency
as a function of the muon transverse momentum (pT ). In
addition, the MC events are corrected to describe the pT
distribution of B mesons above the trigger threshold, as
determined fromB± → J/ψK± decays. Since the trigger
conditions changed throughout the course of Run II, the
pT corrections are determined separately for five different
data epochs, with each epoch typically separated by an
accelerator shut-down of a few months’ duration. Fig-

ure 3 compares data and MC for several pT distributions
in the normalization channel, after these corrections. The
background components in the B± distributions are re-
moved by a side-band subtraction technique, that is, by
subtracting the corresponding distributions from events
above and below the B± mass region. As can be seen in
Fig. 3, the pT distributions in the MC simulation and nor-
malization channel data are generally in excellent agree-
ment. Figure 3 shows a single data epoch, but all data
epochs show similar agreement.
In addition to the signal MC, we also study the B0

s →
KK background using a sample of MC events that con-
tains about six times the expected number of such events
in our data sample.

V. EVENT SELECTION

The B0
s candidate events selected for further study are

chosen as follows. We select two high-quality, oppositely-
charged muons based on information from both the cen-
tral tracker and the muon detectors. The primary vertex
(PV) of each pp̄ interaction is defined using all available
well-reconstructed tracks and constrained by the mean
beam-spot position in the transverse plane. If a bunch
crossing has more than one pp̄ interaction vertex, we en-
sure that both muons are consistent with originating from
the same PV. Tracks reconstructed in the central tracker
are required to have at least two hits in both the SMT
and CFT detectors. These tracks are extrapolated to the
muon system, where they are required to match hits ob-
served in the muon detectors. Each muon is required to
have transverse momentum pT > 1.5 GeV and to have
pseudorapidity |η| < 2. Both muons are required to have
hits in the muon detectors in front of the toroids, and
at least one of the muons must also have hits in at least
one of the muon layers beyond the toroids. To reduce
combinatorial backgrounds, the two muons must form a
three-dimensional vertex with χ2/dof < 14. The dimuon
vertex is required to be well separated from the PV by

D0: 10.4 fb-1 [http://arxiv.org/abs/1301.4507]

‣2 different multivariate classifier (BDT) are used 
to increase the background reduction
‣Determination of bkg from data SB fit
‣The results normalized to B±→J/ψK± in order 
to reduce systematic uncertainties.
‣Signal/Bkg yields
-SM signal: 1.23±0.13
-Bkg: 4.3±1.6
-Exp. Limit BR(B0s→µ+µ–) < 23x10–9 @95% CL

‣Observed 3 events:
  BR(B0s→µ+µ–) < 15x10–9 @95% CL

‣To be compared with CDF single sided result:
  BR(B0s→µ+µ–) < 31x10–9 @95% CL
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FIG. 9: (color online) Distributions of the BDT response for (a) BDT1, trained against sequential decay backgrounds, and (b)
BDT2, trained against double B decay backgrounds. MC simulation is used for the signal, while the data sidebands are used
for the backgrounds. The vertical lines denote the BDT selection cuts in the analysis. All distributions are normalized to unit
area.
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FIG. 10: (color online) Dimuon mass distribution for sample C (a) before and (b) after BDT selection cuts. The edges of the
blinded region are denoted in (b) by the vertical lines at 4.9 and 5.8 GeV, and the shaded area denotes the signal window. The
curves are fits to an exponential plus constant function. The numbers of expected background events are determined from an
interpolation of the fit into the signal window and scaled to the full dataset.

tribution using an exponential plus constant functional
form. The fit is performed excluding the blinded region,
and the resulting fit is interpolated into the signal and
control regions. This procedure yields an expected num-
ber of dimuon background events in the signal region of
4.0 ± 1.5 events, where the uncertainty is only statisti-
cal. The corresponsing estimate for the expected num-
ber of events in the control region is 6.7 ± 2.6 events,
with 5.3±1.9 events expected in the lower control region
(dimuon masses from 4.9 to 5.15 GeV), and 1.4 ± 1.4
events in the upper control region (dimuon masses from
5.55 to 5.8 GeV). To determine the systematic uncer-
tainty on the background estimate, we use other func-
tional forms for the background fit, resulting in a sys-

tematic uncertainty of 0.6 events. Adding the statistical
and systematic errors in quadrature yields a final dimuon
background estimate in the signal region of 4.0 ± 1.6
events and 6.7± 2.7 events in the control region.

In addition to the dimuon background, there is back-
ground from the decay mode B0

s → K+K−, which has
kinematics very similar to the signal. We estimate this
background by scaling the expected number of signal
events by the appropriate branching fractions [19] and
by the ratio of the probabilities for both K mesons to
be misidentified as muons, ε(KK → µµ), to the proba-
bility that two muons are correctly identified as muons,
ε(µµ → µµ). The probability that a K meson is misiden-
tified as a muon is measured in the data using D0 → Kπ

signal topology sequential B decays double semileptonic

http://www-cdf.fnal.gov/physics/new/bottom/120209.blessed-bmumu10fb/
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CP asymmetry in B0→K0*µµ 

Measurement of the CP Asymmetry in B0 ! K!0!þ!# Decays

R. Aaij et al.*

(LHCb Collaboration)
(Received 17 October 2012; published 17 January 2013)

A measurement of the CP asymmetry in B0 ! K!0!þ!# decays is presented, based on 1:0 fb#1 of pp
collision data recorded by the LHCb experiment during 2011. The measurement is performed in six bins

of invariant mass squared of the !þ!# pair, excluding the J=c and c ð2SÞ resonance regions. Production
and detection asymmetries are removed using the B0 ! J=cK!0 decay as a control mode. The integrated

CP asymmetry is found to be #0:072& 0:040ðstatÞ & 0:005ðsystÞ, consistent with the standard model.

DOI: 10.1103/PhysRevLett.110.031801 PACS numbers: 13.20.He, 11.30.Er, 12.15.Mm, 12.60.Jv

The decay B0 ! K!0ð! Kþ"#Þ!þ!# is a flavor
changing neutral current process that proceeds via electro-
weak loop and box diagrams in the standard model (SM)
[1]. The decay is highly suppressed in the SM and therefore
physics beyond the SM such as supersymmetry [2] can
contribute with a comparable amplitude via gluino or
chargino loop diagrams. A number of observables are
sensitive to such contributions, including the partial rate
of the decay, the !þ!# forward-backward asymmetry
(AFB), and the CP asymmetry (ACP). The CP asymmetry
for B0 ! K!0!þ!# is defined as

ACP ¼ !ð "B0 ! "K!0!þ!#Þ#!ðB0 ! K!0!þ!#Þ
!ð "B0 ! "K!0!þ!#Þþ!ðB0 ! K!0!þ!#Þ ; (1)

where ! is the decay rate and the initial flavor of the B
meson is tagged by the charge of the kaon from the K!

decay. The CP asymmetry is predicted to be of the order
10#3 in the SM [3,4] but is sensitive to physics beyond the
SM that changes the operator basis by modifying the
mixture of the vector and axial-vector components [5,6].
Some models that include new phenomena enhance the
observed CP asymmetry up to &0:15 [7]. The theoretical
prediction within a given model has a small error as the
form factor uncertainties, which are the dominant theoreti-
cal errors for the decay rate, cancel in the ratio.

The CP asymmetry in B0 ! K!0!þ!# decays has
previously been measured by the Belle [8] and BABAR
[9] collaborations, with both results consistent with the
SM. The LHCb collaboration has recently demonstrated
its potential in this area with the most precise measurement
of AFB [10], and in this Letter, the measurement of the CP
asymmetry by LHCb is presented.

The LHCb detector [11] is a single-arm forward spec-
trometer covering the pseudorapidity range 2< #< 5,

designed for the study of particles containing b or c quarks.
The detector includes a high precision tracking system
consisting of a silicon-strip vertex detector surrounding
the pp interaction region, a large-area silicon-strip detector
located upstream of a dipole magnet with a bending power
of about 4 Tm, and three stations of silicon-strip detectors
and straw drift tubes placed downstream. The combined
tracking system has a momentum resolution #p=p that
varies from 0.4% at 5 GeV=c to 0.6% at 100 GeV=c and an
impact parameter resolution of 20 !m for tracks with high
transverse momentum (pT). Charged hadrons are identified
using two ring-imaging Cherenkov detectors. Photon, elec-
tron, and hadron candidates are identified by a calorimeter
system consisting of scintillating-pad and preshower detec-
tors, an electromagnetic calorimeter, and a hadronic calo-
rimeter. Muons are identified by a system composed of
alternating layers of iron and multiwire proportional cham-
bers. The trigger consists of a hardware stage, based on
information from the calorimeter and muon systems, fol-
lowed by a software stage that makes use of a full event
reconstruction.
The simulated events used in this analysis are produced

using the PYTHIA 6.4 generator [12], with a choice of
parameters specifically configured for LHCb [13]. The
EVTGEN package [14] describes the decay of the particles
and the GEANT4 toolkit [15] simulates the detector
response, implemented as described in Ref. [16]. QED
radiative corrections are generated with the PHOTOS

package [17].
The events used in the analysis are selected by a dedi-

cated muon hardware trigger and then by one or more of a
set of different muon and topological software triggers
[18,19]. The hardware trigger requires the muons have
pT greater than 1:48 GeV=c, and the software trigger
requires one of the final state particles to have both pT >
0:8 GeV=c and impact parameter with respect to all pp
interaction vertices >100 !m [19]. Triggered candidates
are subject to the same two-stage selection as that used in
Ref. [10]. The first stage is a cut-based selection, which
includes requirements on the B0 candidate’s vertex fit $2,
flight distance and invariant mass, and each track’s impact

*Full author list given at the end of the article.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.
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CP asymmetry is predicted to be 
O(10–3) in SM. Could be significantly 
enhanced in NP models (modifying 
the mixture of vector and axial vector 
components in the operator basis)

theoretical prediction in Ref. [4]. The B0 ! J=cK!0 data
sample contains approximately 104 000 signal decays with
3:04< q2 < 3:16 GeV2=c4. The values of ACP are mea-
sured using a simultaneous unbinned maximum-likelihood
fit to the B0 ! K!0!þ!# and B0 ! J=cK!0 invariant
mass distributions in the range 5:15–5:80 GeV=c2. The
simultaneous fit in each q2 bin spans eight data samples,
split between the initial particles B0 and !B0, the decay
modes B0 ! K!0!þ!# and B0 ! J=cK!0, and magnet
polarity, where the B0 ! J=cK!0 sample is common to all
q2 bins. This fit returns two values of ACP, one for each
magnet polarity, and an average with equal weights is made
to find the value ofACP in that q

2 bin. An integrated value
of ACP over all q2 is also calculated.

The signal invariant mass distributions for the B0 !
K!0!þ!# and B0 ! J=cK!0 decays are modeled using
the sum of two Crystal Ball functions [26] with common
peak and tail parameters but different widths. The values of
the tail parameters are determined from fits to simulated
events and fixed in the fit. Combinatorial background aris-
ing from the random misassociation of tracks to form a B0

candidate is modeled using an exponential function. The
B0 ! J=cK!0 fit also accounts for a peaking B0

s !
J=c !K!0 contribution, which has the same shape as the
signal and an expected yield that is ð0:7% 0:2Þ% of that
of B0 ! J=cK!0 [27]. In the simultaneous fit, the signal
shape is the same for the two modes, but the signal and
background yields and the exponential background
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FIG. 1 (color online). Mass fits for B0 ! K!0!þ!# decays used to extract the integrated CP asymmetry. The curves displayed are
the full mass fit (blue, solid line), the signal peak (red, short-dashed line), and the background (grey, long-dashed line). The mass fits on
the top row correspond to the (a) B0 and (b) !B0 decays for one magnet polarity, while the bottom row shows the mass fits for (c) B0 and
(d) !B0 for the reverse polarity.

TABLE I. Systematic uncertainties onACP, from residual kinematic asymmetries, muon asymmetry, choice of signal model, and the
modeling of the mass resolution, for each q2 bin. The total uncertainty is calculated by adding the individual uncertainties in quadrature.

Sources of systematic uncertainties
q2 region (GeV2=c4) Multiple cands. Residual asymmetries !% detection asymmetry Signal model Mass resol. Total

0:05< q2 < 2:00 0.002 0.007 0.005 0.005 0.001 0.010
2:00< q2 < 4:30 0.006 0.007 0.006 0.007 0.010 0.016
4:30< q2 < 8:68 0.004 0.003 0.006 0.004 0.003 0.010
10:09< q2 < 12:86 0.003 0.007 0.009 0.001 0.002 0.011
14:18< q2 < 16:00 0.001 0.006 0.007 0.001 0.001 0.009
16:00< q2 < 20:00 0.003 0.005 0.003 0.003 0.009 0.012
1:00< q2 < 6:00 0.001 0.006 0.005 0.002 0.003 0.009
0:05< q2 < 20:00 0.002 0.002 0.005 0.001 0.001 0.005
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parameter may vary. Figure 1 shows the mass fit to the
B0 ! K!0!þ!# decay in the full q2 range.

Many sources of systematic uncertainty cancel in the
difference of the raw asymmetries between B0 !
K!0!þ!# and B0 ! J=cK!0 decays and in the average
of CP asymmetries measured using data recorded with
opposite magnet polarities. However, systematic uncer-
tainties can arise from residual noncanceling asymmetries
due to the different kinematic behavior of B0 ! K!0!þ!#

and B0 ! J=cK!0 decays. The effect is estimated by
reweighting B0 ! J=cK!0 candidates so that their kine-
matic variables are distributed in the same way as for
B0 ! K!0!þ!# candidates. The value of ARAWðB0 !
J=cK!0Þ is then calculated for these reweighted events and
the difference from the default value is taken as the system-
atic uncertainty. This procedure is carried out separately
for a number of quantities including the p, pT, and pseu-
dorapidity of the B0 and the K!0 mesons. The total system-
atic uncertainty associated with the different kinematic
behavior of the two decays is calculated by adding each
individual contribution in quadrature. This is conservative,
as many of the variables are correlated.

The random removal of multiple candidates discussed
above also introduces a systematic uncertainty on ACP.
The uncertainty on the mean value of ACP from the ten
different random removals is taken as the systematic
uncertainty.

The forward-backward asymmetry in B0 ! K!0!þ!#

decays [10], which varies as a function of q2, causes
positive and negative muons to have different momentum
distributions. Different detection efficiencies for positive
and negative muons introduce an asymmetry that cannot be
accounted for by the B0 ! J=cK!0 decay, which does not
have a comparable forward-backward asymmetry. The
selection efficiencies for positive and negative muons are
evaluated using muons from J=c decay in data and the
resulting asymmetry in the selected B0 ! K!0!þ!# sam-
ple is calculated in each q2 bin.

A number of possible effects due to the choice of model
for the mass fit are considered. The signal model is
replaced with a sum of two Gaussian distributions
and a possible difference in the mass resolution for

B0 ! K!0!þ!# and B0 ! J=cK!0 decays is investigated
by allowing the width of the B0 ! K!0!þ!# signal peak
to vary in a range of 0.7–1.3 times that of the B0 !
J=cK!0 model. These systematic uncertainties are sum-
marized in Table I. As a further cross-check, ACP is
calculated using a weighted average of the measurements
from the six q2 bins and the result is found to be consistent
with that obtained from the integrated data set.
The results of the full ACP fit are presented in Table II

and Fig. 2. The raw asymmetry in B0 ! J=cK!0 decays is
measured as

ARAWðB0 ! J=cK!0Þ ¼ #0:0110' 0:0032' 0:0006;

where the first uncertainty is statistical and the second is
systematic. The CP asymmetry integrated over the full q2

range is calculated and found to be

ACPðB0 ! K!0!þ!#Þ ¼ #0:072' 0:040' 0:005:

The result is consistent with previous measurements made
by Belle [8], ACP ðB ! K!lþl#Þ ¼ #0:10' 0:10'
0:01, and BABAR [9], ACP ðB ! K!lþl#Þ ¼ 0:03'
0:13' 0:01. This measurement is significantly more

TABLE II. Values of ACP for B0 ! K!0!þ!# in the q2 bins used in the analysis.

q2 region (GeV2=c4) Signal yield ACP

Statistical
uncertainty

Systematic
uncertainty

Total
uncertainty

0:05< q2 < 2:00 168' 15 #0:196 0.094 0.010 0.095
2:00< q2 < 4:30 72' 11 #0:098 0.153 0.016 0.154
4:30< q2 < 8:68 266' 19 #0:021 0.073 0.010 0.075
10:09< q2 < 12:86 157' 15 #0:054 0.097 0.011 0.098
14:18< q2 < 16:00 116' 12 #0:201 0.104 0.009 0.104
16:00< q2 < 20:00 128' 13 0.089 0.100 0.012 0.101
1:00< q2 < 6:00 194' 17 #0:058 0.064 0.009 0.064
0:05< q2 < 20:00 904' 35 #0:072 0.040 0.005 0.040
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FIG. 2 (color online). Fitted value ofACP in B0 ! K!0!þ!#

decays in bins of the !þ!# invariant mass squared (q2). The red
vertical lines mark the charmonium vetoes. The points are plotted
at themeanvalue ofq2 in each bin. The uncertainties on eachACP

value are the statistical and systematic uncertainties added in
quadrature. The dashed line corresponds to the q2 integrated
value, and the grey band is the 1" uncertainty on this value.
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B0 B0–
One magnet 

polarity

parameter may vary. Figure 1 shows the mass fit to the
B0 ! K!0!þ!# decay in the full q2 range.

Many sources of systematic uncertainty cancel in the
difference of the raw asymmetries between B0 !
K!0!þ!# and B0 ! J=cK!0 decays and in the average
of CP asymmetries measured using data recorded with
opposite magnet polarities. However, systematic uncer-
tainties can arise from residual noncanceling asymmetries
due to the different kinematic behavior of B0 ! K!0!þ!#

and B0 ! J=cK!0 decays. The effect is estimated by
reweighting B0 ! J=cK!0 candidates so that their kine-
matic variables are distributed in the same way as for
B0 ! K!0!þ!# candidates. The value of ARAWðB0 !
J=cK!0Þ is then calculated for these reweighted events and
the difference from the default value is taken as the system-
atic uncertainty. This procedure is carried out separately
for a number of quantities including the p, pT, and pseu-
dorapidity of the B0 and the K!0 mesons. The total system-
atic uncertainty associated with the different kinematic
behavior of the two decays is calculated by adding each
individual contribution in quadrature. This is conservative,
as many of the variables are correlated.

The random removal of multiple candidates discussed
above also introduces a systematic uncertainty on ACP.
The uncertainty on the mean value of ACP from the ten
different random removals is taken as the systematic
uncertainty.

The forward-backward asymmetry in B0 ! K!0!þ!#

decays [10], which varies as a function of q2, causes
positive and negative muons to have different momentum
distributions. Different detection efficiencies for positive
and negative muons introduce an asymmetry that cannot be
accounted for by the B0 ! J=cK!0 decay, which does not
have a comparable forward-backward asymmetry. The
selection efficiencies for positive and negative muons are
evaluated using muons from J=c decay in data and the
resulting asymmetry in the selected B0 ! K!0!þ!# sam-
ple is calculated in each q2 bin.

A number of possible effects due to the choice of model
for the mass fit are considered. The signal model is
replaced with a sum of two Gaussian distributions
and a possible difference in the mass resolution for

B0 ! K!0!þ!# and B0 ! J=cK!0 decays is investigated
by allowing the width of the B0 ! K!0!þ!# signal peak
to vary in a range of 0.7–1.3 times that of the B0 !
J=cK!0 model. These systematic uncertainties are sum-
marized in Table I. As a further cross-check, ACP is
calculated using a weighted average of the measurements
from the six q2 bins and the result is found to be consistent
with that obtained from the integrated data set.
The results of the full ACP fit are presented in Table II

and Fig. 2. The raw asymmetry in B0 ! J=cK!0 decays is
measured as

ARAWðB0 ! J=cK!0Þ ¼ #0:0110' 0:0032' 0:0006;

where the first uncertainty is statistical and the second is
systematic. The CP asymmetry integrated over the full q2

range is calculated and found to be

ACPðB0 ! K!0!þ!#Þ ¼ #0:072' 0:040' 0:005:

The result is consistent with previous measurements made
by Belle [8], ACP ðB ! K!lþl#Þ ¼ #0:10' 0:10'
0:01, and BABAR [9], ACP ðB ! K!lþl#Þ ¼ 0:03'
0:13' 0:01. This measurement is significantly more

TABLE II. Values of ACP for B0 ! K!0!þ!# in the q2 bins used in the analysis.

q2 region (GeV2=c4) Signal yield ACP

Statistical
uncertainty

Systematic
uncertainty

Total
uncertainty

0:05< q2 < 2:00 168' 15 #0:196 0.094 0.010 0.095
2:00< q2 < 4:30 72' 11 #0:098 0.153 0.016 0.154
4:30< q2 < 8:68 266' 19 #0:021 0.073 0.010 0.075
10:09< q2 < 12:86 157' 15 #0:054 0.097 0.011 0.098
14:18< q2 < 16:00 116' 12 #0:201 0.104 0.009 0.104
16:00< q2 < 20:00 128' 13 0.089 0.100 0.012 0.101
1:00< q2 < 6:00 194' 17 #0:058 0.064 0.009 0.064
0:05< q2 < 20:00 904' 35 #0:072 0.040 0.005 0.040
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FIG. 2 (color online). Fitted value ofACP in B0 ! K!0!þ!#

decays in bins of the !þ!# invariant mass squared (q2). The red
vertical lines mark the charmonium vetoes. The points are plotted
at themeanvalue ofq2 in each bin. The uncertainties on eachACP

value are the statistical and systematic uncertainties added in
quadrature. The dashed line corresponds to the q2 integrated
value, and the grey band is the 1" uncertainty on this value.
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LHCb analysis based on 1fb–1 data 
recorded during 2011
‣ self tagging from the kaon charge
‣ average data over two mag. pol.
‣ correct the observed asymmetry for 
production and detection asymmetry 
with B0→K0*J/ψ

‣ CP asym. extracted from simultaneous unbinned fit to the B0 mass in 
B0→K0*J/ψ and B0→K0*µµ in bins of q2 (di-µ mass squared) and 
magnet polarity
‣ integrated result over q2:

‣ consistent with SM 1.8σ
‣ most precise measurement to date
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Differential BR(B+→K+µ+µ–)
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Figure 2. Di↵erential branching fraction of B+! K+µ+µ� as a function of the dimuon invariant
mass squared, q2. The SM theory prediction (see text) is given as the continuous cyan (light) band
and the rate-average of this prediction across the q2 bin is indicated by the purple (dark) region.
No SM prediction is included for the regions close to the narrow cc resonances.

The branching fractions of B+ ! K+J/ and J/ ! µ+µ� are B(B+ ! K+J/ ) =

(1.014 ± 0.034) ⇥ 10�3 and B(J/ ! µ+µ�) = (5.93 ± 0.06) ⇥ 10�2 [30]. The resulting

di↵erential branching fraction is shown in figure 2.

The bands shown in figure 2 indicate the theoretical prediction for the di↵erential

branching fraction and are calculated using input from refs. [7] and [31]. In the low q2

region, the calculations are based on QCD factorisation and soft collinear e↵ective theory

(SCET) [32], which profit from having a heavy B+ meson and an energetic kaon. In the soft-

recoil, high q2 region, an operator product expansion (OPE) in inverse b-quark mass (1/mb)

and 1/
p
q2 is used to estimate the long-distance contributions from quark loops [33, 34]. No

theory prediction is included in the region close to the narrow cc resonances (the J/ and

 (2S)) where the assumptions from QCD factorisation/SCET and the OPE break down.

The form-factor calculations are taken from ref. [6]. A dimensional estimate is made on the

uncertainty on the decay amplitudes from QCD factorisation/SCET of O(⇤QCD/mb) [35].

Summing the partial branching fractions in the q2 ranges 0.05 < q2 < 8.68GeV2/c4,

10.09 < q2 < 12.86GeV2/c4 and 14.18 < q2 < 22.00GeV2/c4 yields

B(B+! K+µ+µ�)vis = (3.74± 0.13± 0.15)⇥ 10�7 .

The total branching fraction is then estimated to be

B(B+! K+µ+µ�) = (4.36± 0.15± 0.18)⇥ 10�7 ,

by correcting the visible part of the branching fraction for the q2 regions that have been

excluded in the analysis. These q2 regions are estimated to contain 14.3% (no uncertainty

is assigned to this number) of the total branching fraction. This estimate ignores long

distance e↵ects and uses a model for d�/dq2 described in ref. [1] to extrapolate across the

cc resonance region. The values of the Wilson coe�cients and the form-factors used in this

model have been updated according to refs. [36] and [37].
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Figure 1. Invariant mass of selected B+! K+µ+µ� candidates with 0.05 < q2 < 22.00GeV2/c4.
Candidates with a dimuon invariant mass consistent with that of the J/ or  (2S) are excluded.
The peaking background contribution from the decays B+ ! K+⇡+⇡� and B+ ! ⇡+µ+µ� is
indicated in the figure.

rejected to remove contributions from B+ ! D0⇡+. After the application of all of the

selection criteria, the dominant sources of exclusive background are B+ ! K+⇡�⇡+ [26]

and B+ ! ⇡+µ+µ� [27, 28]. These are determined from simulation to be at the level of

(1.5± 0.7)% and (1.2± 0.2)% of the signal, respectively.

4 Di↵erential and total branching fraction

The K+µ+µ� invariant mass distribution of the selected B+ ! K+µ+µ� candidates is

shown in figure 1. The number of signal candidates is estimated by performing an extended

unbinned maximum likelihood fit to theK+µ+µ� invariant mass distribution of the selected

candidates. The signal line-shape is extracted from a fit to a B+! K+J/ (J/ ! µ+µ�)

control sample (which is two orders of magnitude larger than the signal sample), and is

parameterised by the sum of two Crystal Ball functions [29]. The combinatorial background

is parameterised by a slowly falling exponential distribution. Contributions from B+ !
K+⇡+⇡� and B+ ! ⇡+µ+µ� decays are included in the fit. The line shapes of these

peaking backgrounds are taken from simulated events. In total, 1232± 40 B+! K+µ+µ�

signal candidates are observed in the 0.05 < q2 < 22.00GeV2/c4 range. The yields in each

of the q2 bins used in the subsequent analysis are shown in table 1.

The di↵erential branching fraction in each of the q2 bins is estimated by normalising the

B+! K+µ+µ� event yield, Nsig, in the q2 bin to the total event yield of the B+! K+J/ 

sample, NK+J/ , and correcting for the relative e�ciency between the two decays in the

q2 bin, "K+J/ /"K+µ+µ� ,

dB
dq2

=
1

q2max � q2min

Nsig

NK+J/ 

"K+J/ 

"K+µ+µ�
⇥ B(B+! K+J/ )⇥ B(J/ ! µ+µ�) . (4.1)

– 4 –

LHCb analysis based on 1fb–1 data recorded during 2011
‣ ∼1200 B+→K+µ+µ– 
‣ measurement in 7 q2 bins (0.05<q2<22 GeV2)
‣ B+→K+J/ψ sample used for normalization, BDT training and signal shape

‣ Results consistently below the SM in low q2.
‣ Integrated BR in full q2 range:
BR(B+→K+μ+μ–) = (4.36 ± 0.15 ± 0.18)×10-7
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FIG. 2: Differential branching ratio of B+
→ K+µ+µ−, B0

→ K0µ+µ−, B → K∗µ+µ−, B0
→ K∗0µ+µ−, B+

→ K∗+µ+µ−,
and B → Kµ+µ−, B0

s → φµ+µ−, and Λ0
b → Λµ+µ−, respectively (top-left to bottom-right). Statistical error only is shown.

Hatched regions are charmonium veto regions. The solid line is the SM expectation [4, 26, 27]. The long dashed line in
Λ0

b → Λµ+µ− plot is the SM expectation scaled to our total branching ratio measurement.

q2 range Ns dB/dq2[10−8(GeV2/c2)−1] B(10−7)
[0.00, 2.00) 39.4 ± 6.8 9.46 ± 1.88 ± 0.55 1.89 ± 0.38 ± 0.11
[2.00, 4.30) 24.7 ± 6.3 4.61 ± 1.27 ± 0.30 1.06 ± 0.29 ± 0.07
[4.30, 8.68) 61.7 ± 11.9 5.07 ± 1.02 ± 0.37 2.22 ± 0.45 ± 0.16

[10.09, 12.86) 73.1 ± 11.2 7.48 ± 1.25 ± 0.46 2.07 ± 0.35 ± 0.13
[14.18, 16.00) 54.2 ± 7.1 7.43 ± 1.17 ± 0.42 1.35 ± 0.21 ± 0.08
[16.00, 19.30) 36.9 ± 7.4 2.98 ± 0.66 ± 0.18 0.98 ± 0.22 ± 0.06
[0.00, 4.30) 64.1 ± 9.3 6.87 ± 1.11 ± 0.41 2.95 ± 0.48 ± 0.18
[1.00, 6.00) 45.6 ± 10.9 3.94 ± 0.97 ± 0.28 1.97 ± 0.49 ± 0.14

TABLE V: Differential branching ratio of B0
→ K∗0µ+µ−. First (second) error is statistical (systematic).
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Precise measurements of exclusive b → sµ+µ− decay amplitudes using the full CDF
data set

The CDF Collaboration
URL http://www-cdf.fnal.gov

(Dated: July 12, 2012)

We study the flavor-changing neutral current (FCNC) decays B+
→ K+µ+µ−, B0

→

K∗(892)0µ+µ−, B0
s → φ(1020)µ+µ−, B0

→ K0
Sµ+µ−, B+

→ K∗(892)+µ+µ−, and Λ0
b → Λµ+µ− in

9.6 fb−1 of data collected by the CDF detector with a dimuon trigger. Besides the total branching
fraction and the differential branching fraction measurements, we measure the isospin asymmetry AI

between neutral and charged B mesons. We also measure the muon forward-backward asymmetry
AFB , K∗ longituidenal polarization FL, the transverse polarization asymmetry A(2)

T , and time-
reversal-odd charge-and-parity asymmetry Aim from the angular distributions in B → K(∗)µ+µ−

decays, as a function of q2 = M2
µµc2, where Mµµ is the dimuon mass. No deviations from the

standard model predictions are observed.

Preliminary Results for Summer 2012 Conferences
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Angular analysis of B+→K+µ+µ–

Differential decay rate:

‣ SM predictions fot AFB = 0 and FH ∼ 0. Sensitive to NP scenarios with scalar and 
pseudoscalar or tensor-like couplings
‣ AFB and FH measured in the 7 bins of q2 by likelihood fit in mKµµ and cosθl

‣ Results consistent with the SM expectations
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Figure 3. Dimuon forward-backward asymmetry, AFB, and the parameter FH for B+! K+µ+µ�

as a function of the dimuon invariant mass squared, q2. The SM theory prediction (see text) for
FH is given as the continuous cyan (light) band and the rate-average of this prediction across the
q2 bin is indicated by the purple (dark) region. No SM prediction is included for the regions close
to the narrow cc resonances.

Performing the angular analysis over the full 0.05 < q2 < 22GeV2/c4 range, after

removing the J/ and  (2S) resonance regions, gives AFB = �0.01 +0.03
�0.02

+0.01
�0.01 and FH =

0.02+0.07
�0.02

+0.01
�0.01. A naive average of the measurements in the seven q2 bins yields a slightly

larger value of FH, a result of the boundary condition (|AFB|  FH/2) and the requirement

that FH remain positive in the fits to the individual q2 bins.

6 Systematic uncertainties

For the di↵erential branching fraction measurement, the largest source of systematic un-

certainty comes from an uncertainty of ⇠ 4% on the B+ ! K+J/ and J/ ! µ+µ�

branching fractions [30]. The systematic uncertainties are largely correlated between the

q2 bins. The uncertainties coming from the corrections used to calibrate the performance

of the simulation to match that of the data are at the level of 1�2%. The uncertainties on

these corrections are limited by the size of the D⇤+! D0(! K�⇡+)⇡+ and J/ ! µ+µ�

control samples that are used to estimate the particle identification and tracking perfor-

mance in the data. The signal and background mass models are also explored as a source

of possible systematic uncertainty. In the fit to the K+µ+µ� invariant mass it is assumed

that the signal line-shape is the same as that of the B+ ! K+J/ decay. In the simu-

lation, small di↵erences are seen in the B+ mass resolution due to the di↵erent daughter

kinematics between low and high q2. A 4% variation of the mass resolution is considered

as a source of uncertainty and the e↵ect on the result found to be negligible.

For the extraction of AFB and FH, the largest sources of uncertainty are associated

with the event weights that are used to correct for the detector acceptance. The event

weights are estimated from the simulation in 0.5GeV2/c4 wide q2 bins (driven by the size

of the simulated event sample). At low q2, the acceptance variation can be large (at

extreme values of cos ✓`) over the q2 bin size. The order of the uncertainty associated
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1 Introduction

The B+ ! K+µ+µ� decay1 is a b ! s flavour changing neutral current process that is

mediated in the Standard Model (SM) by electroweak box and penguin diagrams. In many

well motivated extensions to the SM, new particles can enter in competing loop diagrams,

modifying the branching fraction of the decay or the angular distribution of the dimuon

system. The di↵erential decay rate of the B+ (B�) decay, as a function of cos ✓`, the

cosine of the angle between the µ� (µ+) and the K+ (K�) in the rest frame of the dimuon

system, can be written as

1

�

d�[B+ ! K+µ+µ�]

dcos ✓l
=

3

4
(1� FH)(1� cos2 ✓l) +

1

2
FH +AFB cos ✓l , (1.1)

which depends on two parameters, the forward-backward asymmetry of the dimuon system,

AFB, and the parameter FH [1, 2]. If muons were massless, FH would be proportional to the

contributions from (pseudo-)scalar and tensor operators to the partial width, �. The partial

width, AFB and FH are functions of the dimuon invariant mass squared (q2 = m2
µ+µ�).

In contrast to the case of the B0 ! K⇤0µ+µ� [3, 4] decay, AFB is vanishingly small

for B+ ! K+µ+µ� in the SM. If a non-zero AFB is observed, with the present level of

statistical precision, this would point to a contribution from new particles that extend the

set of SM operators. In models with (pseudo-)scalar or tensor-like couplings |AFB| can be

enhanced by up to 15% [2, 5]. Similarly, FH is close to zero in the SM (see figure 3), but can

be enhanced in new physics models, with (pseudo-)scalar or tensor-like couplings, up to

1Charge conjugation is implied throughout this paper unless explicitly stated otherwise.

– 1 –
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Figure 3. Invariant mass distribution of B+! ⇡+µ+µ� candidates with the fit projection overlaid
(a) in the full mass range and (b) in the region around the B mass. In the legend, “part. reco.”
and “combinatorial” refer to partially reconstructed and combinatorial backgrounds respectively.
The discontinuity at 5500 MeV/c2 is due to the removal of data used for training the BDT.

reweighted according to the PID e�ciencies derived from data, as described in section 2.2.

This adjusts the B+! J/ K+ invariant mass distribution to remove the e↵ect of the kaon

PID requirement used to isolate B+ ! J/ K+, and to reproduce the e↵ect of the pion

PID requirement used to isolate B+ ! ⇡+µ+µ�. In addition, there is a di↵erence in the

lineshapes of the B+! J/ K+ and B+! K+µ+µ� invariant mass distributions under the

pion mass hypothesis. This e↵ect arises from the di↵erences between the two decay modes’

dimuon energy and hadron momentum spectra, and is therefore corrected by reweighting

B+! J/ K+ candidates in terms of these variables. The M⇡+µ+µ� distribution after both

weighting procedures have been applied is shown in figure 2(b).

3.3 Reconstructed B+! ⇡+µ+µ� and B+! K+µ+µ� candidates

The yield of misidentified B+ ! K+µ+µ� candidates in the B+ ! ⇡+µ+µ� invariant

mass distribution is constrained to the expectation given in section 2.2. Performing the fit

without this constraint gives a yield of 5.6 ± 6.4 misidentified B+! K+µ+µ� candidates.

The yields for the peaking background components are constrained to the expectations

given in section 2.2. For both the M⇡+µ+µ� and MK+µ+µ� distributions, the exponential

PDF used to model the combinatorial background has a step in the normalisation at

5500 MeV/c2 to account for the data used for training the BDT.

The M⇡+µ+µ� and MK+µ+µ� distributions are shown in figures 3 and 4, respectively.

The fit gives a B+! ⇡+µ+µ� signal yield of 25.3 +6.7
�6.4, and a B+! K+µ+µ� signal yield

of 553 +24
�25.

3.4 Cross check of the fit procedure

The fit procedure was cross-checked on B+ ! J/ ⇡+ decays, accounting for the back-

ground from B+ ! J/ K+ decays. The resulting fit is shown in figure 5. The shape of

the combined B+ ! J/ ⇡+ and B+ ! J/ K+ mass distribution is well reproduced. The

B+ ! J/ K+ yield is not constrained in this fit. The fitted yield of 1024 ± 61 candidates

– 7 –

In SM b→dl+l– transition even more suppressed by |Vtd|/|Vts| with 
respect b→sl+l–, never observed before. Could receive contribution from 
RPV terms in SUSY

Interesting possibilities to search for light scalars in penguin B decays

SM prediction: 
BR(B+→π+µ+µ–) = (1.96 ± 0.21)x10–8 
Prev. Exp.: 
BR(B+→π+µ+µ–) < 6.9x10–8 

(Belle Phys. Rev. D77 (2008) 014017)

LHCb has seen this decay in 1fb–1

Observed 25.3+6.7–6.4 events
BR(B+→π+µ+µ–)=(2.3±0.6stat±0.1syst)x10–8

5.2σ excess
Nicely match with SM prediction

JHEP 12 (2012) 125
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Conclusions
‣Tevatron opened the way to high precision Heavy Flavor physics at collider 
experiments, both through detector and trigger strategies and through advanced 
analysis techniques.

‣Heavy flavour physics at collider has been demonstrated to be fully competitive 
especially for hadronic modes and very rare decays.

‣Indirect approach to new physics in FCNC transitions fully exploited at hadron 
colliders:
‣Bs→µµ evidence found at LHCb.

‣Agreement with the SM is excellent → large NP contribution ruled out in many cases.  

‣The search has just started. Atlas CMS and LHCb have large amount of data to 
analyze and more will be collected in the next future. 
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Datasets
The updated B0(s)→µ+µ− search uses the following datasets:

7 TeV data already published in PRL 108 (2012) 231801 is reanalyzed as part of the 
measurement presented here; the result supersedes the previous publication

   1.0 fb-1  at 7 TeV (2011) + 1.1 fb-1 at 8 TeV (2012)

2012: another great 
year of data taking 
thanks to the 
performance of LHC! 

additional 1.1 fb-1 to be 
analyzed
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LHCb detector

250 mrad

10 mrad
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B0(s)→µ+µ– at LHCb
1) Managed to run the experiment at 4×1032 cm-2s-1 with 1262 colliding 

bunches (twice the design luminosity with half number of bunches) 
➞  4 times more collisions per crossing than design: <µ>8TeV∼1.7
➞  higher occupancy in the detector
➞  challenging for the trigger

2) Large acceptance, efficient muon trigger
                           - acceptance × reconstruction 

efficiency for signal is ∼10% 
- L0: single µ pT>1.76 GeV/c, di-µ 
√(pT1* pT2)>1.6GeV/c 

- HLT:   IP and invariant mass cuts 
- overall trigger  efficiency  ∼90% 

            LHCb instantaneous 
luminosity: leveling 
@ work!
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B0(s)→µ+µ– at LHCb
3) Background reduction:

- Very good momentum resolution : δp/p∼0.4% → 0.6%  for p=(5-100) GeV/c  
- Muon identification: matching between tracks reconstructed in the spectrometer 

and hits in the muon stations + moderate requirements on global PID likelihood 
(RICH+CALO+MUON):

 for this analysis:  ε(µ→µ)∼98%,  ε(π→µ)∼0.6%, ε(K→µ)∼0.3%, ε(p→µ)∼0.3%
4) Excellent vertex and IP resolution:
          - to separate signals from background : σ(IP)∼25 µm @ pT=2 GeV/c  

∼1.7 pp 
interactions  
per Xing

11+14 SM events expected in 1.0 fb-1 +1.1 fb-1 
24



Signal discrimination: BDT

B
µ+

µ-

B

µ+

µ-

B

B candidate:
        - proper time
        - impact parameter 
        - transverse momentum 
        - B isolation

Discrimination is achieved by a BDT with 9 input variables 
muons:
      - min pT 
      - min IP significance 
      - distance of closest approach 
      - muon isolation, 
      - cosP 

signal: 2 muons from a single well 
reconstructed secondary vertex 

dominant background: two 
real muons from bb→µ+µ−X 

this choice of variables
avoids correlation with 
invariant mass
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BDT variables
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Normalization

Evaluated from MC,
cross-checked with data

Measured on 
data

Ratio of probabilities for a b 
quark to hadronize to a given 
meson 

Combined result at 7 TeV [PRD85 (2012) 032008]

[LHCb-PAPER-2012-037 submitted to 
JHEP]

B±→J/ψK± and B0→Kπ channels give consistent results and averaged

Assuming SM rates, after selection we expect in 7 TeV + 8 TeV data (1.0 + 1.1 
fb-1) ∼11+13 B0s→µ+µ− and ∼1.3+1.5 B0→µ+µ− in signal region (m(B0(s))

±60 MeV/c2)

8 TeV data
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background estimation
The main background source in the B0(s) →µ+µ−  signal  window, 
m(B0(s))±60 MeV/c2, is combinatorial from  bb → µ+µ−X 

An exponential shape is assumed
For BDT values <0.5 this is by far the 
dominant bkg source in the mass range 
[4900-6000] MeV/c2

Three dominant sources of excl. background 
which can bias the combinatoral background 
interpolation, B0 → π−µ+νµ and
B+(0) → π+(0)µ+µ−,  or give a significant 
contribution in the signal mass window
B0(s)→h+h’− (4.1+1.7–0.8 events in BS win. and 
0.76+0.26-0.18 events in B0 win.)  

For CLs computation, the expected background yield in the signal region is 
evaluated from a fit to the mass sidebands, for each BDT bin separately

Bs window
B0 window
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Bs→4µ

]2c[MeV/�µ+µ�⇥+Km
5150 5200 5250 5300 5350 5400 5450 5500 5550 5600

)2 c
C

an
di

da
te

s 
/ (

4.
5 

M
eV

/

0

500

1000

1500

2000

2500

3000

3500

LHCb

5350 5400
0

50

100

150

Figure 2: Invariant mass distribution of K+⇡�µ+µ� can-
didates. The B0 and B0

s signal distributions are shown by
short-dashed black and long-dashed red lines, respectively.
The background shape is shown in grey. The total fit result
is shown as a solid blue line. The inset shows the mass
distribution centred around the B0

s mass.

PDF consists of a single exponential. The resulting fit
is shown in Fig. 2. The B0 ! J/ K⇤0 mass peak has a
1� width of 15.9± 0.6 MeV/c2 and contains 31 837± 183
candidates.

The branching fraction of the B0
(s) ! µ+µ�µ+µ� decay

is calculated using

B(B0
(s) ! µ+µ�µ+µ�) = B(B0 ! J/ K⇤0)⇥

✏B0!J/ K⇤0

✏B0
(s)

!µ+µ�µ+µ�

NB0
(s)

!µ+µ�µ+µ�

NB0!J/ K⇤0

✓
fd(s)
fd

◆�1

 , (1)

where B(B0 ! J/ K⇤0) is the branching fraction of
the normalisation channel [3, 13] and ✏B0!J/ K⇤0 and
✏B0

(s)
!µ+µ�µ+µ� are the e�ciencies for triggering, recon-

structing and selecting the normalisation and signal chan-
nel events, respectively. The e�ciencies are calculated
using simulated events and are cross-checked on data.
The yields of the normalisation and signal channels are
NB0!J/ K⇤0 and NB0

(s)
!µ+µ�µ+µ� , respectively. The rel-

ative production fraction for B0 and B0
(s) mesons, fd(s)/fd,

is measured to be fs/fd = 0.256± 0.020 for B0
s decays [15]

and taken as unity for B0 decays. The factor  accounts
for the e�ciency-corrected S-wave contribution to the nor-
malisation channel yield;  is calculated to be 1.09, using
the technique described in Ref. [16].
The PID components of the selection e�ciencies are

determined from data calibration samples of kaons, pions
and muons. The kaon and pion samples are obtained
from D0 ! K�⇡+ decays, where the D0 is produced

Table 1: Combined reconstruction and selection e�ciencies
of all the decay modes considered in the analysis. The
uncertainties shown are statistical.

Decay mode Model E�ciency [%]

B0 ! µ+µ�µ+µ� Phase space 0.349± 0.003

B0 ! SP MSSM 0.361± 0.003

B0
s ! µ+µ�µ+µ� Phase space 0.359± 0.003

B0
s ! SP MSSM 0.366± 0.003

B0 ! J/ K⇤0 SM 0.273± 0.003

via D⇤+ ! D0⇡+ decays. The muon sample is obtained
from B+ ! K+J/ (! µ+µ�) decays. The calibration
samples are divided into bins of momentum, pseudorapidity,
and the number of charged tracks in the event. This
procedure corrects for di↵erences between the kinematic
and track multiplicity distributions of the simulated and
the calibration event samples.
Two models are used to simulate B0

(s) ! µ+µ�µ+µ�

decays: (i) the phase space model, where the B0
(s) mass

is fixed and the kinematics of the final state muons are
distributed according to the available phase-space and
(ii) the MSSM model, which describes the decay mode
B0

(s) ! SP . In the MSSM model the pseudoscalar particle

P is a sgoldstino of mass 214.3 MeV/c2, consistent with
results from the HyperCP experiment [2]. The decay
widths of S and P are set to 0.1 MeV/c2. The scalar
sgoldstino S mass is set to 2.5 GeV/c2. If the mass of S
is varied across the allowed phase space of the B0

(s) ! SP
decay, the relative change in ✏B0

(s)
!SP from the central

values varies from �12.6% to +17.2%.
The calculated e�ciencies of all the simulated decay

modes are shown in Table 1. The total e�ciencies of the
MSSM models are comparable to those for the phase space
models, indicating that the present search has approxi-
mately the same sensitivity to new physics models, which
feature low mass resonances, as to the phase space models.
Systematic uncertainties enter into the calculation of

the limits on B(B0
(s) ! µ+µ�µ+µ�) through the various

elements of Eq. (1). The largest uncertainty arises from
the branching fraction of B0 ! J/ K⇤0, which is known
to a precision of 10.2% [3, 13]. An uncertainty arises
due to the correction for the B0 ! J/ K+⇡� S-wave con-
tribution. This is conservatively estimated to be 8.3%,
which is the maximum relative change in  when it is
calculated: (i) by using the angular acceptance from simu-
lated events and (ii) by performing a fit with the physics
parameters of the decay fixed and the angular acceptance
parameterised, the coe�cients of which are left free in
the fit. An uncertainty of 7.8% is introduced in the cal-

3

Table 2: Systematic uncertainties on the branching frac-
tions of B0

(s) ! µ+µ�µ+µ�. The combined systematic
uncertainties are calculated by adding the individual com-
ponents in quadrature.

Source Systematic uncertainty [%]

B(B0 ! J/ K⇤0) 10.2
S-wave correction 8.3
fd/fs 7.8
Data-simulation di↵erences 5.2
Trigger e�ciency 4.4
PID selection e�ciency 4.1
Simulation sample size 1.3
B0 ! J/ K⇤0 yield 0.6

Combined B0
s uncertainty 17.2

Combined B0 uncertainty 15.4

culation of B(B0
s ! µ+µ�µ+µ�), due to the uncertainty

on fs/fd [15]. The 4.4% systematic uncertainty associ-
ated with the trigger e�ciency is calculated as the relative
di↵erence between the data and simulation e�ciencies of
the trigger selection criteria applied to the normalisation
channel. The e�ciency in data is calculated using the
method described in Ref. [17]. Small di↵erences are seen
between the data and the simulated events for the track
�2
IP distributions and the e�ciency for reconstructing in-

dividual tracks. The distributions of these quantities are
corrected in the simulation to resemble the data using data-
driven methods and the associated uncertainty is assessed
by varying the magnitude and the configuration of the
corrections. The relative systematic uncertainty assigned
to the ratio of e�ciencies, ✏B0!J/ K⇤0/✏B0

s!µ+µ�µ+µ� ,
is calculated to be 5.2%. The 4.1% uncertainty on the
PID selection e�ciency is the maximum relative change
in ✏B0!J/ K⇤0/✏B0

s!µ+µ�µ+µ� that results from applying
di↵erent binning schemes to the PID calibration samples.
This uncertainty includes e↵ects associated with muon,
kaon and pion identification. The statistical uncertainty
associated with the size of the simulated event samples
is 1.3% for both B0 and B0

s modes. The uncertainty on
the B0 ! J/ K⇤0 yield is 0.6%. Table 2 summarises the
systematic uncertainties for both the B(B0

s ! µ+µ�µ+µ�)
and B(B0 ! µ+µ�µ+µ�) branching fractions. The com-
bined systematic uncertainty for the B0

s and B0 modes is
17.2% and 15.4%, respectively. The same uncertainties
apply for B(B0

s ! SP ) and B(B0 ! SP ).
The non-resonant four-muon invariant mass range and

the background fit are shown in Fig. 3. One event is ob-
served in theB0 signal window and zero events are observed
in the B0

s window. These observations are consistent with
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Figure 3: Invariant mass distribution of non-resonant
B0

(s) ! µ+µ�µ+µ� candidates. The solid (dashed) black

lines indicate the boundaries of the B0
s (B0) signal window.

The blue curve shows the model used to fit the mass side-
bands and extract the expected number of combinatorial
background events in the B0

s and B0 signal regions. Only
events in the region in which the line is solid have been
considered in the fit.

the expected background yields. The CLs method [18, 19]
is used to set upper limits on the branching fractions. The
95% (90%) confidence level limits for the non-resonant
B0

(s) ! µ+µ�µ+µ� decay modes in the phase space model
are

B(B0
s ! µ+µ�µ+µ�) < 1.6 (1.2)⇥ 10�8,

B(B0 ! µ+µ�µ+µ�) < 6.6 (5.3)⇥ 10�9.

The corresponding limits for the MSSM model with
B0

(s) ! SP and the mass of P (S) set to 214.3 MeV/c2

(2.5 GeV/c2), are

B(B0
s ! SP ) < 1.6 (1.2)⇥ 10�8,

B(B0 ! SP ) < 6.3 (5.1)⇥ 10�9.

Varying the mass of S across the allowed phase
space of the B0

(s) ! SP decay, from 211 MeV/c2 to 5065

(5153) MeV/c2 for B0 (B0
s ), results in a relative change in

the 95% confidence level limit from �23% to +6% for
both B0 and B0

s decay modes.
In summary, a search for the decays B0

(s) ! µ+µ�µ+µ�

has been performed and first limits on the branching
fractions for these decay modes have been set. These
limits begin to probe the upper regions of the parameter
space of the B0

(s) ! SP decay [1].

4

Bs0 → J/ψK*0
B0 → J/ψK*0

Bs→4µ in SM:
‣Resonant contribution Bs→J/ψ(µµ)ϕ(µµ) which 
has a BR = (2.3±0.9)x10–9  
[Phys. Rev. D86 (2012) 010001]

‣Non resonant process with a virtual photon 
exchange BR∼10–10–10–11

[D. Melikhov and N. Nikitin, Phys. Rev. D 70 (2004) 114028]

•Possible enhances in NP scenarios (i.e. 
scalar–pseudoscalar sgoldstinos couple)
•Normalization on B0→J/ψ(→µµ)K∗0(→Kπ)

•Result on 1 fb–1: observed 1 event in B0 
window, 0 in Bs0. Consistent with expected 
bkg.
•[preliminary] Limits at 95(90)% C.L.:
‣BR(Bs0→4µ) < 1.6 (1.2) ·10−8

‣BR(B0→4µ) < 6.6 (5.3) ·10−9

Paper in preparation

First experimental limit to date

preliminary

preliminary
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Ks→µµ

2 

Introduction 

(1973) 

Worth having 
a look!

Region of more 
interest

[G. Ecker, A. Pich, Nuclear Physics B 366 (1991), 
 G. Isidori, R. Unterdorfer, JHEP 0401 (2004)]

[S. Gjesdal, J. Steinberger et al, Physics Letters B, 44 (1973)]

‣ The rare decays KS → µ+µ− are a very useful source of 
information on the short-distance (box and penguin) 
structure of ∆S = 1 FCNC transitions. 
‣ SM prediction: 
     BR(KS → µ+µ−) = (5.0±1.5)x10–12

 
‣ Experimental status: current limit from 1973
    BR(KS → µ+µ−) < 3.2 x 10–7 @ 90% of C.L.

‣ Comparison with KL→µ+µ– can reveal effects due to 
new light scalars and bounds at 10-11 level constrain 
CP violating phase from s→dℓℓ!  (E.g.: K→πνν)
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Ks→µµ
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Figure 4. CLs curves for (a) TIS, (b) TOS categories and for (c) the combined sample. The solid
line corresponds to the observed CLs. The dashed line corresponds to the median of the CLs for an
ensemble of background-alone experiments. In each plot, two bands are shown. The green (dark)
band covers 68% (1�) of the CLs curves obtained in the background only pseudo-experiments, while
the yellow (light) band covers 95% (2�).

Quantity TIS TOS Combined

Expected upper limit at 95 (90)% C.L. [10�9] 42 (33) 13 (10) 11 (9)

Observed upper limit at 95 (90)% C.L. [10�9] 24 (19) 15 (12) 11 (9)

p-value 0.95 0.20 0.27

Table 1. Upper limits on B(K0
S ! µ

+
µ

�) for the TIS and the TOS categories separately, and for
the combined analysis. The last entry in the table is the p-value of the background-only hypothesis.

The observed distribution of events is compatible with background expectations, giving

a p-value of 27%. In particular, in the last 4 bins of the BDT output, corresponding to the

most significant region of the analysis, just one candidate is observed in each of the trigger

categories, in agreement with the background expectations. Figure 4 shows the expected

and observed CLs curves for the TIS category and for the TOS category as well as for

the combined measurement. The upper limit found is 11 (9)⇥10�9 at 95 (90)% confidence

level and is a factor of thirty below the previous world best limit. Table 1 summarises the

limits in the TIS, TOS categories, and the combined result.
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Figure 3. Background model fitted to the data separated along (left) TIS and (right) TOS trigger
categories. The vertical lines delimit the search window.

4 Background

The search region is defined as the mass range [492, 504]MeV/c2. The background level is

calibrated by interpolating the observed yield from mass sidebands ([470, 492] and [504, 600]

MeV/c2) to the signal region. This is done by means of an unbinned maximum likelihood

fit in the sidebands, using a model with two components. The first component is a power

law that describes the tail of K0
S ! ⇡

+
⇡

� decays where both pions are misidentified as

muons; this model has been checked to be appropriate using MC simulation. The second

component is an exponential function describing the combinatorial background. As an

illustration, figure 3 shows the distribution of candidates for all BDT bins and for TIS

and TOS samples, respectively. The expected total background yield in the most sensitive

BDT bins of both samples ranges from 0 to 1 candidates.

Other sources of background, such as K

0
S ! ⇡

+
µ

�
⌫̄µ, K0

S ! µ

+
µ

�
�, K0

L ! µ

+
µ

�
�,

K

0
L ! ⇡

+
µ

�
⌫̄µ and K

0
L ! µ

+
µ

� decays, are negligible for the current analysis. In the case

of K0
L ! µ

+
µ

� and K

0
L ! µ

+
µ

�
�, the contributions have been evaluated using the ratio

of the K

0
S and K

0
L lifetimes and the proper time acceptance measured in data with the

K

0
S ! ⇡

+
⇡

� decays. The contributions of the other decay modes have been determined

using MC simulated events.

5 Normalisation

A normalisation is required to translate the number of K0
S ! µ

+
µ

� signal decays into a

branching fraction measurement. Two normalisations are determined independently for

TIS and TOS candidates. The B(K0
S ! µ

+
µ

�) is computed using

B(K0
S ! µ

+
µ

�)

B(K0
S ! ⇡

+
⇡

�)
=

✏⇡⇡

✏µµ

NK0
S!µ+µ�

NK0
S!⇡+⇡�

, (5.1)

where, in a given BDT bin, NK0
S!µ+µ� is the observed number of signal decays, NK0

S!⇡+⇡�

the number of K0
S ! ⇡

+
⇡

� decays, and ✏⇡⇡/✏µµ the ratio of the corresponding e�ciencies.

The e�ciencies are factorised as ✏ = ✏

SEL
✏

PID
✏

TRIG/SEL where:
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Figure 1. Mass spectrum for selected K

0
S ! ⇡

+
⇡

� candidates in the MB sample. The black points
correspond to the mass reconstructed under the ⇡⇡ mass hypothesis for the daughters, while the
red triangles correspond to the mass reconstructed under the µµ mass hypothesis.

to be downstream of the PV. If more than one PV is reconstructed, the PV associated to

the K0
S is the one that minimises its IP �

2. Furthermore, ⇤ ! p⇡

� decays are vetoed via a

requirement in the Armenteros-Podolanski plane [20], by including cuts on the transverse

momentum of the daughter tracks with respect to the K

0
S flight direction and on their

longitudinal momentum asymmetry. The reconstructed K

0
S ! µ

+
µ

� mass is required to

be in the range [450,1500] MeV/c2.

The K

0
S ! ⇡

+
⇡

� decay is used as a control channel and is reconstructed and selected

in the same way as the signal candidates, with the exception of the particle identification

requirements on the daughter tracks and the mass range, which is requested to be between

400 and 600 MeV/c2.

Figure 1 shows the mass spectrum for selected K

0
S ! ⇡

+
⇡

� candidates in the MB

sample after applying the set of cuts described above and in the ⇡⇡ and µµmass hypotheses:

the two mass peaks are separated by 40 MeV/c2. This separation, combined with the LHCb

mass resolution of about 4 MeV/c2 for such combinations of tracks, is used to discriminate

the K

0
S ! µ

+
µ

� signal from K

0
S ! ⇡

+
⇡

� decays where both pions are misidentified

as muons.

In order to further increase the background rejection, a boosted decision

tree (BDT) [21] with the AdaBoost algorithm [22] is used. The variables entering in

the BDT discriminant are:

• the decay time of the K

0
S candidate, computed using the distance between the SV and

the PV, and the reconstructed momentum of the K

0
S candidate;

• the smallest muon IP �

2 of the two daughter tracks with respect to any of the PVs

reconstructed in the event ;

• the K

0
S IP �

2 with respect to the PV ;

– 4 –

BR(KS→µ+µ–)<9(11)x10-9 @90%(95%) C.L.
It is an improvement of a factor ∼30 respect the previous best limit.

• Blind analysis on 1fb–1 of data collected during 2011 
(∼1013 KS)
• LHCb mass resolution exploited to discriminate 
KS → π+π− with both pions misid as µ’s 
• Main sources of bkg: combinatorial & double 
misid KS → π+π− 
• KS → π+π− used as normalization channel
• Limit is computed using the CLs (modified 
frequentist) approach [J. Phys. G28 (2002) 2693]

KS → π+π− with µµ mass hyp.
KS → π+π− correct mass hyp.

40 MeV/c2

expected CLs bkg-only hypo.
expected CLs 1σ
expected CLs 2σ
observed CLs

1.0 fb–1 
7 TeV 
data

1.0 fb–1 
7 TeV 
data
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Bs→µµ beyond the SM
Theoretically very clean source of information of 
Flavour Physics beyond the SM.

Useful to set a model-independent constraints on 
Wilson coefficients.

Particularly sensitive to FCNC scalar currents and 
FCNC Z penguins.

NP enhancements of BR(Bs→µ+µ−) are 
constrained to be smaller or at the same level 
than the SM prediction. There still remains, 
however, room for a contribution from physics 
beyond the Standard Model.

NUHM1

CMSSM
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Glimpse on the Future

year 2011 2012 2015-2017 upgrade
√s 7 8 13 14
Lint 1 1.5(*) 4 50

(*) we actually collected 2!

2012: LHCb Upgrade Framework TDR
http://cdsweb.cern.ch/record/1443882/files/LHCB-TDR-012.pdf

The integrated statistics used in the uncertainty extrapolation for 2018  and 
the upgrade (2028) are respectively   Lint = 7 fb−1  and Lint = 50 fb−1

Extrapolation from 2011 Published analysis (1.5 10-9 precision) 
where the stat. uncertainty is scaled as √N. 
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