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Physics Motivation

2

Forbidden in the standard model

Discovery → evidence of new physics.

MEG is exploring the new physics region
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Signal & background
Signal

μ+ decay at rest

52.8MeV (half of Mμ) (Eγ,Ee)

Back-to-back (θeγ,φeγ)

Timing coincidence (Teγ)

Radiative muon decay

μ → eννγ

Timing coincident, not back-to back, E 
< 52.8MeV

Accidental background

Michel decay e+ +  random γ

Dominant background

Random timing, angle, E < 52.8MeV
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MEG detector

Eur. Phys. J. C, 73 (2013) 2365

PSI in Switzerland
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Very high rate μ beam

Good resolution for relatively low (52.8 MeV) energy particles

Reducing accidental backgrounds

Key items for μ→eγ experiments

5

High rate

Resolution
Efficiency

Background
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High rate
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πE5

Beam and target

6
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.
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TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring
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measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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rate, sensitivity and background reduction are mandatory. The basic scenarios studied for a MEG upgrade

strategy are summarized in Tab. IV and involved the use of either a surface or sub-surface muon beam with

target thicknesses ranging from 100 - 250 µm. The muon stopping numbers are from Monte-Carlo simu-

lations based on real phase space measurements, while the target stopping rates are scaled from measured

muon intensities.

TABLE III: Shows a series of beam measurements taken at the intermediate collimator position and at the centre of

COBRA (CC), for a sub-surface muon beam of 25 MeV/c. No Degrader was used and the rates at CC are those of

muons arriving at the centre, for a proton beam intensity of 2.0 mA.

Slit opening Collimator position COBRA center

Rµ (Hz) at 2mA �x (mm) �y (mm) Rµ (Hz) at 2mA �x (mm) �y (mm)

250/280 9 · 107 21.8 18.6 7 · 107 9.6 10.1

115/115 3.5 · 107 21.4 15.5 2.9 · 107 8.9 8.8

70/70 6.5 · 106 20.4 15.8 5.8 · 106 8.4 8.3

TABLE IV: Monte-Carlo results for a Surface and Sub-surface muon beam + various target combinations based on a

proton beam intensity of 2.3 mA.

Beam Target Target US Tg DS Stop Rate 2.3mA Stopping Stopping Measuring

Tickness Angle Whole Target E�ciency Quality Time

(µ m) (deg) (%) (%) (%) x107Hz (%) Factor SQF yrs

Surface 250 20.5 8.4 75.3 16.2 9.6 82.3 3.0 2.2

Surface 205 20.5 7.2 65.9 26.8 8.4 71.1 1.7 2.5

Surface 180 20.5 7.3 61.6 31.0 7.8 66.5 1.4 2.7

Surface 160 20.5 9.3 57.5 33.2 7.3 63.4 1.2 2.9

Surface 140 20.5 13.7 53.4 32.8 6.8 62.0 1.0 3.1

Surface 100 20.5 23.6 41.8 34.5 5.3 54.8 0.6 4.0

Surface 180 15.0 5.7 64.9 29.3 8.2 68.9 1.5 2.6

Surface 160 15.0 7.6 62.3 29.9 7.9 67.6 1.3 2.7

Surface 140 15.0 7.5 59.4 33.0 7.5 64.3 1.2 2.8

Surface 120 16.0 9.7 52.8 37.4 6.7 58.6 0.9 3.1

Sub-Surf 250 20.5 5.8 78.4 15.7 8.2 83.4 3.5 2.6

Sub-Surf 205 20.5 5.3 70.2 24.3 7.3 74.3 2.1 2.9

Sub-Surf 140 20.5 17.3 60.7 22.0 6.3 73.4 1.4 3.3

Sub-Surf 100 20.5 32.5 47.8 19.7 5.0 70.8 1.1 4.2

Sub-Surf 180 15.0 4.8 69.6 25.6 7.2 73.1 1.9 2.9

Sub-Surf 160 15.0 5.5 66.6 27.8 6.9 70.6 1.6 3.0

Sub-Surf 140 15.0 7.2 64.8 27.8 6.7 69.6 1.4 3.1

Sub-Surf 120 16.0 9.7 59.1 31.0 6.1 65.6 1.1 3.4

In summary, the results show that both surface and sub-surface beams yield solutions within a reasonable

measuring time span of 3 years. The estimated stopping rate at a proton beam intensity of 2.3 mA is also
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2008 → 2009 : direction-match and γ energy
                         resolution  improvement
2010 → 2011 : multiple-buffer readout

Trigger
FPGA based trigger system
Physics-event trigger
γ energy                                         → 2×103 Hz
Time coincidence between γ and e+  → 100 Hz
Direction match                                    → 10 Hz

>95% efficiency for signal

Readout
DRS digitizer chip developed at PSI

Sampling up to 5GHz (0.8 or 1.6 GHz used in 
MEG)
12 bit voltage digitization
16 ch per VME board

Slow-control and DAQ
9 frontend computers and an event builder
MIDAS DAQ framework
MSCB slow-control bus

DRS mezzanine board

http://midas.psi.ch

http://midas.psi.ch/drs

http://midas.psi.ch
http://midas.psi.ch
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Positron spectrometer performance
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Positron spectrometer performance, cont.

σz  2.5mm
σy  1.1mm(86%), 5.3mm(14%)

σθ  9.4mrad
σφ  8.4mrad(80%), 38mrad(20%)  for φ=0
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shown in Fig. 31, is fit with the convolution of two double
Gaussian functions, resulting in a z coordinate resolution of
σDCHz = 800 µm in the core (91%) and σDCHz = 2.1 mm
in the tail. The largest known contribution to the z coor-
dinate resolution comes from the stochastic fluctuations of
the baseline in the presence of noise; this is estimated to be
σDCHz,noise = 550 µm on average. The design z coordinate reso-
lution was σDCHz = 300 µm.

(a) A view of a track segment in
the (x,y) plane. See text for details.

(b) A view of a track segment in
the zφ plane. See text for details.

Fig. 30 A diagram of the technique for measuring the intrinsic z coor-
dinate resolution.
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Fig. 31 A fit to the distribution of the difference of projected z coordi-
nates for two-hit clusters.

4.10.2 Angular Resolution

The resolutions in the measurements of the positron angles
at the target are measured from data by exploiting events
where the positron makes two turns in the DCHs. Each turn
is treated as an independent track, fitted, and propagated to
the beam line where the track angles are compared. The dis-
tributions of the difference of the two measured angles in
double-turn events are shown in Fig. 32 for θe and in Fig. 33
for φe. The resolution in each turn is assumed to be the same
and these distributions are fit to the convolution of a single
(θe) or double (φe) Gaussian functions. These functions rep-
resent the resolution function of the positron angles.

According to Monte Carlo studies, this method provides
a significant overestimate of the true resolution. After cor-
recting for this, we obtain a single Gaussian resolutionσθe =
9.4± 0.5 mrad and a double Gaussian φe resolution of σφe =
8.4 ± 1.4 mrad in the core (80%) and σφe = 38 ± 6 mrad
in the tail, where the errors are dominated by the systematic
uncertainty of the correction. The Monte Carlo resolutions
are σθe ∼ 9 mrad σφe ∼ 8 mrad, while the design resolutions
were σθe,φe ∼ 5 mrad.

It is also important to stress that these resolutions are af-
fected by correlations among the other positron observables,
which can be treated on an event-by-event basis, so that that
the effective resolutions determining the experimental sen-
sitivity are σθe = 8.5 ± 0.5 mrad and σφe = 7.7 ± 1.4 mrad
in the core.

The multiple scattering contribution to these resolution
is σθe ,φe ∼ 6.0 mrad, the rest is due to the single hit resolu-
tion.
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Fig. 32 A fit to the distribution of δθe ≡ θ1st turne − θ2nd turne on double-
turn events. The distribution is fitted with a single Gaussian function
convolved with itself, and the corresponding width is shown.

4.10.3 Vertex Resolution

The resolution in the position of the decay vertex on the tar-
get is dominated by the positron angular resolution. For a
proper evaluation of the angular resolution function, a pre-
cise knowledge of the correlations between positron angle
error and vertex position error is required. The average ver-
tex position resolutions, however, can be measured directly
by comparing the projected point of interception at the tar-
get plane on double-turn events. The difference in vertex z
coordinates of the two turns is fit to the convolution of a
single Gaussian function with itself, while that of the ver-
tex y coordinates is fit to the convolution of a double Gaus-
sian function with itself. After the Monte Carlo corrections
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Fig. 33 A fit to the distribution of δφe ≡ φ1st turn
e − φ2nd turn

e on double-
turn events. The distribution is fitted with a double Gaussian function
convolved with itself, and the corresponding core and tail widths are
shown, along with the fraction of events in the core component.

are applied, the resolutions are σye = 1.1 ± 0.1 mm in the
core (86.7%), σye = 5.3 ± 3.0 mm in the tail and σze =
2.5 ± 1.0 mm. The resolutions for Monte Carlo events are
σMCye = 1.0 ± 0.1 mm in the core and σMCze = 2.9 ± 0.3 mm.
The values of σye are corrected for the correlation with the
positron energy assumed to be the signal energy.

The design resolution was σye ,ze ∼ 1.0 mm without cor-
recting for correlation.

4.10.4 Energy Resolution

The positron energy resolution is measured with a fit of the
energy distribution to the unpolarised Michel spectrum mul-
tiplied by an acceptance function and convolved with a res-
olution function:

Probability density(Emeasurede ) =
(Michel ∗ Acceptance)(Etruee ) ⊗ Resolution. (6)

Functional forms for both the acceptance and the resolu-
tion functions are based on the guidance provided by Monte
Carlo simulation. The acceptance function is assumed to be:

Acceptance(Etruee ) =
1 + er f ( E

true
e −µacc√

2σacc
)

2
, (7)

and the resolution function is taken to be a double Gaus-
sian. The acceptance and the resolution parameters are ex-
tracted from the fit, as shown in Fig. 34. This gives an av-
erage resolution of σEe = 330 ± 16 keV in the core (82%)
and σEe = 1.13 ± 0.12 MeV in the tail. There is also a 60
keV systematic underestimation of the energy, to which we
associate a conservative 25 keV systematic uncertainty from
Monte Carlo studies. This is to be compared with the reso-
lution goal of σEe = 180 keV (0.8% FWHM).

A complementary approach to determining the positron
energy resolution is possible by using two-turn events as for
the angular resolution. Figure 35 shows the distribution of
the energy difference between the two turns. This is fit to
the convolution of a double Gaussian function with itself,
the same shape assumed in the fit of the edge of the Michel
spectrum. A disadvantage of this technique is its inability
to detect a global shift in the positron energy scale. This
technique gives an average resolution of σEe = 330 keV
in the core (79%) and σEe = 1.56 MeV in the tail, in reason-
able agreement with the results obtained from the fit of the
Michel spectrum. A systematic offset of 108 keV between
the energies of the two turns also appears; the energy of the
first turn is systematically larger than the energy of the sec-
ond turn. A related effect is the dependence of the measured
Michel edge on θe. These effects point to errors in the mag-
netic field mapping.
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Fig. 34 A fit to the Michel positron energy spectrum. The theoretical
spectrum (dashed black), the resolution function (dashed blue) and the
acceptance curve (in the bottom plot) are also shown.

4.10.5 Chamber detection efficiency

The relative efficiency of each chamber plane is measured
as the probability to have a reconstructed hit when its neigh-
bouring plane in the same chamber has at least one hit as-
sociated to a track. This probability is called the “hardware”
efficiency, while the probability to have a hit associated to

Resolutions for signal (after MC corrections)

Positron Angle & μ Decay Point
• Angular resolutions 

were evaluated by the 
double turn tracks 
inside the DC

• holes of the muon 
stopping target

Angular Resolution (Run2008) 
16

✤ σθ = 1.45 deg. /√2

         ≈ 18 mrad. 

✤ σφ = 0.81 deg. /√2

         ≈ 10 mrad. 

✤ Angular resolution is estimated by doubly curling track.
✤ Subtracted angular residual of each turn gives intrinsic angular resolution.

Hajime NISHIGUCHI (KEK)                                “MEG2008 Positron Spectrometer”              JPS-Autumn-Meeting, 10-13/Sep./2009, Konan University 

(*) N.B.  Taking the z-axis as the beam-axis, θ is defined as the polar angle, while φ is the azimuthal angle.
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Timing counter
15×2(Upstream/Downstream) plastic scintillator bars (4×4×80cm3)

Fine mesh PMTs at both ends, positron timing measurement

Positron φ, z position reconstruction using charge-ratio (online) or time-difference 
(offline).

z
φ

Z ( beam direction )

f

Z (beam)
Φ

Resolution
Efficiency

25

neglecting the term due to track propagation, the single bar
resolution is estimated from σt/

√
2. This method overes-

timates the timing resolution since the track length spread
term is not corrected for. Using triple bar events and evalu-
ating the quantity:

∆T = T2 −
T1 + T3
2

(12)

the effect of the different path length between bars can be re-
moved at first order, resulting in a better estimate of timing
resolution. This is shown in Fig. 46 where the red and black
markers represent respectively the resolutions obtained in
triple and double bar samples. However, the triple sample
has significantly smaller statistics so the double bar sample
is used as the reference tool for checking the detector per-
formance.

A certain degradation of the timing performance between
the Beam Test (σt ∼ 40 − 50 ps) and the Physics Run con-
figuration (σt ∼ 65 ps) has been observed. A few factors
contribute to this effect: the need for a lower PMT gain in or-
der to withstand the high rate and match the dynamic range
of the DAQ/electronics chain; a slightly higher value for the
low threshold due to additional noise from the surrounding
environment; intrinsic uncertainties in both double and triple
bar estimates; and contributions from DRS calibration.

Fig. 46 Timing resolution on double (black markers) and triple (red
markers) bar events, with LLT=25 mV. Due to the different rates for
two-bar and three-bar events, the sample used here is different than the
one in Fig. 43

5.7 Positron timing resolution

In the proposal the timing resolution of the positron was as-
sumed to be dominated by the timing resolution of the TC.
That was because of the optimistic assumption on tracking
performances, as well as the neglect of the contributions of
the calibration of the DRS boards and of TC counter offsets.
Assuming a small contribution from the uncertainty on the

track length, the design positron timing resolution was to be
σte = 50 ps.

In Monte Carlo, which incorporates a fairly precise de-
scription of DCH and of the positron reconstruction algo-
rithm, an additional contribution due to track length fluctu-
ations σL,MCte = 50 ps is present. Added to the TC intrinsic
resolution σTC,MCte = 40 ps, it totals a positron time resolu-
tion σMCte = 64 ps.

In the data, those contributions are evaluated to beσL,MCte =

60 ps and σLte = 75 ps. Additionally, an estimated contribu-
tion from DRS calibration is σDRSte = 25 ps and from TC
offset calibration σcalte = 40 ps. The total positron resolution
is σte = 107 ps.

5.8 Position resolution

The positron impact point calculated from the time differ-
ence between the two pulses is obtained from Eq. 9 as

z =
veff
2
× (tin − tout − (bin − bout) − (TWin − TWout)) (13)

The impact point can also be evaluated using the ratio of
the charges delivered at the inner and outer PMTs [40]:

Qin = EGin e
−

L
2 +z
Λeff (14)

Qout = EGout e
−

L
2 −z
Λeff (15)

where E is the energy released inside the bar, Gin,out takes
into account several contributions (i.e. the scintillator yield,
PMT quantum efficiency and gain), Λeff is the effective at-
tenuation length of the bar. Taking the ratio we obtain:
Qin

Qout
=
Gin

Gout
e−

2z
Λeff (16)

which leads to:

z =
Λeff

2

(

ln
Qout

Qin
− ln

Gout

Gin

)

(17)

Moreover, from Eq. 14 the energy release in the bar can
be estimated without dependence on z:
√

Qin Qout = E
√

Gout Gin e
− L
Λeff (18)

Note that the combination of Eq. 17 and Eq. 13 provides
a way to evaluate the ratio Λeff/veff for each TC bar. Assum-
ing veff = 14.0 cm/ns, the value of Λeff is extracted from
a linear fit as shown in Fig. 47. The Λeff values extracted in
2011 for all bars fall in the range 40−90 cm. This apparently
large dispersion of values is caused by variation in surface
reflectivity due to surface machining, hand-made polishing
and wrapping, while the bulk attenuation is expected to be
constant between the bars.

Two methods for impact point reconstruction are used
in different stages of the data acquisition chain. The on-line
algorithm for z reconstruction in the trigger, requiring fast

Timing resolution of TC : 65 psec

PMT

Time resolutions
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2.7t Liquid xenon gamma-ray detector

900L liquid xenon

846 2” PMTs (Hamamatsu)
Submerged in Liquid

γ energy, position, and timing 
reconstruction

Merits
High light output(80% of NaI)

Fast timing response(45ns)

Heavy(3g/cm3)

Challenges
Low temperature(160K)

 200W pulse tube cryocooler

Short scintillation wavelength (175nm)

Gas/liquid purification

γ measurement with high resolutions 
and efficiency in a large acceptance
Pileup elimination in offline analysis

High rate

Resolution
Efficiency
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PMT Energy Time

LED
Alpha source (5.5 MeV)

AmBe (4.4MeV)
Neutron capture (9MeV)
Li(p,γ)Be (17.6 MeV)
π0➞γγ (55, 83 MeV)
Cosmic ray (160 MeV)

B(p,γ) (4.4+11.7 MeV)
π0➞e+eγ (55-83 MeV)
Muon radiative decay
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of the γ -ray energy must be extracted from the number of
photons detected by the PMTs surrounding the LXe volume,
once the proper proportionality factor is known. This factor
contains the LXe light yield, the photo-cathodic coverage,
the PMT gains and the Quantum Efficiencies (QE). All these
quantities may depend on time: some more than others (e.g.
the purity of LXe may change, some PMTs may be switched
off for some runs).

For this reason a number of calibration lines are avail-
able to check the energy scale over the full energy range.
Low-energy calibrations by means of radioactive sources are
easier and performed more frequently. Although they are
of limited use to set the absolute energy scale in the sig-
nal region, they are helpful in finding gross variations of
LXe purity. At the opposite end, 54.9 MeV γ -rays from π0

decays make possible to directly measure the detector re-
sponse, uniformity and resolution close to the signal energy.
A drawback of this calibration method is the need to change
the beam polarity and momentum (from µ+ to π−) and the
usage of a liquid hydrogen target.

Table 5 presents a list of these lines, which span a broad
energy range:

1. In the low-energy region 4.4 MeV γ -rays from an AmBe
source and 5.5 MeV α-particles from 241Am sources de-
posited on thin wires are used to monitor the PMT QEs
and the LXe optical properties on a daily basis. In addi-
tion, 9.0 MeV γ -rays from capture by nickel of thermal-
ized neutrons produced by a neutron generator are also
available (see Sects. 7.1.2–7.1.5).

2. In the intermediate-energy region a C–W accelerator is
used, two/three times per week, to accelerate protons,
in the energy range 400–900 keV, onto a Li2B4O7 tar-
get. γ -rays of 17.6 MeV energy from 7Li(p,γ17.6)

8Be
monitor the LXe detector energy scale and resolution,
while time-coincident 4.4 MeV and 11.6 MeV γ -rays
from 11B(p,γ4.4γ11.6)

12C are used to intercalibrate the
relative timing of the LXe detector with the TC (see
Sect. 7.3.1).

3. In the high-energy region measurements of γ -rays from
π0 decays produced by the π− CEX reaction in a liq-

uid hydrogen target are performed once/twice a year (see
Sect. 7.3.2).

7.1.1 LEDs and gain evaluation

PMT gains are estimated by using blue LEDs immersed in
the LXe at different positions. In total, 44 LEDs are installed
in the detector. To minimise the position dependence of the
detected photons, 11 LEDs are flashed simultaneously. In
dedicated gain measurement runs, performed every second
day on average, LEDs are flashed at several different intensi-
ties, and the PMT gains are evaluated from the photoelectron
statistics following the method described in [41]. There are
two kinds of known PMT gain instabilities, a long-term gain
decrease, and a rate-dependent gain shift. The former is typ-
ically 0.1 %/day during physics runs and 0.4 %/day during
CEX calibration runs (see Sect. 7.3.2).

The latter is observed when starting to use the µ beam,
the typical shift being ∼+2 %. It was found that the LED
light intensity was stable enough to check the long-term sta-
bility of each PMT gain. To monitor and correct long-term
instabilities, constantly flashing LED data have been taken
during physics runs since 2009 at a rate of ∼0.2 Hz: the
LED peak position for each PMT, and its variation with the
time, is used to bridge the PMTs gain variation between two
consecutive dedicated gain measurement runs.

7.1.2 Point-like α-sources

A calibration technique based on a lattice of 241Am point-
like α-sources was developed and applied, for the first time,
in a prototype LXe detector [48]. The sources are prepared
by fixing small portions of a 241Am foil to a gold-plated
tungsten wire by a thermo-compression method. The result-
ing wire diameter, after the source mounting, is <150 µm.

In the LXe detector we mounted five wires, each one
hosting five point-like sources of ∼1 kBq/source, for a total
activity of ≈25 kBq. The wires are positioned in a staggered
fashion to optimise the range of angles and distances from
which they are viewed from the PMTs (see Fig. 60).

Table 5 Typical calibrations
performed to determine the LXe
detector performance (energy
scale, linearity, etc.) with their
energy range and frequency

Process Energy (MeV) Frequency

Charge exchange π−p → π0n 54.9,82.9 yearly

π0 → γ γ

Charge exchange π−p → nγ 129.0 yearly

Radiative µ+ decay µ+ → e+γ νν 52.83 endpoint weekly

Proton accelerator 7Li(p,γ17.6(14.8))
8Be 14.8, 17.6 weekly

11B(p,γ4.4γ11.6)
12C 4.4, 11.6 weekly

Nuclear reaction 58Ni(n,γ9.0)
59Ni 9.0 daily

AmBe source 9Be(α241Am, n)12C∗ 4.4 daily
12C∗ →12 Cγ4.4
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Energy resolution

Average resolutions
1.7% (depth>2cm), 2.4% (depth<2cm)
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Fig. 54 Reconstructed position distribution with a lead collimator in
CEX runs. There are two slits 1 cm wide in the 1.8 cm thick collimator

the lead collimator is not sufficient to stop 55 MeV γ -rays,
the floor events which are penetrating the lead collimator are
also observed. A double Gaussian function plus a constant
term is fitted to extract the position resolution of 54.9 MeV
γ -rays, and the results are 6.6 mm, 6.7 mm in this exam-
ple. The average resolution at different positions is 6.9 mm.
This result contains the effect of the slit width itself and of
the spread of π0 decay points, and is to be compared with
the average resolution (6.5 mm) from a Monte Carlo sim-
ulation of the same configuration. The quadratic difference
(1.8 mm, expected to come from the PMT QEs calibration
uncertainty) between the data and the Monte Carlo simu-
lation is added into the position resolution map built from
simulation.

Taking into account the difference between Monte Carlo
simulation and the data, the average position resolutions
are estimated to be σ(uγ ,vγ ) ∼ 5 mm and σwγ ∼ 6 mm, re-
spectively, comparable with the design position resolutions.
They are also close to σ MC

(uγ ,vγ ) ∼ 4 mm and σ MC
wγ

∼ 6 mm
estimated by Monte Carlo simulation.

6.4.2 Energy resolution

The energy response of γ -rays at the signal energy is ex-
tracted from the CEX calibration. A small correction is ap-
plied to take into account the different background condi-
tions between the muon and the pion beams, and the opening
angle between the two γ -rays.

The response function of the detector for monochromatic
γ -rays is asymmetric with a low-energy tail due to mainly
two reasons. One is the interaction of γ -rays in the mate-
rial in front of the LXe active volume, and the other is the
shower leakage from the front face. Figure 55 shows the
LXe detector response to 54.9 MeV γ -rays. The distribu-
tion is fitted with an asymmetric function F(x) convolved

Fig. 55 Energy response of the LXe detector to 54.9 MeV γ -rays
for wγ > 2 cm in a restricted range of (uγ , vγ ). The fitting func-
tion is described in the text. The resolution is σEγ = 1.56 % and
FWHMEγ = 4.54 %

with the pedestal distribution h(x) in the CEX run. F(x) is
given by

F(x) =






A exp(− (x−x0)
2

2σ 2
Eγ

) (x > x0 + τ ),

A exp( τ

σ 2
Eγ

(τ/2 − (x − x0))) (x ≤ x0 + τ ),

where A is a scale parameter, x0 is a peak position param-
eter, τ is a transition parameter and σEγ is a resolution pa-
rameter indicating the distribution width on the high-energy
side. Since F(x) shows the intrinsic resolution of the de-
tector without pedestal contribution, it can be used for any
realistic environment with a different pedestal distribution.

A 3-dimensional mapping of these parameters is incorpo-
rated into the likelihood function for the final analysis since
they depend on the position of the γ -ray conversion, mainly
on its wγ coordinate. As an example, the average energy res-
olution is measured to be σEγ = 1.6 % (3 cm < wγ ), 2.0 %
(0.8 cm < wγ < 3 cm) and 2.7 % (0 cm < wγ < 0.8 cm)
in 2011. Except for the acceptance edge along v coordinate
(σEγ ∼ 2.5 % with |v| > 68.2 cm and wγ > 3 cm), the en-
ergy resolution depends weakly on the uγ and vγ coordi-
nates. This number is to be compared with the energy reso-
lution of σ MC

Eγ
= 1.2 % for (2 cm < wγ ) evaluated by Monte

Carlo simulation. The reason of this slightly worse resolu-
tion is not fully understood. The behaviour of PMTs such as
gain stability, angular dependence etc., or optical properties
of LXe such as convection might be possible sources.

The design resolution was σEγ = 1.7 % over all wγ .

6.4.3 Timing resolution

To investigate the intrinsic time resolution of the LXe detec-
tor due to photoelectron statistics, two PMT groups (even
PMT IDs or odd PMT IDs) are defined, and the times of the

Measured using 55 MeV CEX gamma rays

Position and depth 
dependences are measured

Typical 55 MeV CEX spectrum

Resolution map

γ

Lower tail due to
 Energy deposit in material before entering 
LXe (Magnet, cryostat, PMT holder etc.)
 Energy escape from LXe

Eγ
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Fig. 54 Reconstructed position distribution with a lead collimator in
CEX runs. There are two slits 1 cm wide in the 1.8 cm thick collimator

the lead collimator is not sufficient to stop 55 MeV γ -rays,
the floor events which are penetrating the lead collimator are
also observed. A double Gaussian function plus a constant
term is fitted to extract the position resolution of 54.9 MeV
γ -rays, and the results are 6.6 mm, 6.7 mm in this exam-
ple. The average resolution at different positions is 6.9 mm.
This result contains the effect of the slit width itself and of
the spread of π0 decay points, and is to be compared with
the average resolution (6.5 mm) from a Monte Carlo sim-
ulation of the same configuration. The quadratic difference
(1.8 mm, expected to come from the PMT QEs calibration
uncertainty) between the data and the Monte Carlo simu-
lation is added into the position resolution map built from
simulation.

Taking into account the difference between Monte Carlo
simulation and the data, the average position resolutions
are estimated to be σ(uγ ,vγ ) ∼ 5 mm and σwγ ∼ 6 mm, re-
spectively, comparable with the design position resolutions.
They are also close to σ MC

(uγ ,vγ ) ∼ 4 mm and σ MC
wγ

∼ 6 mm
estimated by Monte Carlo simulation.

6.4.2 Energy resolution

The energy response of γ -rays at the signal energy is ex-
tracted from the CEX calibration. A small correction is ap-
plied to take into account the different background condi-
tions between the muon and the pion beams, and the opening
angle between the two γ -rays.

The response function of the detector for monochromatic
γ -rays is asymmetric with a low-energy tail due to mainly
two reasons. One is the interaction of γ -rays in the mate-
rial in front of the LXe active volume, and the other is the
shower leakage from the front face. Figure 55 shows the
LXe detector response to 54.9 MeV γ -rays. The distribu-
tion is fitted with an asymmetric function F(x) convolved

Fig. 55 Energy response of the LXe detector to 54.9 MeV γ -rays
for wγ > 2 cm in a restricted range of (uγ , vγ ). The fitting func-
tion is described in the text. The resolution is σEγ = 1.56 % and
FWHMEγ = 4.54 %

with the pedestal distribution h(x) in the CEX run. F(x) is
given by

F(x) =






A exp(− (x−x0)
2

2σ 2
Eγ

) (x > x0 + τ ),

A exp( τ

σ 2
Eγ

(τ/2 − (x − x0))) (x ≤ x0 + τ ),

where A is a scale parameter, x0 is a peak position param-
eter, τ is a transition parameter and σEγ is a resolution pa-
rameter indicating the distribution width on the high-energy
side. Since F(x) shows the intrinsic resolution of the de-
tector without pedestal contribution, it can be used for any
realistic environment with a different pedestal distribution.

A 3-dimensional mapping of these parameters is incorpo-
rated into the likelihood function for the final analysis since
they depend on the position of the γ -ray conversion, mainly
on its wγ coordinate. As an example, the average energy res-
olution is measured to be σEγ = 1.6 % (3 cm < wγ ), 2.0 %
(0.8 cm < wγ < 3 cm) and 2.7 % (0 cm < wγ < 0.8 cm)
in 2011. Except for the acceptance edge along v coordinate
(σEγ ∼ 2.5 % with |v| > 68.2 cm and wγ > 3 cm), the en-
ergy resolution depends weakly on the uγ and vγ coordi-
nates. This number is to be compared with the energy reso-
lution of σ MC

Eγ
= 1.2 % for (2 cm < wγ ) evaluated by Monte

Carlo simulation. The reason of this slightly worse resolu-
tion is not fully understood. The behaviour of PMTs such as
gain stability, angular dependence etc., or optical properties
of LXe such as convection might be possible sources.

The design resolution was σEγ = 1.7 % over all wγ .

6.4.3 Timing resolution

To investigate the intrinsic time resolution of the LXe detec-
tor due to photoelectron statistics, two PMT groups (even
PMT IDs or odd PMT IDs) are defined, and the times of the

Measured using lead collimators with CEX data
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Timing resolution

    Time resolution : 67 ps
      = 119ps - beam spread(58ps) - resolution of reference counter(81ps)
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same event are reconstructed by these two groups indepen-
dently. Then the intrinsic time resolution is estimated by the
time difference between these two results, being dominated
by photoelectron statistics, while the effects of electronics,
the position reconstruction and the event-by-event shower
spread cancel out resulting in σ

phe
tγ = 36 ps at 55 MeV.

The absolute timing resolution is evaluated from the
time difference between two γ -rays, emitted back-to-back
from the π0 decay during CEX calibration (see Sect. 7.3.2),
reconstructed by the LXe detector and by a reference
preshower counter. Figure 56 shows the measured time dif-
ference distribution having a resolution of σπ0

tγ γ
= 119 ps,

which includes not only the LXe detector timing resolu-
tion but also the contributions due to the uncertainty of
the π0 decay position and to the reference counter. The
former is evaluated to be σ

π0
tγ = 58 ps by the π− beam

spread (∼8 × 8 mm2 beam spot size). The reference counter
has two plastic scintillator plates and both sides are read
out by 2′′ fine mesh PMTs. The timing resolution of each
plate is estimated by the time difference between the two
PMTs, and the timing resolution of the counter is esti-
mated by these resolutions by taking into account the cor-
relation of the plates. Finally, the resolution of the refer-
ence counter is evaluated to be σ ref

tγ
= 81 ps. The abso-

lute timing resolution of the LXe detector is estimated by
subtracting these contributions, resulting in σtγ = 65 ps at
55 MeV. Figure 57 shows the energy-dependent timing res-
olution of the LXe detector. Black squares show the mea-
sured timing resolution σπ0

tγ γ
, while the red circles show

the LXe detector timing resolution σtγ . The black and the
red smooth curves are the fit results, and their functions
are shown in the figure. A vertical dotted line shows the
γ -ray signal energy (52.83 MeV). The timing resolution

Fig. 56 Time difference reconstructed by the LXe detector and a ref-
erence preshower counter for 54.9 MeV γ -rays

improves at higher energy, which indicates that the photo-
electron statistics still contributes significantly. This small
energy dependence is taken into account in extracting the
timing resolution for signal γ -rays to obtain σLXe

tγ
= 67 ps.

This number is in good agreement with the timing resolu-
tion of σ LXe,MC

tγ = 69 ps evaluated by Monte Carlo simula-
tion.

The breakdown of the time resolution is as follows:

σ LXe
tγ

= σ
phe
tγ ⊕ σ ele

tγ
⊕ σ TOF

tγ
⊕ σ sho

tγ
, (19)

where σ phe is defined above, σ ele
tγ

= 24 ps from electronics

contribution, σTOF
tγ

= 20 ps from the γ -ray time of flight un-
certainty (which corresponds to depth reconstruction uncer-
tainty), and σ sho

tγ
= 46 ps from position reconstruction un-

certainty and the shower fluctuation.
The final resolution on the γ -ray timing σtγ is obtained

combining σLXe
tγ

with the additional σ tar
tγ

spread due to the
uncertainty in the muon decay vertex on the target as mea-
sured by extrapolating the positron at the target plane (see
Sect. 4.10.3). This spread is no more than σ tar

tγ
∼ 5 ps giv-

ing a negligible contribution. The results are σtγ = 67 ps and
σ MC

tγ
= 69 ps.

These results are to be compared with the design res-
olution σ LXe

tγ
∼ 43 ps, that was calculated taking into ac-

count approximately only the contribution from position re-
construction uncertainty. Taking into account also the un-
certainty in the muon decay vertex the design resolution is
again σtγ ∼ 43 ps.

Fig. 57 Energy-dependent timing resolution of the LXe detector (see
text for details)
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same event are reconstructed by these two groups indepen-
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the position reconstruction and the event-by-event shower
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phe
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Fig. 56 Time difference reconstructed by the LXe detector and a ref-
erence preshower counter for 54.9 MeV γ -rays
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Data statistics
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Improvements for the new result

2011 data

Doubled the statistics

Hardware modifications

NaI detector used for calorimeter calibration run was replaced with BGO

Laser tracker system for target and drift chamber initial alignment

Improvements of analysis, applied for 2009-2011 data

Reconstruction improvements (next slide)

Physics analysis

per-event PDF for e+

23

New
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Reconstruction improvements
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Improved pileup unfolding using waveform

7% higher signal efficiency
Reduced tail component

FFT based offline noise reduction
6% higher signal efficiency
Angular resolution improved a few 
percent

e+

Revised track-fitter
7% higher efficiency
Reduced tail component

New

background spectrum

background spectrum
raw energy
with old pileup elimination
with present pileup elimination

old analysis
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Analysis method

25

Likelihood fitting with 5 observables
  Eγ
  Ee

   teγ
   θeγ

   φeγ

: Gamma energy
: Positron energy
: Time difference
: θ angle difference
: φ angle difference

I will explain later...

3

detector is based on the sum of the number of scintillation
photons detected by the PMTs; correction factors take
into account the different PMT geometrical acceptances.
Due to its geometry the detector response is not totally
uniform over its entrance window; this is corrected for
by using γ-lines from CW and CEX reactions. The ab-
solute energy scale and resolution at the signal energy
Eγ = 52.8MeV are determined by the CEX measure-
ment; the resolution σR, extracted from a Gaussian fit
to the right-hand side of the spectrum, depends also on
the depth (w) of the γ−ray conversion point from the en-
trance surface of the LXe detector: σR = 1.9%(w > 2 cm)
and 2.4%(w < 2 cm). The 3D-map of the measured res-
olutions is incorporated into the PDFs for the likelihood
analysis.
The photon energy scale and the resolutions are cross-

checked by fitting the background spectra measured in
the side-bands with the theoretical RMD spectrum folded
with the detector resolutions; the resolutions during the
run are well represented by the CEX evaluations and the
systematic uncertainty of the Eγ-scale is estimated to be
" 0.3%. Since MEG operates at a high beam intensity,
it is important to recognize and unfold pile-up photons.
For each event the spatial and temporal distributions of
the PMT charge are studied to identify photon pile-up
in the LXe detector; in case of positive identification,
corrections to the PMT charges are applied. Cosmic ray
events are rejected by applying topological cuts.
The position of the first interaction of the γ-ray in

the LXe detector is derived from the light distribution
measured by the PMTs close to the region of the energy
deposition by fitting the distribution with the expecta-
tion. The position resolution in the plane of the entrance
window is measured to be 5mm in a dedicated CEX run
with a lead slit-collimator placed in front of the LXe de-
tector, while the resolution along the depth w and the
position dependence of the resolutions are evaluated by
a Monte Carlo simulation.
The resolutions on the relative directions (θeγ , φeγ)

are derived by combining the relevant resolutions of
positrons and photons discussed above; the results are
14.5 (17.1)mrad for θeγ and 13.1 (14.0)mrad for φeγ .
The relative time teγ is derived from the two time mea-
surements by the LXe detector and the TC, after cor-
recting for the length of the particle flight-path. The
associated resolutions at the signal energy 146(122)ps
are evaluated from the RMD peak observed in the Eγ

side-band; a small correction takes into account the Eγ-
dependence measured in the CEX calibration runs. The
position of the RMD-peak corresponding to teγ = 0 was
monitored constantly during the physics data-taking pe-
riod and found to be stable to within 15 ps.
A likelihood analysis is carried out for events in a

portion of the blind region (analysis region) defined by
48 < Eγ < 58MeV, 50 < Ee < 56MeV, |teγ | < 0.7 ns,
|θeγ | < 50mrad and |φeγ | < 50mrad. These intervals in

the analysis variables are between five and twenty sig-
mas wide to fully contain the signal events and also re-
tain some background events. The best estimates of the
numbers of signal, RMD and accidental background (BG)
events in the analysis region are obtained by maximizing
the following likelihood function:

L (Nsig, NRMD, NBG) =

e−N

Nobs!
e
− 1

2
(NBG−〈NBG〉)2

σ2
BG e

− 1
2

(NRMD−〈NRMD〉)2

σ2
RMD ×

Nobs∏

i=1

(NsigS(%xi) +NRMDR(%xi) +NBGB(%xi)) ,

where %xi = {Eγ , Ee, teγ , θeγ ,φeγ} is the vector of ob-
servables for the i-th event, Nsig, NRMD and NBG are
the expected numbers of signal, RMD and BG events,
while S, R and B are their corresponding PDFs. N =
Nsig + NRMD + NBG and Nobs(= 311(645)) is the ob-
served total number of events in the analysis window.
〈NRMD〉(= 27.2(52.2)) and 〈NBG〉(= 270.9(610.8)) are
the numbers of RMD and BG events extrapolated from
the side-bands together with their uncertainties σRMD(=
2.8(6.0)) and σBG(= 8.3(12.6)), respectively.
The signal PDF S(%xi) is the product of the PDFs for

Ee, θeγ , φeγ and teγ , which are correlated variables, as
explained above, and the Eγ PDF. The PDFs properly
incorporate the measured resolutions and correlations
among Ee, θeγ , φeγ and teγ on an event-by-event basis.
The RMD PDF R(%xi) is the product of the same teγ-PDF
as that of the signal and the PDF of the other four cor-
related observables, which is formed by folding the the-
oretical spectrum with the detector response functions.
The BG PDF B(%xi) is the product of the five PDFs, each
of which is defined by the single background spectrum,
precisely measured in the side-bands. The dependence
of the resolutions on the position of the γ-ray interaction
point and on the positron tracking quality is taken into
account in the PDFs.
A full frequentist approach with a profile likelihood-

ratio ordering [20, 21] is used to compute the confidence
intervals on Nsig:

LRp(Nsig) =

maxNBG,NRMD L(Nsig, NBG, NRMD)

maxNsig,NBG,NRMD L(Nsig, NBG, NRMD)
.

Other, independent analysis schemes were also used and
found to be fully compatible with the analysis presented
here.
In order to convert Nsig into a branching ratio value

the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
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checked by fitting the background spectra measured in
the side-bands with the theoretical RMD spectrum folded
with the detector resolutions; the resolutions during the
run are well represented by the CEX evaluations and the
systematic uncertainty of the Eγ-scale is estimated to be
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position of the RMD-peak corresponding to teγ = 0 was
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the expected numbers of signal, RMD and BG events,
while S, R and B are their corresponding PDFs. N =
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Ee, θeγ , φeγ and teγ , which are correlated variables, as
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incorporate the measured resolutions and correlations
among Ee, θeγ , φeγ and teγ on an event-by-event basis.
The RMD PDF R(%xi) is the product of the same teγ-PDF
as that of the signal and the PDF of the other four cor-
related observables, which is formed by folding the the-
oretical spectrum with the detector response functions.
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of which is defined by the single background spectrum,
precisely measured in the side-bands. The dependence
of the resolutions on the position of the γ-ray interaction
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account in the PDFs.
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intervals on Nsig:

LRp(Nsig) =
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.

Other, independent analysis schemes were also used and
found to be fully compatible with the analysis presented
here.
In order to convert Nsig into a branching ratio value

the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
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NsigS NRMDR NBGB
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where N is expected total number of events, and N

obs

is observed total number
of events.

3 PDF

3.1 Event-by-event PDF

A feature of this analysis tool is event-by-event PDF. PDF of observables can
have di↵erent shape for each event. E

e

PDF are made for two categories (high or
low quality tracks), and the bias is �

e

dependent. �
e

resolution is �
e

dependent.
Energy and position PDF of � depend on the reconstructed conversion position.
Accidental background E� PDFs are prepared for pileup and non-pileup events
separately. Sensitivity explained in Sec. 6.1 using event-by-event PDFs is 20%
better than that using constant PDFs when detector response and number of
background in 2010 are assumed.

3.2 Signal PDF

Essentially, there are not correlations among observables of signal. However be-
cause positron variables (angles, vertex position, momentum and track length)
are calculated from a fitted track and the intersection with the target, correla-
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4 Confidence interval

In this section, we describe a procedure to calculate confidence interval (i.e. setting limits).
Methods to incorporate systematic uncertainties are also described.

4.1 Procedure

Confidence interval is calculated using the Feldman-Cousins unified approach with profile-
likelihood ordering. The test statistic used in the analysis

q(N
sig

) = �2 ln�
p

(N
sig

) (12)

�

p

(N
sig

) =
L(N

sig

,

ˆ̂
N

RMD

(N
sig

), ˆ̂N
BG

(N
sig

))

L(N̂
sig

, N̂

RMD

, N̂

BG

)
(13)

where N̂
j

(j = sig, RMD or BG) is N
j

which maximizes the likelihood and ˆ̂
N

j

(j = RMD
or BG) is N

j

which maximizes the likelihood for a fixed N

sig

1. Make a list of events from data; variables to determine response of the detector
such as positron track quality (HQ/LQ), �

e

, � conversion point are associated with
each event. The events in the list are all events in 2009 and 2010 which pass the
physics event selection but in a wider time window.

2. Assuming a true B

(a) Generate many (order of 10k) toy-MC experiments assuming B. In each ex-
periment, q(N

sig

) is calculated. In a generation of each experiment,

i. An event is picked up from the list made at 1.

ii. According to the entry of the list, the detector response for the event
is determined and an event is generated. Please note that only the re-
sponse (resolutions, correlation parameters and so on) is determined, but
observables are not copied from the original event.

(b) Calculate q(N
sig

) on data.

(c) Using the distribution of q(N
sig

) made at (a), find probability to observe q(N
sig

)
which is larger than that observed on data (qobs(N

sig

))

3. Repeat 2. and find B (if exist) where the probability become less than, for example,
10% to find 90% C.L. interval.

With this method, when N̂

sig

is small only upper limits are calculated; namely negative
lower limits are not calculated. And when N

sig

become large, also lower limits appear.
Confidence intervals at 90% C.L. should include true N

sig

in 90% probability; for example,
when background-only hypothesis is true, lower limits should appear and N

sig

= 0 should
be excluded in 10% probability.
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Profile likelihood ordering
Feldman-Cousins approach

Teγ
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Per-event e+ PDF
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contour : signal PDF (39.3, 74.2, 86.5 %)

Teγ negative sideband
  B < 1.6×10-12

Teγ positive sideband
  B < 8.1×10-13

Teγ Teγ

Eγ Eγ

Ee Ee

cosΘeγcosΘeγ

2009-2011 data
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Sensitivity

29
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2009+2010 data

30contour : signal PDF (39.3, 74.2, 86.5 %)
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Comparison with previous analysis
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2011 data

32contour : signal PDF (39.3, 74.2, 86.5 %)
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2009-2011 data

33contour : signal PDF (39.3, 74.2, 86.5 %)
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2009-2011 Fit Result

34

Nsig   = -0.4+4.8-1.9
Nacc   = 2413.6 ± 37
NRMD = 167.5 ± 24

Unbinned likelihood fitting on 5 dimension observable data

Teγ

Signal
RMD
BG
Total dotted line : 90% UL

EγEe

φeγθeγ

errors : MINOS 1.645σ
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2009-2011 result
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accepted by Phys. Rev. Lett.

Systematic uncertainties (in total 1% in UL)
• relative angle offsets
• correlations in e+ observables

Previous limit : 2.4×10-12 (MEG, 2011)

arXiv:1303.0754 [hep-ex]B < 5.7×10-13 @ 90% C.L.
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FIG. 3: Observed profile likelihood ratios (�p) as a function
of the branching ratio for the 2009–2010 combined data, the
2011 data alone and the combined 2009–2011 data sample.

= 2415 ± 25.

TABLE I: Best fit values (Bfit’s), branching ratios (B90) and
sensitivities (S90)

Dataset Bfit ⇥ 1012 B90 ⇥ 1012 S90 ⇥ 1012

2009–2010 0.09 1.3 1.3
2011 �0.35 0.67 1.1
2009–2011 �0.06 0.57 0.77

The reanalysis of the 2009–2010 dataset with new al-
gorithms has led to variations in the values of the observ-
ables which are much smaller than the detector resolu-
tions. Nevertheless these changes induce a change in Bfit

and B90 for the same dataset. We have compared B90’s
obtained with the new and old analyses for the same sam-
ple of simulated experiments and found that a change of
B90 equal to or larger than what we observe in the 2009–
2010 dataset has a 31% probability of occurring. The
upper limit obtained from the 2011 data only is more
stringent than S90. This is, however, not considered un-
usual, since the probability to have B90 equal or smaller
than that observed in the 2011 data is calculated to be
24% with a sample of simulated experiments.

In conclusion the MEG experiment has so established
the most stringent upper limit to date on the branching
ratio of the µ+ ! e+� decay, B < 5.7 ⇥ 10�13 at 90%

C.L. using data collected between 2009 and 2011, which
improves the previous best upper limit by a factor of four.
Further data have also been acquired in 2012 with an
additional three-month run scheduled for 2013; the final
number of stopped muons is expected to be almost twice
that of the sample analyzed so far. Currently an upgrade
program is underway aiming at a sensitivity improvement
of a further order of magnitude [21].
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Data taking will be done until Summer 2013

2009-2011 sensitivity
    7.7×10-13

0

2

4

6

8

2009 2010 2011 2012+2013

Expected 2009-2013 sensitivity
    ~5×10-13

double the statistics

Since 2012, 15% higher beam rate is used Observed limits and sensitivity

k factor
 = SES-1 (×1012)
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Beam and target

38

26

shown, as is the estimated running time for each scenario, relative to the baseline sensitivity goal solution

of 7·107 muons/s and three years of running. The stopping quality (SQF-factor) , as defined in the table,

is the ratio of target stops to stops elsewhere. As expected, a better stopping quality, in the case of a sub-

surface beam is demonstrated in Fig. 14, which shows the relative virtue of each beam-target combination

for muons stopping in the target compared to muons stopping elsewhere. As one goes to smaller target

angle orientations (15�), shown by the dashed lines in the figure, a higher gain is achieved in the surface

case compared to the sub-surface case.

FIG. 14: Shows the stopping quality, a factor based on the maximization of the muon stops in the target and the

minimization of potential background, caused by muons stopping elsewhere, for the case of a surface and sub-surface

beam.

This can be understood since the sub-surface straggling width is closer to being optimal than in the case

of the surface beam, such that the e↵ect of going to smaller angles is larger for a surface beam. A further

asset of the sub-surface muon beam is that the separation between muons and beam positrons in the Wien

filter, as shown in Fig. 12, should also be enhanced due to the larger velocity di↵erence.

In order to select a beam/target solution that will provide the optimal sensitivity many factors must

be considered such as stopping-rate, which will influence the statistics, the central momentum and the

momentum-byte, which determine the stopping distribution and optimal target size. This in-turn, dictates

the amount of material encountered by both the in-coming muon and the out-going positron and photon.

Restrictions of minimal multiple scattering and hence better positron tracking resolutions on the one hand

and minimal probability for background photon processes such as annihilation-in-flight or Bremsstrahlung

on the other, dominate the choice for a baseline solution for the MEG upgrade. This basically allows two

possible solutions, achievable within a time of 3 years, namely:

target stops versus 
ranging-out particles

Baseline design
 7×107 µ/s
 Surface beam
 140 µm thick target, 15° slanted

>2 times higher beam rate
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Detector

39
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FIG. 10: An overview of the present MEG experiment versus the proposed upgrade. The numbers refer to the items

listed in the text.

The photon detector showed somewhat degraded reconstruction capabilities for photons converting at

the edge of its acceptance. Close to the entrance face the size of the 2” PMTs introduces a strong non-

uniformity, while close to the lateral faces the PMTs introduce shadows in the acceptance. As explained in

section IX a di↵erent solution is now envisaged for the front and lateral faces, to recover resolutions and

e�ciencies.

Furthermore there is also room for improving the tracker e�ciency. The main part of the MEG tracking

ine�ciency is mainly due to the DC front-end electronic boards and mechanical support which intercept a

large fraction of positrons on their path to the timing counters. The use of segmented cathode foils (Vernier

pads) to reconstruct the z�coordinate was partially limited by the low amplitude of the induced signals on

the cathodes, making the z�measurement more sensitive to the noise. The chamber operation presented

some instabilities: their use in a high radiation environment led to ageing related problems, with discharges

preventing their usage. This implied the impossibility of operating some of the chamber planes during part
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Pictorial view of Positron Spectrometer 

Not shown: 
•  COBRA 
•  Tracker Mechanics 
•  Tracker electronics 

PSI BVR - 14 Jan 2013 7 

Spectrometer : Cylindrical drift chamber

40

Unique gas volume
He/Isobutane 90:10
Stereo angle (7-8°) wires
~1200 anode, ~6400 cathode wires
Low material : 1.7× 10-3 X0

Efficiency                     : >85%
Hit resolution               : 120 µm
Momentum resolution : 130 keV
Angular resolution       : 3.7 mrad (φ), 5.3 mrad (θ)

Expected performance

Small prototype with threefold purpose: 
     measure the resolution 
     test the electronic chain 
     test the cluster timing technique 
    - 8x8 small squares cell (0.7x0.7cm2) 
      - 50 cm long 
     - He/Isobutane 90/10 
     - No stereo angle 
    - FE board to test cluster timing 
     - Test with cosmic telescope 

Mylar windows 
to reduce MS of  
incoming muons 

Hit resolution 

PSI BVR - 14 Jan 2013 18 

Double the efficiency, and half the resolutions compared to present spectrometer

Prototype
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Pixelated timing counter

41

51

FIG. 42: (Left) pixel counter prototype with a plastic scintillator (BC422, 30 ⇥ 90 ⇥ 5 mm3) and six MPPCs (Hama-

matsu S10362-33-050C). (Right) three SiPMs mounted on PCB. Optical grease is put on the sensor surface.

cable as long as 7 m directly to the readout electronics without any amplification. The measurements with

the prototype counters are performed with a RG178-type coaxial cable of 7.4 m long between the SiPMs

and the amplifier to simulate the realistic condition in the final detector.

FIG. 43: Typical setup of the measurement with the pixel counter prototype where RC denotes the reference counter.

The waveforms as shown in Fig. 44 are analyzed o✏ine to estimate the electron impact time. The

waveform time is extracted by the constant-fraction method. The electron impact time is then calculated by

taking the di↵erence between the average of the waveform times measured at both sides (t0 and t1) and the

time measured at the reference counter (tref), namely (t0 + t1)/2 � tref , without any correction.

[nsec]
-140 -120 -100 -80 -60 -40 -20 0

[m
V

]

-200

-100

0

FIG. 44: Typical waveform from the prototype counter (BC422 of 30 ⇥ 90 ⇥ 5 mm3, six MPPCs).

We are trying to find an optimal configuration of the single pixel counter by testing the prototype counters

46

• For the current timing counter, a positron sometimes leaves double hits in a single timing counter

bar, which produces a tail component in the timing response function. This problem will not happen

in the pixelated timing counter.

• The proposed photo-sensor (SiPM) is insensitive to magnetic field. Note that the detector is placed

in the bore of the spectrometer magnet COBRA.

• The detector is operational in the COBRA bore filled with helium gas in contrast to the current

detector with PMTs, which is now housed in a helium-tight plastic bag constantly flushed with dry

air.

• Flexible detector layout is possible since the position and angle of each pixel module can be adjusted

individually.

Plastic scintillator plate + SiPMs

Support structure

FIG. 37: Pixelated timing counter composed of many small scintillator plates.

3. Pixel Module Design

Fig. 38 shows a possible design of the single pixel module. The geometry of the scintillator plate is

not fully optimized yet, but the typical dimension can be 30 (width) ⇥ 90 (length) ⇥ 5 (thickness) mm3. The

scintillation light is collected by three or four SiPMs at either end of the scintillator plate. The SiPMs at

each end are connected in series and the summed signal is directly sent to a waveform digitizer module,

55

�2
overall =

�2
single

Nhit
+
�2

inter�pixel

Nhit
+ �2

MS(Nhit). (8)

�single is the timing resolution of the single pixel. �inter�pixel is the contribution from mis-alignment in time

or time-jitter between pixels, which is estimated to be 30–40 ps for the planned electronics and is expected

to be improved in the new system as discussed in Sec. X. The first two terms are reduced as Nhit increases.

�MS is the contribution from the multiple scattering, which depends on Nhit. The positron track deviates

from the extrapolation from the track reconstructed by the positron tracker due to multiple scattering on the

hit pixel. The angular spread due to multiple scattering on each hit pixel is estimated to be about 35 mrad

for 5 mm-thick pixel, which corresponds to ⇠5ps uncertainty in the correction for the positron flight time

between the adjacent hit pixels. Since the uncertainty is added up every pixel hit, �MS increases for larger

Nhit and the improvement of the overall time resolution is saturated for larger Nhit.

The overall performance of the pixelated timing counter is evaluated by means of a MC simulation based

on Geant4, where the single pixel timing resolution measured with the prototype counter (see Sec. VIII B 7)

is taken into account. In the following simulation studies, no positron tracker is placed in front of the

timing counter in order to establish its performance. The support structure is not also taken into account,

but the e↵ect on the performance is expected to be small. Each pixel module is rotated on z-� and r-

� planes with 10� and 45�, respectively, as shown in Fig. 49 such that the angle of the incident signal

positron to the scintillator pixel is minimized and thus the acceptance of the pixel is maximized. The overall

timing resolution is estimated for di↵erent geometries and layouts of the pixel module to find an optimal

configuration.

e+

e+

Z

Z

FIG. 49: Rotation of pixel modules on (left) z-� plane and (right) r-� plane.

Fig 50 shows a simulated signal positron with 598 pixel modules with BC422 of 30 ⇥ 90 ⇥ 5 mm3 each

and the pixel spacing of 75 mm along z and 0.13 rad along �. The signal positron hits five pixel modules in

48

which is described in Sec. VIII. The positron impact time for the single pixel is obtained by averaging the

times measured at both sides.

!"#$

#%&'(")*')"+("%%&(,-

#./

!011,-(*1%&(2

FIG. 38: Possible design of the single pixel module.

4. Scintillator

The choice of the scintillator material is crucial to achieving the best time resolution. The parameters to

be considered are light yield, rise time, decay time and emission spectrum of the scintillation. The possible

candidates of the scintillation materials are the ultra-fast plastic scintillators from Saint-Gobain listed in

Table VIII [32]. The scintillation light emission spectra are shown in Fig. 39 BC-422 would be the best for

the timing measurement for a small size plate (shorter than several cm) because of its short rise time but with

a relatively short attenuation length, while BC-418 or BC-420 would be better for a longer plate because of

its longer attenuation length and higher light yield.

Single crystal p-Terphenyl is under study as another candidate for the scintillator material with poten-

tially better timing performance, which is described in detail in Appendix XIII E.

5. Silicon Photomultiplier (SiPM)

Silicon photomultiplier (SiPM) is a new type of semiconductor photo-sensor, which is considered as a

possible replacement of the conventional PMT because of its excellent properties as listed below.

• Compact size

Overall time resolution : 35 psec

90

4.8 counter-hits in average

About half the resolutions compared to present timing-counter
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FIG. 79: Energy resolutions as a function of added noise level in the simulation. E↵ective sigmas of the upper edge

(red markers) are obtained by scaling the HWHMs of the upper edge. FWHMs using both edges are shown in blue

markers.
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FIG. 80: Energy response functions with various assumptions of additional fluctuation (0, 0.7 and 1.3%) and that of

2009 data.

E. Prototype Detector

A prototype detector is planned to be built to demonstrate the performance of the LXe detector with

MPPC readout on the � entrance face. The cryostat and some other resources, which were used for the

prototype test of the current LXe detector, will be recycled (Fig. 82). A box-shaped LXe with an active

volume of approximately 70 ` is surrounded by 576 UV-MPPCs with 12 ⇥ 12mm2 active area each on the

� entrance face and 180 PMTs on the other faces (6 ⇥ 6 PMTs for each face). Since the depth of the

active volume is the same as the full-scale detector, this prototype detector is considered as a fraction of

the acceptance of the full-scale detector. Either spare PMTs of old version or the PMTs used in the current

detector are used in the prototype. For the former case, the construction of the prototype detector can be
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FIG. 77: Position resolutions in the horizontal (a) and vertical (b) directions as a function of the first conversion

depth. The resolutions in the present detector configuration are shown in red markers, and those in the upgraded

detector configuration are shown in blue markers.

acheived with the MEG LXe large prototype detector., 3: when the fluctuation remain which makes the

resolution of the present detector to be 1.7%.

The time resolution of the calorimeter can be limited by six components; the transit time spread (TTS) of

photo-sensors, the statistical fluctuation of scintillation photons, the timing jitter of the readout-electronics,

the electoronics noise, the resolution of the photon conversion point and the finite size and fluctuation of the

energy deposits in the LXe. The most of them are common for both in the present and upgraded detectors,

however the e↵ect from TTS and electronics noise are di↵erent because of the di↵erent photo-sensors. The

e↵ect of TTS is neglibible because it scales as a function of the number of photoelectron, and the light

output of liquid xenon is large. The e↵ect of the electronics is larger in the upgraded detector than in the

present detector because the leading time of a MPPC pulse for liquid xenon scintillation signal is slower

than that of a PMT pulse. In order to estimate the e↵ect, the time resolution of the upgraded detector for

signal � rays is measured in the simulation. The evaluated time resolution with a preliminary waveform

and reconstruction algorithms is 84 psec, where the gain of 2 ⇥ 107 (including the preamplifier gain) and

0.3 mV noise RMS are assumed. In the preliminary analysis, sum-waveforms of 16 adjacent MPPCs are

used. The analysis will be improved to use waveform of single MPPC near the � interaction point. The time

resolution could be improved because the small size of MPPCs compared to PMTs makes the fluctuation of

the travel-time of scintillation photons from the � conversion point to a photo-sensor smaller.

Energy response

deep conversionshallow conversion

Position resolution
horizontal vertical

Present detector
Upgraded detector

12×12mm2 SiPMs sensitive to LXe 
scintillation lights
Development in progress

2.4 → 1.1% 1.7 → 1.0%

5 → 2.6mm 5 → 2.2mm

Half the position resolutions
About Half the energy resolution
 compared to present calorimeter
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Readout, HV and trigger are integrated on same board.
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WaveDREAM board

Put SiPM HV (70-210V) on 
boards
Digitize all inputs continuously 
with 85 MHz/12 bit
Upon trigger, read DRS 
through same ADC

VME → 3 HE 19” crates
Higher density
Cheaper
Faster

“Added value” to DAQ boards
Switchable gain amplifiers
Second level trigger
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111

FIG. 92: A configuration of the upgraded detector with radiative decay counters located at the both ends of the

spectrometer. In this figure, a high-energy �-ray and a low-momentum positron from a muon decay on the target are

detected by the LXe detector and the downstream RDC, respectively.

to decay with such a low momentum positron is low. In the CrystalBox detector [50], RMD events with

low momentum positrons were clearly detected and used in the physics analysis, which discarded 12.3%

of the candidate events with a loss in the signal detection e�ciency of 0.5%. In the MEGA experiment

[51], internal bremsstrahlung veto counters (IBV) were mounted to detect low momentum positrons. The

original design was to decrease 80% of background events. However those counters were not used in the

final physics analysis because only 3.5% of high energy �-rays with a pair positron were detected with IBV

hits, and the rate was independent of the �-ray energy.

In the MEG detector, the bending radii of those low momentum positrons are typically smaller than 4 cm

and 9 cm at the center and the end of the magnet, respectively. The radiative decay veto counters (RDC)

therefore have to be mounted on the muon beam axis. The detection of the low momentum positrons can

be done using plastic scintillation counters of about 250 µm thickness. The counter at the upstream side is

used also to reduce the momentum of the muon beam. By removing or thinning the degrader in the beam

transport solenoid, which is presently 300 µm thick Mylar, the total thickness of the material before the

target can be the same as the present detector.

A RDC module consists of 192 vertically aligned scintillation fibers and several scintillation plates. The

thickness of the fibers and plates is 250 µm. The fibers are used at the central part to minimize the dead-time

due to the high hit-rate, and the plates are used at the edge parts of the counter to not increase number of

Active Target
• Muon decay vertex measurement by 

detecting the positron from the stopped 
muon decay (Active target)

• thin material to minimize positron 
multiple scattering and γ background 
from positron annihilation in 
flight(AIF)

• Thin scintillating fibers (250µm) coupled 
to SiPMs. One single layer of horizontally 
laid thin fibers (Y-coordinate measurement)

• Improvements of σp and σφ. 

• Main challenge : 

• Detection efficiency > 80%, 
position resolution <100µm, 
timing resolution <500ps

• R&D study is necessary

29
Charge spectrum of minimum ionizing electrons 

0.25x0.25mm2 fiber(BCF12) 
with SiPM(S10362-11-50C)

12年9月14日金曜日

Active target Low momentum e+ detector

Further improvement of spectrometer performance Further background reduction

Target made of 250µm plastic 
scintillation fibers
Very precise measurements of muon 
decay position

Identify background γ from radiative 
muon decay
Half of background γs are from radiative 
decays

RDC : radiative decay counter

Hardware development ongoing
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XIII. TIME SCHEDULE AND MAN POWER

Gantt chart 1: Overall MEG Upgrade Schedule
Year

2012 2013 2014 2015 2016 2017 2018

Design

Construction

Engineering Run

Run

The overall planned schedule for the upgrade and its implementation is shown in figure 1. The initial

period of design and construction will be followed by an engineering run in 2015. After that three years of

data taking are foreseen.

The time schedule for the final R&D tests and construction are presented for the new MEG drift chamber

(Gantt chart 2), the new Timing Counter(Gantt chart 3), the modifications to the liquid xenon calorimeter

(Gantt chart 4) and the DAQ system (Gantt chart 5). The starting time of these schedules is the time of

preparation of this document, namely end of July 2012. We may note that some R&D have already started

since some time.

In Table XVII we further show the number of full time equivalent (FTE) researchers for the di↵erent

construction items as a function of time.
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Data statistics in the future
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Result published
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Expected performance and Sensitivity
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90

XI. FINAL SENSITIVITY

The sensitivity of the upgraded MEG experiment is evaluated by using a maximum likelihood anal-

ysis technique developed to extract the upper limit (UL) at 90% C.L. on B(µ ! e�) in the MEG data

analysis [48]. This technique is more e�cient and reliable than a simple box analysis, since all types of

backgrounds are correctly folded in the global likelihood function and taken into account with their own

statistical weights.

An ensemble of simulated experiments (toy MC) is created from the probability density functions (PDFs)

describing the signal shapes and the background distributions for the photon energy (E�), positron energy

(Ee+), relative timing and relative angles. The enhanced precision of all upgraded detectors allows a much

better separation of the signal from the background and reduces significantly the spill of the gamma and

positron background distributions into the signal region, which is mainly due to experimental resolution

e↵ects. With a much lower accidental background in the new detector, the muon stopping rate can be higher

than the present one: optimization studies are under way, but a muon stopping rate of at least 7 ⇥ 107 µ/sec

is envisaged. The increased muon stopping rate and the enhanced resolutions are taken into account in

estimating the number and the distributions of background events expected in the upgraded experiment.

A representative scenario for the detector resolutions and e�ciencies is summarized in Tab. XI and com-

pared with the present MEG performance. The e�ciency of the positron reconstruction is highly improved

with respect to the current one, thanks to the high e�ciency of the new tracking system (close to 1) and to

the optimized relative position of the tracker and the timing counter.

TABLE XI: Resolution (Gaussian �) and e�ciencies for MEG upgrade

PDF parameters Present MEG Upgrade scenario

e+ energy (keV) 306 (core) 130

e+ ✓ (mrad) 9.4 5.3

e+ � (mrad) 8.7 3.7

e+ vertex (mm) Z/Y(core) 2.4 / 1.2 1.6 / 0.7

� energy (%) (w <2 cm)/(w >2 cm) 2.4 / 1.7 1.1 / 1.0

� position (mm) u/v/w 5 / 5 / 6 2.6 / 2.2 / 5

�-e+ timing (ps) 122 84

E�ciency (%)

trigger ⇡ 99 ⇡ 99

� 63 69

e+ 40 88

weeks
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Upgraded MEG in 3 years
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 Discoveryσ3

90% C.L. Exclusion

Sensitivity in three years : ~5×10-14
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Conclusions
First μ→eγ search with O(10-13) sensitivity

Sensitivity : 7.7×10-13

No excess was found

4 times stringent new limit : B < 5.7×10-13 @ 90% C.L.

Data taking will be done until summer 2013

Double the statistics

Expected sensitivity : ~5×10-13

Upgrade proposal was accepted, and R&D ongoing

More intense beam, double the efficiency and half the resolutions.

Expected sensitivity : ~5×10-14 in 3 years starting from 2016

“Measurement of inner Bremsstrahlung
 in polarized muon decay with MEG”                    by Y. Uchiyama

R&D on the drift chamber for MEG upgrade        by L. Galli et al
Active target for MEG upgrade                             by A. Papa et al

  Related posters  



Back up
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Track reconstruction

Dri$	
  circle

R direction ( drift time ) Z direction ( charge ratio )

R : 210µm (core, 87%), 780 µm (tail, 13%)
Z : 800µm (core, 91%), 2.1 mm (tail, 9%)

Single hit intrinsic resolution
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PMT Energy Time

LED
Alpha source (5.5 MeV)

AmBe (4.4MeV)
Neutron capture (9MeV)
Li(p,γ)Be (17.6 MeV)
π0➞γγ (55, 83 MeV)
Cosmic ray (160 MeV)

B(p,γ) (4.4+11.7 MeV)
π0➞e+eγ (55-83 MeV)
Muon radiative decay

Calibration and monitoring
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MEG Cockcraft-Walton(C.W.) 
proton accelerator

Eur. Phys. J. C (2013) 73:2365 Page 39 of 59

A lithium tethraborate (Li2B4O7) target (p-target to distin-
guish from the µ-target described in Sect. 2.7) is used to
generate γ -rays from both reactions.

During calibration runs, the target, contained in a vacuum
pipe connecting the C–W accelerator to the MEG area, is
positioned at the centre of COBRA (see Figs. 67 and 68).
The p-target is oriented at 45◦ relative to the proton beam
direction, to reduce the amount of material on the path of the
γ -rays directed to the LXe detector.

During normal data taking the p-target is positioned
downstream outside the COBRA spectrometer. When start-
ing a calibration, the µ-target is removed from the beam line
by means of a compressed helium system and the p-target is
inserted to the centre of COBRA by means of an extendable
bellows system of ∼2 m stroke. The insertion (or extraction)
is computer controlled and takes ten minutes. At the end of
the test the inverse operation is performed, and the µ-target
reinserted. The reproducibility of its positioning has been
visually inspected and surveyed to be better than our spatial
resolutions.

Steering magnets and monitors are available along the
proton beam line (see Fig. 68) for centring the beam on

Fig. 67 Schematic layout of the area where the Cockcroft–Walton ac-
celerator is placed, with respect to the πE5 area

Fig. 68 The Cockcroft–Walton accelerator beam line

the p-target and for measuring the proton beam properties.
The data from the lithium reaction are recorded by a low-
threshold trigger, while a LXe-TC coincidence trigger is
used to record the two boron γ -rays (see Fig. 69).

By means of the C–W calibration lines the energy scale
of the experiment is constantly monitored, as are possible
drifts in the relative timing between the LXe detector and
the TC bars. This allows knowing of the energy scale in the
LXe detector at a few-per-mil level, and a time alignment
better than 20 ps.

7.3.2 π− beam and charge exchange set-up

To calibrate the LXe detector at an energy close to that of the
signal we use γ -rays from neutral pion decay (π0 → γ γ ).
A neutral pion is produced in the CEX reaction of negative
pions on protons at rest π−p → π0n. The resulting π0 has
a momentum of ∼28 MeV/c in the laboratory frame and
decays immediately to two γ -rays. The photons are emitted
back-to-back in the π0 rest frame with an energy of

E∗
γ = mπ0

2
& 67.5 MeV.

In the laboratory frame, the photon energies are

Eγ1,2 = γ
mπ0

2

(
1 ± β cos θ∗), (20)

where β is the π0 velocity and θ∗ the center-of-mass angle
between the photon and the π0 direction.

Differentiating Eq. (20), the energy spectrum of the two
photons in the laboratory frame

dN

dEγ
= dN

d cos θ∗ × d cos θ∗

dEγ
(21)

Fig. 69 Measured calibration lines from the reactions
11B(p,γ4.4γ11.6)

12C (green) and 7Li(p,γ17.6)
8Be (blue) (Color

figure online)
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the p-target and for measuring the proton beam properties.
The data from the lithium reaction are recorded by a low-
threshold trigger, while a LXe-TC coincidence trigger is
used to record the two boron γ -rays (see Fig. 69).

By means of the C–W calibration lines the energy scale
of the experiment is constantly monitored, as are possible
drifts in the relative timing between the LXe detector and
the TC bars. This allows knowing of the energy scale in the
LXe detector at a few-per-mil level, and a time alignment
better than 20 ps.

7.3.2 π− beam and charge exchange set-up

To calibrate the LXe detector at an energy close to that of the
signal we use γ -rays from neutral pion decay (π0 → γ γ ).
A neutral pion is produced in the CEX reaction of negative
pions on protons at rest π−p → π0n. The resulting π0 has
a momentum of ∼28 MeV/c in the laboratory frame and
decays immediately to two γ -rays. The photons are emitted
back-to-back in the π0 rest frame with an energy of

E∗
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where β is the π0 velocity and θ∗ the center-of-mass angle
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Differentiating Eq. (20), the energy spectrum of the two
photons in the laboratory frame
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Fig. 69 Measured calibration lines from the reactions
11B(p,γ4.4γ11.6)

12C (green) and 7Li(p,γ17.6)
8Be (blue) (Color

figure online)

Weekly energy and time calibration
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PMT Energy Time

LED
Alpha source (5.5 MeV)

AmBe (4.4MeV)
Neutron capture (9MeV)
Li(p,γ)Be (17.6 MeV)
π0➞γγ (55, 83 MeV)
Cosmic ray (160 MeV)

B(p,γ) (4.4+11.7 MeV)
π0➞e+eγ (55-83 MeV)
Muon radiative decay

Calibration and monitoring

53Calorimeter

Tagging detector

Εγ

55 MeV

83 MeV

Opening angle
π -+ p ➝ π0 + n
π0➝ γγ (55MeV, 83MeV)
LH2 target

Pion Charge EXchange (CEX)

Once (or twice) per year
Absolute energy calibration
PMT time calibration
Energy and time resolution
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Energy Scale Uniformity
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After correction : ~0.2 % uniform

17.6 MeV CW data
uniformity before correction

γ

3%

[MeV]

Non-uniformity due to

Geometry

Reconstruction algorithm

Correction using

17.6 MeV CW gamma for position

Monitored weekly

55 MeV CEX gamma for depth 
(energy dependent)

Checked using background gamma 
spectrum during physics run
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Linearity 
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Alignment between detectors

56

Cosmic rays passing both systems

~1mm agreement in various methods

 Positron spectrometer
 Optical survey

 Photon detector
 PMT position scan using AmBe source
 Calibration 17.6 MeV gamma, with lead 
collimators
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Signal RMD BG

Eγ Ee

Signal : CEX data
BG     : Sideband data
RMD  : SM + detector response

Signal : Michel e+ edge fitting
BG     : Sideband data
RMD  : SM + detector response
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Teγ

φeγ

Signal RMD BG

Signal : RMD data
BG     : Flat
RMD  : SM + detector response

Signal : MC+CEX (γ), two turn (e+)
BG     : Sideband data
RMD  : SM + detector response

θeγ
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Normalization
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What’s Necessary for !"e# Search?

• Signal

• Back-to-back

• Mono-energetic 
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• A lot of muons

• High intensity !+ beam

• High duty factor to minimize accidental background

• Good detector

• Precise measurements of energy, timing and angle both for positron and gamma

• Capability to identify pileups 

• Background
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Event distribution (previous analysis)
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2009+2010 data
B < 2.4×10-12

Phys. Rev. Lett. 107 171801
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2009+2010 Fit Result
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Nsig   = 0.3+4.1-1.5
Nacc   = 1198.4 ± 26
NRMD = 83.4 ± 13

Unbinned likelihood fitting on 5 dimension observable data

errors : MINOS 1.645σ

Teγ

Signal
RMD
BG
Total dotted line : 90% UL

EγEe

φeγθeγ


