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Towards a first-principle description of nuclei

✪ Ab initio methods

➟ First ab initio calculations of reactions

➟ Light systems with good precision

➟ Ab initio frontier: medium-mass isotopic chains
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✪ Great progress in the last few years



Towards a first-principle description of nuclei

Light nuclei Medium-mass nuclei Medium-mass nuclei

NCSM, GFMC, .... Miscroscopic SM, .... GF, CC, IM-SRG, ....

Expansion schemes allow 
to reach heavier systems

Advances in ab initio techniques
Advances in ab initio techniques

Configuration interaction limited 
to small valence/model spaces

Advances in ab initio techniques



Ab initio Green’s function approach

✪ 3N potential: chiral N2LO (400 MeV) SRG-evolved to 2.0 fm-1  [Navrátil 2007]

➟ Fit to three- and four-body systems only

➟ Modified cutoff to reduce induced 4N contributions  [Roth et al. 2012]

✪ NN potential: chiral N3LO (500 MeV) SRG-evolved to 2.0 fm-1 

✪ Aim: parameter-free predictions of nuclear properties
➟ Essential for exotic nuclei
➟ Theoretical error estimates possible (and mandatory)

✪ Only input: NN+3N interactions

➟ Beyond perturbation theory, controlled and improvable
✪ Diagrammatic expansion of the solution

[Entem & Machleidt 2003]

➟ Current scheme: ADC(3)



One-nucleon spectral function
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✪ Independent-particle picture

Saclay data for 16O(e,e’p) [Mougey et al. 1980]
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✪ Spectral function

➟ Distribution of momenta and energies
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FIG. 2: (Color online) Same as Fig. ?? for a correlated system.

from zero for any combination4 of µ, p and q (⌫, p and
q) indices. The SDD is thus fragmented as schemat-
ically displayed in Figure ??, i.e. a larger number of
many-body states are reached through the direct addition
and removal of a nucleon compared to the uncorrelated
case5. Consequently, the number of peaks with non-zero
strength in the SDD is greater than the dimension of H1,
which forbids the establishment of a bijection between
this set of peaks and any basis of H1. Accordingly, and
because the SDD still integrates to the dimension of H1

by construction (see Eq. (??)), spectroscopic factors are
smaller than one. The impossibility to realize such a bi-
jection constitutes the most direct and intuitive way to
understand why observable one-nucleon separation ener-
gies cannot be rigorously associated with single-particle
energies when correlations are present in the system, i.e.
as soon as many-body eigenstates of H di↵er from Slater
determinants.

D. E↵ective single-particle energies

The discussion provided above underlines the fact that
a rigorous definition of ESPEs is yet to be provided in
the realistic context of correlated many-nucleon systems.
A key question is: how can one extract a set of single-
particle energy levels that (i) are in one-to-one correspon-
dence with a basis of H1, (ii) are independent of the par-
ticular single-particle basis one is working with, (iii) are
computable only using quantities coming out of the corre-
lated A-body Schrodinger equation and that (iv) reduce
to HF single-particle energies in the HF approximation
to the A-body problem.

Let us make the hypothesis that ideal one-nucleon pick-

4 Except for selection rules dictated by symmetries that lead, ac-
cording to Eq. (??), to ⇡p = ⇡µ, jp = Jµ and ⌧p = Tµ � T0.

5 Of course, the dimension of HA+1 or HA�1 remains the same
whether the system is correlated or not.

up and stripping reactions have been performed such that
separation energies (E+

µ , E�
⌫ ) and spectroscopic ampli-

tudes (overlap functions) (Uµ(~r�⌧), V⌫(~r�⌧)) have been
extracted consistently, i.e. in a way that is consistent
with the chosen nuclear Hamiltonian H(⇤) defined at a
resolution scale ⇤. In such a context, a meaningful def-
inition of ESPEs does exist and goes back to French [?
] and Baranger [? ]. It involves the computation of the
so-called centroid matrix which, in an arbitrary spherical
basis of H1 {a†p}, reads

hcent
pq ⌘

X

µ2HA+1

S+pq
µ E+

µ +
X

⌫2HA�1

S�pq
⌫ E�

⌫ , (13a)

and is nothing but the first moment M(1) of the spectral
function matrix (see Eq. ??). E↵ective single-particle
energies and associated states are extracted, respectively,
as eigenvalues and eigenvectors of hcent, i.e. by solving

hcent  cent
p = ecentp  cent

p , (14)

where the resulting spherical basis is denoted as {c†p}.
Written in that basis, centroid energies invoke diagonal
spectroscopic probabilities6

ecentp ⌘
X

µ2HA+1

S+pp
µ E+

µ +
X

⌫2HA�1

S�pp
⌫ E�

⌫ , (15)

and acquire the meaning of an average of one-nucleon sep-
aration energies weighted by the probability to reach the
corresponding A+1 (A-1) eigenstates by adding (remov-
ing) a nucleon to (from) the single-particle state  cent

p .
Centroid energies are by construction in one-to-one cor-
respondence with states of a single-particle basis of H1

which, as already pointed out before, is not the case of
correlated one-nucleon separation energies with non-zero
spectroscopic strength.

S�
p (!) ⌘

X

k

��h A�1
k |ap| A

0 i
��2 �(!�(EA

0 �EA�1
k )) (16)

Equation (??) ensures that  cent
p (~r�⌧) and ecentp are

consistent in the sense that the asymptotic behaviour of
the former is driven by the latter, e.g. for ecentp < 0 the
radial part of the wave function behaves asymptotically
as

 cent
p (r�⌧) �!

r!+1 Cp
e�⇠p r

⇠p r
, (17)

where ⇠p ⌘ (�2mecentp /~2)1/2. Such a result under-
lines that single-particle wave-functions associated with

6 The definition of ecentp sometimes incorporates the denominator
P

µ2HA+1
S+pp
µ +

P
⌫2HA�1

S�pp
⌫ in Eq. (??) to compensate for

the possibility that, e.g. experimentally, normalization condi-
tion ?? might not be exhausted.



Inside the Green’s function

✪ Separation energy spectrum

✪ Spectroscopic factors

where
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Lehmann representation

{
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Eventually, standard Dyson’s equation is generalized as
set of coupled equations involving the two types of prop-
agators and self-energies. These are known as Gorkov’s
equations [45] and read, in Nambu’s notation,

Gab(ω) = G
(0)
ab (ω)+

∑

cd

G(0)
ac (ω) Σ̃cd(ω)Gdb(ω) . (34)

As Dyson’s equation in the standard case, Gorkov’s equa-
tions represent an expansion of interacting or dressed
one-body normal and anomalous Green’s functions in
terms of unperturbed ones. If the method is self-
consistent, the final result does not depend on the choice
of the auxiliary potential, which disappears from the
equations once the propagators are dressed with the cor-
responding self-energies. From a practical point of view
it is useful to track where the auxiliary potential enters
and how its cancelation is eventually worked out. This
point is addressed in Section IVA, where the solution of
Gorkov’s equations is discussed. In particular, and since
such a solution is to be found through an iterative pro-
cedure, one is eventually interested in choosing a good
auxiliary potential as a starting point.

Let us further remark that, as the auxiliary potential
(29) has a one-body character, i.e. it acts as a mean field,
the search for the ground state of ΩU corresponds to solv-

ing a Bogoliubov-like problem, as becomes evident when
writing the unperturbed grand potential in its Nambu’s
form

[ΩU ]ab =

(

Tab + Uab − µ δab Ũ †
ab

Ũab −Tab − Uab + µ δab

)

.

(35)
In fact a convenient choice for ΩU is constituted by
ΩHFB , i.e. one first solves the Hartree-Fock-Bogoliubov
(HFB) problem and then uses the resulting propagators
GHFB

ab as the unperturbed ones. Notice that the self-
energy corresponding to this solution, ΣHFB , eventually
differs from the first-order self-energy Σ(1) as soon as
higher orders are included in the calculation because of
the associated self-consistent dressing of the one-body
propagators.

G. Lehmann representation

Let us consider a complete set of normalized eigen-
states of Ω with no definite particle number

Ω|Ψk〉 = Ωk|Ψk〉 , (36)

and which span the Fock space F . Inserting the corre-
sponding completeness relation, G11(t, t′) becomes

G11
ab(t, t

′) = −iθ(t− t′)
∑

k

〈Ψ0|aa|Ψk〉〈Ψk|a†b|Ψ0〉 ei[Ω0−Ωk](t−t′) + iθ(t′ − t)
∑

k

〈Ψ0|a†b|Ψk〉〈Ψk|aa|Ψ0〉 e−i[Ω0−Ωk](t−t′) .

Using the integral representation of the theta function
and reading out the Fourier transform, one obtains the
propagator in energy representation under the form

G11
ab(ω) =

∑

k

〈Ψ0|aa|Ψk〉〈Ψk|a†b|Ψ0〉
ω − [Ωk − Ω0] + iη

+
∑

k

〈Ψ0|a†b|Ψk〉〈Ψk|aa|Ψ0〉
ω + [Ωk − Ω0]− iη

. (37)

One can proceed similarly for the other three Gorkov-
Green’s functions and obtain the following set of
Lehmann representations

G11
ab(ω) =

∑

k

{
Uk
a Uk∗

b

ω − ωk + iη
+

V̄k∗
a V̄k

b

ω + ωk − iη

}

, (38a)

G12
ab(ω) =

∑

k

{
Uk
a Vk∗

b

ω − ωk + iη
+

V̄k∗
a Ūk

b

ω + ωk − iη

}

, (38b)

G21
ab(ω) =

∑

k

{
Vk
a Uk∗

b

ω − ωk + iη
+

Ūk∗
a V̄k

b

ω + ωk − iη

}

, (38c)

G22
ab(ω) =

∑

k

{
Vk
a Vk∗

b

ω − ωk + iη
+

Ūk∗
a Ūk

b

ω + ωk − iη

}

. (38d)

with Gorkov’s spectroscopic amplitudes defined as

Uk∗
a ≡ 〈Ψk|a†a|Ψ0〉 , (39a)

Vk∗
a ≡ 〈Ψk|āa|Ψ0〉 , (39b)

and

Ūk∗
a ≡ 〈Ψk|ā†a|Ψ0〉 , (40a)

V̄k∗
a ≡ 〈Ψk|aa|Ψ0〉 , (40b)

from which follows that2

Ūk
a = +ηa Uk

ã , (41a)

V̄k
a = −ηa Vk

ã . (41b)

The poles of the propagators3 are given by ωk ≡ Ωk−Ω0.
The relation of such poles to separation energies between

2 Similarly to Eq. 5, we may equivalently write Eq. 41 as Ūk
a =

+Uk
ā and V̄k

a = −Vk
ā .

3 As discussed later on, eigensolutions of Gorkov’s equations come
in pairs (ωk ,−ωk) such that one should only sum on positive
solutions in Eq. 39.
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Ūk
a = +ηa Uk
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ā and V̄k

a = −Vk
ā .

3 As discussed later on, eigensolutions of Gorkov’s equations come
in pairs (ωk ,−ωk) such that one should only sum on positive
solutions in Eq. 39.

[figure from J. Sadoudi]
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where the symmetry quantum number denoting the par-
ticle number has been singled out. The label µ collects
a principal quantum number nµ, total angular momen-
tum Jµ, the projection of the latter along the z axis Mµ,
parity ⇧µ and isospin projection along the z axis Tµ of
the many-body state of interest. Use of the Greek label
µ will be made to denote the subset of quantum num-
bers µ ⌘ (⇧µ, Jµ, Tµ). Due to rotational invariance of
the nuclear Hamiltonian, eigenenergies EA

µ ⌘ EA
nµµ

are
independent of Mµ.

In the following, we consider a spherical single-
particle basis {a†p} appropriate to discussing the spher-

ical shell structure. Basis states are labelled by p ⌘
{np,⇡p, jp,mp, ⌧p} ⌘ {np,mp,↵p}, where np represents
the principal quantum number, ⇡p the parity, jp the total
angular momentum, mp its projection along the z-axis,
and ⌧p the isospin projection along the same axis.

We also consider the direct-product basis {b†~r�⌧},
where ~r is the position vector, � the projection of the
nucleon spin along the z axis, and ⌧ its isospin projec-
tion.

A. Spectroscopic amplitudes

The physical processes providing information on the
single-particle shell structure are one-nucleon transfer re-
actions. Although the discussion can be carried out for
the transfer on any initial [13]. many-body state, we
restrict ourselves in the following to the transfer on the
ground state | A

0 i of an even-even system, i.e. a J⇡ = 0+

state. Furthermore, we consider this nucleus to be of dou-
bly closed-shell character2.

In this context, let us introduce Uµ (V⌫) as the ampli-
tude to reach a specific eigenstate | A+1

µ i (| A-1
⌫ i) of the

A+1 (A-1) system by adding (removing) a nucleon in a
specific single-particle state to (from) the ground state of
the A-body system | A

0 i. Such spectroscopic amplitudes
can be defined through their representation in any given
single-particle basis. In basis {a†p}, they read

Up
µ ⌘ h A+1

µ |a†p| A
0 i⇤ , (2a)

V p
⌫ ⌘ h A-1

⌫ |ap| A
0 i⇤, (2b)

whereas their representation in basis {b†~r�q} provides the
associated wave functions or overlap functions

Uµ(~r�⌧) ⌘ h A+1
µ |b†~r�⌧ | A

0 i⇤ , (3a)

V⌫(~r�⌧) ⌘ h A-1
⌫ |b~r�⌧ | A

0 i⇤. (3b)

An important property regarding the asymptotic be-
haviour of overlap functions derives from their equation

2 Such a notion relates to the filling of shells in the uncorrelated,
e.g. Hartree-Fock, picture.

of motion given by [18]

[h1 + ⌃(!)]!=E+
µ
Uµ = E+

µ Uµ , (4)

and similarly for (V⌫ , E�
⌫ ), where (observable) one-

nucleon separation energies are defined through

E+
µ ⌘ EA+1

µ � EA
0 , (5a)

E�
⌫ ⌘ EA

0 � EA-1
⌫ . (5b)

The energy-dependent potential ⌃(!) denotes the dynam-

ical part of the irreducible self-energy [18] that naturally
arises in self-consistent Green’s-function theory and that
is to be evaluated at the eigensolution E+

µ in Eq. (4).
The static field h1 is defined in Eq. (18) and contains
both the kinetic energy and the energy-independent part
of the one nucleon self-energy. One can show from Eq. (4)
that the long-distance behaviour of the radial part of the
overlap function is governed by the corresponding one-
nucleon separation energy, e.g. for E+

µ < 0

Uµ(r�⌧) �!
r!+1 A+

µ
e�&+µ r

&+µ r
, (6)

where A+
µ denotes the so-called asymptotic normalization

coe�cient (ANC) while the decay constant is given by
&+µ ⌘ (�2mE+

µ /~2)1/2, where m is the nucleon mass3.
A similar result can, of course, be obtained for V⌫(r�⌧)
whose decay constant &�⌫ relates to E�

⌫ .
From spectroscopic amplitudes one defines addition S+

µ

and removal S�
⌫ spectroscopic probability matrices asso-

ciated with states | A+1
µ i and | A-1

⌫ i, respectively. Their
matrix elements read in basis {a†p}

S+pq
µ ⌘ h A

0 |ap| A+1
µ ih A+1

µ |a†q| A
0 i (7a)

= Up
µ Uq ⇤

µ ,

S�pq
⌫ ⌘ h A

0 |a†q| A-1
⌫ ih A-1

⌫ |ap| A
0 i (7b)

= V p ⇤
⌫ V q

⌫ ,

such that their diagonal parts, when expressed in the co-
ordinate space basis, are nothing but transition densities

for the one-nucleon transfer from | A
0 i to | A+1

µ i and
| A-1

⌫ i, respectively.
Tracing the two spectroscopic probability matrices

over the one-body Hilbert space H1 gives access to spec-
troscopic factors

SF+
k ⌘

X

a2H1

��h k|a†a| 0i
��2 =

X

a2H1

��Uk
a

��2 , (8a)

SF�
k ⌘

X

a2H1

|h k|aa| 0i|2 =
X

a2H1

��Vk
a

��2 , (8b)

3 Subtracting the center-of-mass motion would lead to using the
reduced mass of the added/removed nucleon.
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FIG. 2: (Color online) Same as Fig. ?? for a correlated system.
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so-called centroid matrix which, in an arbitrary spherical
basis of H1 {a†p}, reads

hcent
pq ⌘

X

µ2HA+1

S+pq
µ E+

µ +
X

⌫2HA�1

S�pq
⌫ E�

⌫ , (13a)

and is nothing but the first moment M(1) of the spectral
function matrix (see Eq. ??). E↵ective single-particle
energies and associated states are extracted, respectively,
as eigenvalues and eigenvectors of hcent, i.e. by solving

hcent  cent
p = ecentp  cent

p , (14)

where the resulting spherical basis is denoted as {c†p}.
Written in that basis, centroid energies invoke diagonal
spectroscopic probabilities6

ecentp ⌘
X

µ2HA+1

S+pp
µ E+

µ +
X

⌫2HA�1

S�pp
⌫ E�

⌫ , (15)

and acquire the meaning of an average of one-nucleon sep-
aration energies weighted by the probability to reach the
corresponding A+1 (A-1) eigenstates by adding (remov-
ing) a nucleon to (from) the single-particle state  cent

p .
Centroid energies are by construction in one-to-one cor-
respondence with states of a single-particle basis of H1

which, as already pointed out before, is not the case of
correlated one-nucleon separation energies with non-zero
spectroscopic strength.

E+(A)
k ⌘ EA+1

k � EA
0 ⌘ µ+ !k (16)

Equation (??) ensures that  cent
p (~r�⌧) and ecentp are

consistent in the sense that the asymptotic behaviour of
the former is driven by the latter, e.g. for ecentp < 0 the
radial part of the wave function behaves asymptotically
as

 cent
p (r�⌧) �!

r!+1 Cp
e�⇠p r

⇠p r
, (17)

where ⇠p ⌘ (�2mecentp /~2)1/2. Such a result under-
lines that single-particle wave-functions associated with

6 The definition of ecentp sometimes incorporates the denominator
P

µ2HA+1
S+pp
µ +

P
⌫2HA�1

S�pp
⌫ in Eq. (??) to compensate for

the possibility that, e.g. experimentally, normalization condi-
tion ?? might not be exhausted.
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FIG. 2: (Color online) Same as Fig. 1 for a correlated system.

from zero for any combination4 of µ, p and q (⌫, p and
q) indices. The SDD is thus fragmented as schemat-
ically displayed in Figure 2, i.e. a larger number of
many-body states are reached through the direct addition
and removal of a nucleon compared to the uncorrelated
case5. Consequently, the number of peaks with non-zero
strength in the SDD is greater than the dimension of H1,
which forbids the establishment of a bijection between
this set of peaks and any basis of H1. Accordingly, and
because the SDD still integrates to the dimension of H1

by construction (see Eq. (10)), spectroscopic factors are
smaller than one. The impossibility to realize such a bi-
jection constitutes the most direct and intuitive way to
understand why observable one-nucleon separation ener-
gies cannot be rigorously associated with single-particle
energies when correlations are present in the system, i.e.
as soon as many-body eigenstates of H di↵er from Slater
determinants.

D. E↵ective single-particle energies

The discussion provided above underlines the fact that
a rigorous definition of ESPEs is yet to be provided in
the realistic context of correlated many-nucleon systems.
A key question is: how can one extract a set of single-
particle energy levels that (i) are in one-to-one correspon-
dence with a basis of H1, (ii) are independent of the par-
ticular single-particle basis one is working with, (iii) are
computable only using quantities coming out of the corre-
lated A-body Schrodinger equation and that (iv) reduce
to HF single-particle energies in the HF approximation
to the A-body problem.

Let us make the hypothesis that ideal one-nucleon pick-

4 Except for selection rules dictated by symmetries that lead, ac-
cording to Eq. (21), to ⇡p = ⇡µ, jp = Jµ and ⌧p = Tµ � T0.

5 Of course, the dimension of HA+1 or HA�1 remains the same
whether the system is correlated or not.

up and stripping reactions have been performed such that
separation energies (E+

µ , E�
⌫ ) and spectroscopic ampli-

tudes (overlap functions) (Uµ(~r�⌧), V⌫(~r�⌧)) have been
extracted consistently, i.e. in a way that is consistent
with the chosen nuclear Hamiltonian H(⇤) defined at a
resolution scale ⇤. In such a context, a meaningful defi-
nition of ESPEs does exist and goes back to French [11]
and Baranger [12]. It involves the computation of the
so-called centroid matrix which, in an arbitrary spherical
basis of H1 {a†p}, reads

hcent
pq ⌘

X

µ2HA+1

S+pq
µ E+

µ +
X

⌫2HA�1

S�pq
⌫ E�

⌫ , (13a)

and is nothing but the first moment M(1) of the spectral
function matrix (see Eq. 9). E↵ective single-particle en-
ergies and associated states are extracted, respectively,
as eigenvalues and eigenvectors of hcent, i.e. by solving

hcent  cent
p = ecentp  cent

p , (14)

where the resulting spherical basis is denoted as {c†p}.
Written in that basis, centroid energies invoke diagonal
spectroscopic probabilities6

ecentp ⌘
X

µ2HA+1

S+pp
µ E+

µ +
X

⌫2HA�1

S�pp
⌫ E�

⌫ , (15)

and acquire the meaning of an average of one-nucleon sep-
aration energies weighted by the probability to reach the
corresponding A+1 (A-1) eigenstates by adding (remov-
ing) a nucleon to (from) the single-particle state  cent

p .
Centroid energies are by construction in one-to-one cor-
respondence with states of a single-particle basis of H1

which, as already pointed out before, is not the case of
correlated one-nucleon separation energies with non-zero
spectroscopic strength.

E� (A)
k ⌘ EA

0 � EA�1
k ⌘ µ� !k (16)

Equation (14) ensures that  cent
p (~r�⌧) and ecentp are

consistent in the sense that the asymptotic behaviour of
the former is driven by the latter, e.g. for ecentp < 0 the
radial part of the wave function behaves asymptotically
as

 cent
p (r�⌧) �!

r!+1 Cp
e�⇠p r

⇠p r
, (17)

where ⇠p ⌘ (�2mecentp /~2)1/2. Such a result under-
lines that single-particle wave-functions associated with

6 The definition of ecentp sometimes incorporates the denominator
P

µ2HA+1
S+pp
µ +

P
⌫2HA�1

S�pp
⌫ in Eq. (15) to compensate for

the possibility that, e.g. experimentally, normalization condi-
tion 10 might not be exhausted.
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FIG. 3. (Color online) Top. Evolution of single-particle energies for
neutron addition and removal around sub-shell closures of oxygen
isotopes. Bottom. Binding energies obtained from the Koltun SR and
the poles of propagator (1), compared to experiment (bars) [32, 33].
All points are corrected for the kinetic energy of the c.o.m. motion.
For all lines, red squares (blue dots) refer to induced (full) 3NFs.

the full Hamiltonian—is to raise this last orbit above the con-
tinuum threshold and confirms the increasing repulsive ef-
fects of the two-pion exchange Fujita-Miyazawa interaction
on this orbits, as the neutron sd shell is filled [34]. Instead,
the d5/2 quasiparticle states are lowered by about 1 MeV on
average, providing extra binding through the Koltun SR for-
mula (7). The consequences of this trends are demonstrated
by the calculated ground state energies shown in the bottom
panel: the induced hamiltonian systematically under binds the
whole isotopic chain, and confirms earlier predictions based
solely on the original 2N-N3LO interaction [35]. The dripline
is also erroneously placed at 28O because of the lack of re-
pulsion in the d3/2 orbit. On the other hand, contributions
from pre-existing 3NFs are substantial and increase with the
mass number up to 24O, when the unbound d3/2 orbit starts be-
ing filled. As a result, the full Hamiltonian nicely reproduces
both the experimental ground state energies and the observed
dripline at 24O [36]. Our result suggest a ground state reso-
nance for 28O unbound by 5.2 MeV with respect to 24O. How-
ever this estimate is likely to be affected the presence of the
continuum which is important for this nucleus but neglected
in the present work.
The same effects are demonstrated in Fig. 4 for the semi-

magic odd-even isotopes of nitrogen and fluorine. Induced
3NF forces consistently under bind these isotopes and even
predict a 27N close in energy to 23N. This is fully corrected by
full 3NFs that strongly binds 23N with respect to 27N, in accor-
dance with the experimentally observed dripline. The repul-
sive effects of filling the d3/2 is also observed in 29F. However,
the inclusion of an extra proton provides enough extra binding
to keep the latter isotope bound by about 700 keV with respect
to 25F, in much better agreement with the experimental value
of 1.47 MeV. The induced interaction alone would overesti-
mate this binding and pre-existing 3NFs are fundamental in
achieving the correct balancing between the attraction gener-
ated by the extra proton and the repulsion due to the filling of
the neutron sd shell.
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FIG. 4. (Color online) Binding energies of odd-even nitrogen and
fluorine isotopes calculated for induced (red squares) and full (green
dots) interactions. Experimental data are from [33].

In conclusion, we have considered the extension of the
SCGF method to include three-body hamiltonians. By prop-
erly defining system dependent effective one- and two-body
interactions that include the relevant contribution form 3NFs,
calculations can be performed with formalisms already ex-
isting for two-body Hamiltonians. This approach, however,
goes beyond usual truncations based on normal ordering of
the Hamiltonian and employs fully correlated densities instead
of unperturbed reference states. We applied this approach for
the first time to study SRG-evolved chiral 2N and 3N inter-
actions on the isotopic chains of nitrogen, oxygen and fluo-
rine. We find that chiral 3NF at N2LO are crucial in predicting
the binding energies of these isotopes and they reproduce the
correct behaviour at the neutron driplines for all three cases.
Within the estimated errors due to the many-body techniques
and the dependence on the SRG evolutions, we find a remark-
able agreement between our calculations and the experimental
energies along all three isotopic chains.
Recent results [11] clearly show that state of the art SCGF

methods can be straightforwardly extended to the correspond-
ing Gorkov formalism for open shells, which is now under-
way. This would not only allows direct calculations of semi-
magic even-even isotopes with analogous quality as above but
would also allow extracting a wealth of information on neigh-

✪ Consistent description of Z = 7, 8, 9 isotopic chains

➟ 3NF crucial for reproducing driplines

3BF beyond the EoS

Shear viscosity with CBF

Benhar & Valli, PRL 99, 232501 (2007)
Benhar & Carbone, arxiv:0912.0129

PNS dynamical evolution with BHF

Burgio et al., arxiv:1106.2736

• Many-body modelers are aiming at complete descriptions!
• Consistent description of transport coefficients
• Response of nuclear & neutron matter
• Transport coefficients & dynamical evolution of NS 27 / 30

Results

Three-body forces

! Realistic microscopic calculations cannot avoid the use of NNN forces

    ° Binding energies, saturation properties and radii

    ° Shell evolution

    ° Spin-orbit splitting

    ° Three-nucleon scattering
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FIG. 2: Single-particle energies of the neutron d5/2, s1/2 and
d3/2 orbitals measured from the energy of 16O as a function of
neutron number N . (a) SPE calculated from a G matrix and
from low-momentum interactions Vlow k. (b) SPE obtained
from the phenomenological forces SDPF-M [14] and USD-
B [15]. (c,d) SPE including contributions from 3N forces due
to∆ excitations and chiral EFT 3N interactions at N2LO [26].
The changes due to 3N forces based on ∆ excitations are
highlighted by the shaded areas.

sures N = 8, 14, 16, and 20. The evolution of the SPE
is due to interactions as neutrons are added. For the
SPE based on NN forces in Fig. 2 (a), the d3/2 orbital
decreases rapidly as neutrons occupy the d5/2 orbital,
and remains well-bound from N = 14 on. This leads
to bound oxygen isotopes out to N = 20 and puts the
neutron drip-line incorrectly at 28O. This result appears
to depend only weakly on the renormalization method
or the NN interaction used. We demonstrate this by
showing SPE calculated in the G matrix formalism [11],
which sums particle-particle ladders, and based on low-
momentum interactions Vlow k [12] obtained from chiral
NN interactions at next-to-next-to-next-to-leading order
(N3LO) [13] using the renormalization group. Both cal-
culations include core polarization effects perturbatively
(including diagram Fig. 3 (d) with the ∆ replaced by a
nucleon and all other second-order diagrams) and start
from empirical SPE [14] in 17O. The empirical SPEs con-
tain effects from the core and its excitations, including
effects due to 3N forces.
We next show in Fig. 2 (b) the SPE obtained from the

phenomenological forces SDPF-M [14] and USD-B [15]
that have been fit to reproduce experimental binding en-

ergies and spectra. This shows a striking difference com-
pared to Fig. 2 (a): As neutrons occupy the d5/2 orbital,
with N evolving from 8 to 14, the d3/2 orbital remains
almost at the same energy and is not well-bound out to
N = 20. The dominant differences between Figs. 2 (a)
and (b) can be traced to the two-body monopole compo-
nents, which determine the average interaction between
two orbitals. The monopole components of a general two-
body interaction V are given by an angular average over
all possible orientations of the two nucleons in orbitals lj
and l′j′ [16],

V mono
j,j′ =

∑

m,m′

〈jm j′m′|V |jm j′m′〉
/

∑

m,m′

1 , (1)

where the sum over magnetic quantum numbers m and
m′ can be restricted by antisymmetry (see [17, 18] for
details). The SPE of the orbital j is effectively shifted by
V mono
j,j′ multiplied by the occupation number of the orbital

j′. This leads to the change in the SPE and determines
shell structure and the location of the drip-line [17–20].
The comparison of Figs. 2 (a) and (b) suggests that the

monopole interaction between the d3/2 and d5/2 orbitals
obtained from NN theories is too attractive, and that the
oxygen anomaly can be solved by additional repulsive
contributions to the two-neutron monopole components,
which approximately cancel the average NN attraction
on the d3/2 orbital. With extensive studies based on NN
forces, it is unlikely that such a distinct property would
have been missed, and it has been argued that 3N forces
may be important for the monopole components [21].
Next, we show that 3N forces among two valence neu-

trons and one nucleon in the 16O core give rise to repul-
sive monopole interactions between the valence neutrons.
While the contributions of the FM 3N force to other
quantities can be different, the shell-model configurations
composed of valence neutrons probe the long-range parts
of 3N forces. The repulsive nature of this 3N mechanism
can be understood based on the Pauli exclusion princi-
ple. Figure 3 (a) depicts the leading contribution to NN
forces due to the excitation of a ∆, induced by the ex-
change of pions with another nucleon. Because this is
a second-order perturbation, its contribution to the en-
ergy and to the two-neutron monopole components has
to be attractive. This is part of the attractive d3/2-d5/2
monopole component obtained from NN forces.
In nuclei, the process of Fig. 3 (a) leads to a change of

the SPE of the j,m orbital due to the excitation of a core
nucleon to a ∆, as illustrated in Fig. 3 (b) where the ini-
tial valence neutron is virtually excited to another j′,m′

orbital. As discussed, this lowers the energy of the j,m
orbital and thus increases its binding. However, in nuclei
this process is forbidden by the Pauli exclusion princi-
ple, if another neutron occupies the same orbital j′,m′,
as shown in Fig. 3 (c). The corresponding contribution
must then be subtracted from the SPE change due to
Fig. 3 (b). This is taken into account by the inclusion

[Otsuka et al. 2010]

" Dripline location in O isotopes (24O) possibly due to NNN physicsT. Otsuka et al, PRL 105,032501 (2010)
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Single-nucleon transfer in the oxygen chain

fair agreement obtained for the calculation of the 16O rms
radii performed with the SLy4 interaction [31] compared to
the values deduced from 16Oðe; e0pÞ15Ngs and 15N3=2#
analyses [5], both states with large SFs. We thus adopted
the HFB radii calculated for the 0p wave functions for 14O
and 18O and deduced the corresponding values of r0. The
same calculation was done with other Skyrme interactions,
always in fair agreement with the 16Oðe; e0pÞ results, from
which we deduced a variance for r0.

The calculated angular distributions were normalized to
the data by a factor C2Sexp, which defines a so-called
experimental SF. C2Sexp are mainly sensitive to the most
forward angles, and so little sensitive to the details of the
nuclear potentials. C2Sexp strongly depend on radii with
!SF=SF $ 6!rrms=rrms in the 14Oðd; tÞ analysis.

We first reanalyzed published data for single nucleon
pickup reactions at about the same incident energy in direct
kinematics [19–21] on 16O and 18O targets. The angular
distributions were well reproduced in all cases by CRC
calculations. For 16Oðd; 3HeÞ at 14 and 26 MeV=nucleon,
we obtained same C2Sexp, which confirms the energy in-
dependence of the analysis. For the 14O (d, 3He) and
14O (d; t) transfers, the shape of the angular distributions

is nicely reproduced (Fig. 2) by the CRC calculations
assuming a !l ¼ 1 transferred angular momentum, as
expected from the transfer of a 0p nucleon.
In the second approach, we employed ab initio SFs and

OFs obtained from the single-particle Green’s function in
the third order algebraic diagrammatic construction
method [ADC(3)] [14,32]. Calculations were based on
chiral two-body next-to-next-to-next-to leading order
(N3LO) [33] plus three-body next-to-next-to leading order
(N2LO) [34] interactions evolved to a cutoff ! ¼
1:88 fm#1, as introduced in Ref. [35]. All microscopic
OFs were further rescaled in coordinate space by the
same factor (i.e., introducing only one phenomenological
correction) to account for differences of predicted [30] and
experimental rms radius of 16O. The OFs corresponding to
the removal of main peaks at large and small nucleon
separation energies are shown in Figs. 3(a) and 3(b),
respectively, and compared to the Wood-Saxon prescrip-
tion. We note very little radial difference in the removal of
the strongly bound neutron in 14O.
We give in Table I the normalizations C2Sexp for the two

kinds of OFs. From theoretical SFs inputs, either micro-
scopic ab initio SFs [30] or shell-model SFs, we obtain a
theoretical value "thð#Þ and the reduction factor Rs ¼
"expð#Þ="thð#Þ. For shell-model SFs, we performed two
calculations with different valence space and interaction:
(i) in the 0pþ 2@! valence space with Oxbash [36] and
the WBT interaction [37] shown in Table I (here the active
orbitals are 0p3=2 and 0p1=2 and only 2p2h excitations
toward the sd orbitals are allowed), and (ii) in the
0p1s0d valence space with Nushellx [38] and a new inter-
action [39]. With the WBT interaction, we find good
agreement for the energies of the listed states, while with
the new interaction the energies of excited states in 13N and
15N disagree by several MeV. Finally, we show the reduc-
tion factor Rs, also plotted in Figs. 4(a) and 4(b), for WS
and microscopic OFs, respectively. In the total uncertainty,
we set apart in a box the uncertainties originating from the
analysis: (i) imperfect knowledge of entrance and exit
potentials, and (ii) the variance in the calculation of rms
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FIG. 3 (color online). Radial dependence of (a), (b) the OFs for
WS and microscopic (SCGF) [30] form factors normalized to 1;
(c), (d) the OF difference $ (SCGF#WS).

TABLE I. The normalization C2Sexp for two OFs, phenomenological (WS) and microscopic (SCGF) [30]. For the WS OF, the
r0 values were chosen to reproduce RHFB

rms , except for
16O for which Rrms was taken from (e, e0p) data (see text). The SFs C2Sth are

obtained from shell-model calculations with the WBT interaction. In the second part, the analysis was performed with microscopic
OFs and SFs. The two errors for C2Sexp and Rs are the experimental and analysis errors.

RHFB
rms r0 C2Sexp C2Sth Rs C2Sexp C2Sth Rs

Reaction E' (MeV) J% (fm) (fm) (WS) 0pþ 2@! (WS) (SCGF) (SCGF) (SCGF)

14O (d, t) 13O 0.00 3=2# 2.69 1.40 1.69 (17)(20) 3.15 0.54(5)(6) 1.89(19)(22) 3.17 0.60(6)(7)
14O (d, 3He) 13N 0.00 1=2# 3.03 1.23 1.14(16)(15) 1.55 0.73(10)(10) 1.58(22)(2) 1.58 1.00(14)(1)

3.50 3=2# 2.77 1.12 0.94(19)(7) 1.90 0.49(10)(4) 1.00(20)(1) 1.90 0.53(10)(1)
16O (d, t) 15O 0.00 1=2# 2.91 1.46 0.91(9)(8) 1.54 0.59(6)(5) 0.96(10)(7) 1.73 0.55(6)(4)
16O (d, 3He) 15N [19,20] 0.00 1=2# 2.95 1.46 0.93(9)(9) 1.54 0.60(6)(6) 1.25(12)(5) 1.74 0.72(7)(3)

6.32 3=2# 2.80 1.31 1.83(18)(24) 3.07 0.60(6)(8) 2.24(22)(10) 3.45 0.65(6)(3)
18O (d, 3He) 17N [21] 0.00 1=2# 2.91 1.46 0.92(9)(12) 1.58 0.58(6)(10)
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radii (and consequently of r0) due to different Skyrme
interactions, provided the rms radii of 15N extracted from
(e, e0p) [5] are reproduced. All the other experimental
uncertainties are accounted for by the error bars displayed
on Fig. 4. A rather flat trend is found without the need
for the large asymmetry dependence suggested by inter-
mediate energy knockout data analyzed with the eikonal
formalism [10]. For a quantitative evaluation, we fitted
the reduction factor with a linear dependence Rs¼
!"!Sþ". We obtained mean values for ! and " with
associated errors from a minimization over the 48 data sets,
considering (i) eight combinations of optical potentials for
the entrance and exit channels, (ii) three Skyrme interac-
tions to calculate the rms radii, and (iii) the two above-
mentioned shell-model calculations.

For the WS OF, the reduction factor Rs ¼ 0:538ð28Þð18Þ
(for !S ¼ 0 nuclei) is in agreement with Ref. [9] and the
slope parameter ! ¼ 0:0004ð24Þð12Þ MeV&1, therefore
consistent with zero. The first standard error obtained
over one data set depends on the experimental uncertain-
ties; the second one comes from the distribution over the 48
data sets. Within the error bars, the data do not contradict
the weak dependence found by ab initio calculations, with
!0 ¼ &0:0039 MeV&1 between the two 14O points in
Ref. [7], although the calculated !S is much reduced
compared to the experimental value.

Despite different OFs and SFs, the analysis
performed with the ab initio OF [30] provides very
similar results with Rsð!S¼0Þ¼0:636ð34Þð42Þ and !¼
&0:0042ð28Þð36ÞMeV&1, with calculated !S¼17:6MeV
[Fig. 4(b)].
In summary, we measured exclusive differential cross

sections at 18 MeV=nucleon for the 14Oðd; tÞ13O and
14Oðd; 3HeÞ13N transfer reactions and elastic scattering.
WS OFs with a constraint on HF radii and microscopic
OFs (obtained from SCFG theory) have been compared for
the first time for symmetric and very asymmetric nuclei
and gave similar results. We extracted the reduction factors
Rs over a high asymmetry range, !S ¼ '18:5 MeV, for
oxygen isotopes. From the good agreement between the
CRC calculations and the set of transfer data highlighted in
our work, the asymmetry dependence is found to be non-
existent (or weak), within the error bars. This result is in
agreement with ab initio Green’s function and coupled-
cluster calculations [7,14], but contradicts the trend
observed in nucleon knockout data obtained at incident
energies below 100 MeV=nucleon and analyzed with the
sudden-eikonal formalism. The disagreement of the two
systematic trends from knockout and transfer calls for a
better description of so-called direct reaction mechanisms
in order that a consistent picture of nuclear structure
emerges from measurements at different incident energies.
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FIG. 4 (color online). Reduction factors Rs obtained with (a) a
WS OF and the SLy4 interaction [31], averaged over four
entrance and two exit potentials, and compared to shell-model
calculations performed with the WBT interaction [37] in the
0pþ 2@! valence space; (b) a microscopic (SCGF) form factor
[30]. The detail of error bars is given in text.
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fair agreement obtained for the calculation of the 16O rms
radii performed with the SLy4 interaction [31] compared to
the values deduced from 16Oðe; e0pÞ15Ngs and 15N3=2#
analyses [5], both states with large SFs. We thus adopted
the HFB radii calculated for the 0p wave functions for 14O
and 18O and deduced the corresponding values of r0. The
same calculation was done with other Skyrme interactions,
always in fair agreement with the 16Oðe; e0pÞ results, from
which we deduced a variance for r0.

The calculated angular distributions were normalized to
the data by a factor C2Sexp, which defines a so-called
experimental SF. C2Sexp are mainly sensitive to the most
forward angles, and so little sensitive to the details of the
nuclear potentials. C2Sexp strongly depend on radii with
!SF=SF $ 6!rrms=rrms in the 14Oðd; tÞ analysis.

We first reanalyzed published data for single nucleon
pickup reactions at about the same incident energy in direct
kinematics [19–21] on 16O and 18O targets. The angular
distributions were well reproduced in all cases by CRC
calculations. For 16Oðd; 3HeÞ at 14 and 26 MeV=nucleon,
we obtained same C2Sexp, which confirms the energy in-
dependence of the analysis. For the 14O (d, 3He) and
14O (d; t) transfers, the shape of the angular distributions

is nicely reproduced (Fig. 2) by the CRC calculations
assuming a !l ¼ 1 transferred angular momentum, as
expected from the transfer of a 0p nucleon.
In the second approach, we employed ab initio SFs and

OFs obtained from the single-particle Green’s function in
the third order algebraic diagrammatic construction
method [ADC(3)] [14,32]. Calculations were based on
chiral two-body next-to-next-to-next-to leading order
(N3LO) [33] plus three-body next-to-next-to leading order
(N2LO) [34] interactions evolved to a cutoff ! ¼
1:88 fm#1, as introduced in Ref. [35]. All microscopic
OFs were further rescaled in coordinate space by the
same factor (i.e., introducing only one phenomenological
correction) to account for differences of predicted [30] and
experimental rms radius of 16O. The OFs corresponding to
the removal of main peaks at large and small nucleon
separation energies are shown in Figs. 3(a) and 3(b),
respectively, and compared to the Wood-Saxon prescrip-
tion. We note very little radial difference in the removal of
the strongly bound neutron in 14O.
We give in Table I the normalizations C2Sexp for the two

kinds of OFs. From theoretical SFs inputs, either micro-
scopic ab initio SFs [30] or shell-model SFs, we obtain a
theoretical value "thð#Þ and the reduction factor Rs ¼
"expð#Þ="thð#Þ. For shell-model SFs, we performed two
calculations with different valence space and interaction:
(i) in the 0pþ 2@! valence space with Oxbash [36] and
the WBT interaction [37] shown in Table I (here the active
orbitals are 0p3=2 and 0p1=2 and only 2p2h excitations
toward the sd orbitals are allowed), and (ii) in the
0p1s0d valence space with Nushellx [38] and a new inter-
action [39]. With the WBT interaction, we find good
agreement for the energies of the listed states, while with
the new interaction the energies of excited states in 13N and
15N disagree by several MeV. Finally, we show the reduc-
tion factor Rs, also plotted in Figs. 4(a) and 4(b), for WS
and microscopic OFs, respectively. In the total uncertainty,
we set apart in a box the uncertainties originating from the
analysis: (i) imperfect knowledge of entrance and exit
potentials, and (ii) the variance in the calculation of rms
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FIG. 3 (color online). Radial dependence of (a), (b) the OFs for
WS and microscopic (SCGF) [30] form factors normalized to 1;
(c), (d) the OF difference $ (SCGF#WS).

TABLE I. The normalization C2Sexp for two OFs, phenomenological (WS) and microscopic (SCGF) [30]. For the WS OF, the
r0 values were chosen to reproduce RHFB

rms , except for
16O for which Rrms was taken from (e, e0p) data (see text). The SFs C2Sth are

obtained from shell-model calculations with the WBT interaction. In the second part, the analysis was performed with microscopic
OFs and SFs. The two errors for C2Sexp and Rs are the experimental and analysis errors.

RHFB
rms r0 C2Sexp C2Sth Rs C2Sexp C2Sth Rs

Reaction E' (MeV) J% (fm) (fm) (WS) 0pþ 2@! (WS) (SCGF) (SCGF) (SCGF)

14O (d, t) 13O 0.00 3=2# 2.69 1.40 1.69 (17)(20) 3.15 0.54(5)(6) 1.89(19)(22) 3.17 0.60(6)(7)
14O (d, 3He) 13N 0.00 1=2# 3.03 1.23 1.14(16)(15) 1.55 0.73(10)(10) 1.58(22)(2) 1.58 1.00(14)(1)

3.50 3=2# 2.77 1.12 0.94(19)(7) 1.90 0.49(10)(4) 1.00(20)(1) 1.90 0.53(10)(1)
16O (d, t) 15O 0.00 1=2# 2.91 1.46 0.91(9)(8) 1.54 0.59(6)(5) 0.96(10)(7) 1.73 0.55(6)(4)
16O (d, 3He) 15N [19,20] 0.00 1=2# 2.95 1.46 0.93(9)(9) 1.54 0.60(6)(6) 1.25(12)(5) 1.74 0.72(7)(3)

6.32 3=2# 2.80 1.31 1.83(18)(24) 3.07 0.60(6)(8) 2.24(22)(10) 3.45 0.65(6)(3)
18O (d, 3He) 17N [21] 0.00 1=2# 2.91 1.46 0.92(9)(12) 1.58 0.58(6)(10)
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✪ Analysis of 14O(d, t) 13O and 14O(d, 3He) 13N transfer reactions @ SPIRAL

➟ Overlaps functions and cross sections from GF
➟ Rs independent of asymmetry



Going open-shell: Gorkov-Green’s functions

✪ Standard expansion schemes fail to account for pairing correlations
➟ Limited to to doubly-closed-shell ± 1 and ± 2 nuclei

✪ Gorkov-Green’s functions
➟ Address explicitly the non-perturbative physics of Cooper pairs
➟ Formulate the expansion scheme around a Bogoliubov vacuum
➟ From few tens to hundreds of medium-mass open-shell nuclei

34

pearance in the self-energy expansion generates the self-
consistency characterizing the method.
It follows that only irreducible self-energy diagrams

with dressed or interacting propagators have to be com-
puted. Single-particle dressed propagators are depicted
as solid double lines and are labelled by two indices and
an energy as the unperturbed ones, i.e.

G11
ab(ω) ≡ ↑ ω

b

a

, (C9a)

G12
ab(ω) ≡ ↑ ω

b̄

a

, (C9b)

G21
ab(ω) ≡ ↑ ω

b

ā

, (C9c)

G22
ab(ω) ≡ ↑ ω

b̄

ā

. (C9d)

The diagrammatic rules for computing the irreducible
self-energies are then the same of the reducible case, with
the only difference that dressed propagators (C9) have to
be used instead of the bare ones.

2. Self-energies

a. First order

This subsection addresses the calculation of the first-
order self-energy diagrams.
The first normal contribution corresponds to the stan-

dard Hartree-Fock self-energy. It is depicted as

Σ11 (1)
ab =

b

c

d

a
↓ ω′ , (C10)

and reads

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd

V̄acbd G
11
dc(ω

′) , (C11)

where the energy integral is to be performed in the up-
per half of the complex energy plane, according to the
convention introduced in Rule 6. Inserting the Lehmann
form (54a) of the propagator one obtains

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Ūk
d Ūk∗

c

ω′ − ωk + iη

− i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Vk∗
d Vk

c

ω′ + ωk − iη

=
∑

cd,k

V̄acbd Vk∗
d Vk

c , (C12)

where the residue theorem has been used, i.e. the first
term, with +iη in the denominator, contains no pole in
the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
Similarly one computes the other normal self-energy

term

Σ22 (1)
ab (ω) =

b̄

c̄

d̄

ā
↓ ω′ ,

(C13)
which reads

Σ22 (1)
ab (ω) = −i

∫

C↓

dω′

2π

∑

cd

V̄āc̄b̄d̄G
22
cd(ω

′)

= −i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
V̄k
c V̄k∗

d

ω′ − ωk + iη

− i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
Uk∗
c Uk

d

ω′ + ωk − iη

= −
∑

cd,k

V̄āc̄b̄d̄ V̄k
c V̄k∗

d

= −
∑

cd,k

V̄ācb̄d Vk
c̄ Vk∗

d̄

= −
∑

cd,k

V̄acbd Vk
c Vk∗

d

= −Σ11 (1)
ab (ω) . (C14)

The anomalous contributions to the self-energy at first
order are

Σ12 (1)
ab =

b̄

← ω′

a
c d̄

, (C15)
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where the notation Ek1k2k3 ≡ ωk1 + ωk2 + ωk3 has been introduced. Summing the two terms one has

Σ11 (2′+2′′)
ab (ω) =

1

2

∑

k1k2k3

{

Mk1k2k3
a (Mk1k2k3

b + 2Pk1k2k3
b )†

ω − Ek1k2k3 + iη
+

N k1k2k3
a

†
(N k1k2k3

b + 2Qk1k2k3
b )

ω + Ek1k2k3 − iη

}

, (94)

which can be written, using properties (90) and (91), as

Σ11 (2)
ab (ω) =

1

2

∑

k1k2k3

{

Mk1k2k3
a (Mk1k2k3

b + Pk1k2k3
b +Rk1k2k3

b )†

ω − Ek1k2k3 + iη
+

N k1k2k3
a

†
(N k1k2k3

b +Qk1k2k3
b + Sk1k2k3

b )

ω + Ek1k2k3 − iη

}

=
1

6

∑

k1k2k3

{

(Mk1k2k3
a + Pk1k2k3

a +Rk1k2k3
a ) (Mk1k2k3

b + Pk1k2k3
b +Rk1k2k3

b )†

ω − Ek1k2k3 + iη

}

+
1

6

∑

k1k2k3

{

(N k1k2k3
a +Qk1k2k3

a + Sk1k2k3
a )† (N k1k2k3

b +Qk1k2k3
b + Sk1k2k3

b )

ω + Ek1k2k3 − iη

}

Σ11
ab(ω) =

∑

k1k2k3

{

Ck1k2k3
a Ck1k2k3

b

†

ω − Ek1k2k3 + iη
+

Dk1k2k3
a

†Dk1k2k3
b

ω + Ek1k2k3 + iη

}

, (95)

with the definitions

Ck1k2k3
a ≡ 1√

6

[

Mk1k2k3
a + Pk1k2k3

a +Rk1k2k3
a

]

, (96a)

Dk1k2k3
a ≡ 1√

6

[

N k1k2k3
a +Qk1k2k3

a + Sk1k2k3
a

]

. (96b)

One can write in a similar way all other second-order self-energies computed in Section C 2 to obtain

Σ12 (2′+2′′)
ab (ω) = −

∑

k1k2k3

{

Ck1k2k3
a Dk1k2k3

b

ω − Ek1k2k3 + iη
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a
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ω + Ek1k2k3 + iη
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, (97a)
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F. Matrix representation of Gorkov’s equations

Defining quantities W and Z through

(ωk − Ek1k2k3)Wk1k2k3
k ≡

∑

a

[

Ck1k2k3
a

† Uk
a −Dk1k2k3

a Vk
a

]

(98a)

(ωk + Ek1k2k3)Zk1k2k3
k ≡

∑

a

[

−Dk1k2k3
a Uk

a + Ck1k2k3
a

† Vk
a

]

(98b)

Gorkov’s equations (67) computed in terms of second-order self-energies can be rewritten as

ωk Uk
a =

∑

b

[

(tab − µ δab + Λab)Uk
b + h̃ab Vk

b

]

+
∑

k1k2k3

[
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a Wk1k2k3
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k

]

(99a)

ωk Vk
a =

∑

b
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ab U
k
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]
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−Dk1k2k3
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†Wk1k2k3
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]

(99b)

which grouped together with Eq. (98) provide a set of four coupled equations for unknowns U , V , W and Z that can
be displayed in a matrix form as

ωk






U
V
W
Z






k

=





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C† −D E 0
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

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


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U
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
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
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W
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



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(100)
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Σ12 (2′+2′′)
ab (ω) = −

∑

k1k2k3

{

Ck1k2k3
a Dk1k2k3

b

ω − Ek1k2k3 + iη
+

Dk1k2k3
a

† Ck1k2k3
b

†

ω + Ek1k2k3 + iη

}

, (97a)

Σ21 (2′+2′′)
ab (ω) = −

∑

k1k2k3

{

Dk1k2k3
a

† Ck1k2k3
b

†

ω − Ek1k2k3 + iη
+

Ck1k2k3
a Dk1k2k3

b

ω + Ek1k2k3 + iη

}

, (97b)

Σ22 (2′+2′′)
ab (ω) =

∑

k1k2k3

{

Dk1k2k3
a

†Dk1k2k3
b

ω − Ek1k2k3 + iη
+

Ck1k2k3
a Ck1k2k3

b

†

ω + Ek1k2k3 + iη

}

. (97c)

F. Matrix representation of Gorkov’s equations

Defining quantities W and Z through

(ωk − Ek1k2k3)Wk1k2k3
k ≡

∑

a

[

Ck1k2k3
a

† Uk
a −Dk1k2k3

a Vk
a

]

(98a)

(ωk + Ek1k2k3)Zk1k2k3
k ≡

∑

a

[

−Dk1k2k3
a Uk

a + Ck1k2k3
a

† Vk
a

]

(98b)

Gorkov’s equations (67) computed in terms of second-order self-energies can be rewritten as

ωk Uk
a =

∑

b

[

(tab − µ δab + Λab)Uk
b + h̃ab Vk

b

]

+
∑

k1k2k3

[

Ck1k2k3
a Wk1k2k3

k −Dk1k2k3
a

†Zk1k2k3
k

]

(99a)

ωk Vk
a =

∑

b

[

−(tab − µ δab + Λab)Vk
b + h̃†

ab U
k
b

]

+
∑

k1k2k3

[

−Dk1k2k3
a

†Wk1k2k3
k + Ck1k2k3

a Zk1k2k3
k

]

(99b)

which grouped together with Eq. (98) provide a set of four coupled equations for unknowns U , V , W and Z that can
be displayed in a matrix form as

ωk






U
V
W
Z






k

=







T − µ+ Λ h̃ C −D†

h̃† −T + µ− Λ −D† C
C† −D E 0
−D C† 0 −E












U
V
W
Z






k

≡ Ξ






U
V
W
Z






k

(100)
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convention introduced in Rule 6. Inserting the Lehmann
form (53a) of the propagator one obtains

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Ūk
d Ūk∗

c

ω′ − ωk + iη

− i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Vk∗
d Vk

c

ω′ + ωk − iη

=
∑

cd,k

V̄acbd Vk∗
d Vk

c , (C18)

where the residue theorem has been used, i.e. the first
term, with +iη in the denominator, contains no pole in
the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
Similarly one computes the other normal self-energy

term

Σ22 (1)
ab (ω) =

b̄

c̄

d̄

ā
↓ ω′ ,

(C19)
which reads

Σ22 (1)
ab (ω) = −i

∫

C↓

dω′

2π

∑

cd

V̄āc̄b̄d̄ G
22
cd(ω

′)

= −i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
V̄k
c V̄k∗

d

ω′ − ωk + iη

− i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
Uk∗
c Uk

d

ω′ + ωk − iη

= −
∑

cd,k

V̄āc̄b̄d̄ V̄k
c V̄k∗

d

= −
∑

cd,k

V̄ācb̄d Vk
c̄ Vk∗

d̄

= −
∑

cd,k

V̄acbd Vk
c Vk∗

d

= −Σ11 (1)
ab (ω) . (C20)

The anomalous contributions to the self-energy at first
order are

Σ12 (1)
ab (ω) =

b̄

← ω′

a
c d̄

, (C21)

Σ21 (1)
ab (ω) = d

← ω′

c̄
ā b

, (C22)

and are written respectively as

Σ12 (1)
ab (ω) = − i

2

∫

C↑

dω′

2π

∑

cd

V̄ab̄cd̄G
12
cd(ω

′)

= − i

2

∫

C↑

dω′

2π

∑

cd,k

V̄ab̄cd̄
Ūk
c V̄k∗

d

ω′ − ωk + iη

− i

2

∫

C↑

dω′

2π

∑

cd,k

V̄ab̄cd̄
Vk∗
c Uk

d

ω′ + ωk − iη

=
1

2

∑

cd,k

V̄ab̄cd̄ Vk∗
c Uk

d , (C23)

and

Σ21 (1)
ab (ω) = − i

2

∫

C↑

dω′

2π

∑

cd

V̄c̄dāb G
21
cd(ω

′)

= − i

2

∫

C↑

dω′

2π

∑

cd,k

V̄c̄dāb
V̄k
c Ūk∗

d

ω′ − ωk + iη

− i

2

∫

C↑

dω′

2π

∑

cd,k

V̄c̄dāb
Uk∗
c Vk

d

ω′ + ωk − iη

=
1

2

∑

cd,k

V̄c̄dāb Uk∗
c Vk

d

=
1

2

∑

cd,k

V̄ābc̄d Uk∗
c Vk

d

=
[

Σ12 (1)
ba (ω)

]∗

, (C24)

where the same integration technique as in (C18) has
been used.

b. Second order

Let us proceed now the computation of the second-
order contributions. The first term is the standard
second-order self-energy

Σ11 (2′)
ab (ω) = ↑ ω′ ↑ ω′′

d g

↓ ω′′′

c f

b

a

h

e

(C25)

which reads
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convention introduced in Rule 6. Inserting the Lehmann
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where the residue theorem has been used, i.e. the first
term, with +iη in the denominator, contains no pole in
the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
Similarly one computes the other normal self-energy

term

Σ22 (1)
ab (ω) =

b̄

c̄

d̄

ā
↓ ω′ ,

(C19)
which reads

Σ22 (1)
ab (ω) = −i
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dω′

2π
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cd

V̄āc̄b̄d̄ G
22
cd(ω

′)

= −i

∫
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dω′

2π
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cd,k

V̄āc̄b̄d̄
V̄k
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d
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∫
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dω′

2π

∑

cd,k

V̄āc̄b̄d̄
Uk∗
c Uk

d

ω′ + ωk − iη

= −
∑

cd,k

V̄āc̄b̄d̄ V̄k
c V̄k∗

d

= −
∑

cd,k

V̄ācb̄d Vk
c̄ Vk∗

d̄

= −
∑

cd,k

V̄acbd Vk
c Vk∗

d

= −Σ11 (1)
ab (ω) . (C20)

The anomalous contributions to the self-energy at first
order are
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and are written respectively as
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2

∫
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∑

cd

V̄ab̄cd̄G
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cd(ω
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2

∫

C↑

dω′

2π

∑

cd,k

V̄ab̄cd̄
Ūk
c V̄k∗

d

ω′ − ωk + iη

− i

2

∫

C↑

dω′

2π

∑

cd,k

V̄ab̄cd̄
Vk∗
c Uk

d

ω′ + ωk − iη

=
1

2

∑

cd,k

V̄ab̄cd̄ Vk∗
c Uk

d , (C23)

and

Σ21 (1)
ab (ω) = − i

2

∫

C↑

dω′

2π

∑

cd

V̄c̄dāb G
21
cd(ω

′)

= − i

2

∫
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dω′

2π

∑

cd,k

V̄c̄dāb
V̄k
c Ūk∗

d

ω′ − ωk + iη
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2

∫
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dω′

2π

∑

cd,k

V̄c̄dāb
Uk∗
c Vk

d

ω′ + ωk − iη

=
1

2

∑

cd,k

V̄c̄dāb Uk∗
c Vk

d

=
1

2

∑

cd,k

V̄ābc̄d Uk∗
c Vk

d

=
[

Σ12 (1)
ba (ω)

]∗

, (C24)

where the same integration technique as in (C18) has
been used.

b. Second order

Let us proceed now the computation of the second-
order contributions. The first term is the standard
second-order self-energy

Σ11 (2′)
ab (ω) = ↑ ω′ ↑ ω′′

d g

↓ ω′′′

c f

b

a

h

e

(C25)

which reads
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c
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− i

∫
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∑

cd,k

V̄acbd
Vk∗
d Vk

c

ω′ + ωk − iη

=
∑

cd,k

V̄acbd Vk∗
d Vk

c , (C18)

where the residue theorem has been used, i.e. the first
term, with +iη in the denominator, contains no pole in
the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
Similarly one computes the other normal self-energy

term

Σ22 (1)
ab (ω) =

b̄

c̄

d̄

ā
↓ ω′ ,

(C19)
which reads

Σ22 (1)
ab (ω) = −i

∫

C↓

dω′

2π

∑

cd

V̄āc̄b̄d̄ G
22
cd(ω

′)

= −i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
V̄k
c V̄k∗

d

ω′ − ωk + iη

− i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
Uk∗
c Uk

d

ω′ + ωk − iη

= −
∑

cd,k

V̄āc̄b̄d̄ V̄k
c V̄k∗

d

= −
∑

cd,k

V̄ācb̄d Vk
c̄ Vk∗

d̄

= −
∑

cd,k

V̄acbd Vk
c Vk∗

d

= −Σ11 (1)
ab (ω) . (C20)

The anomalous contributions to the self-energy at first
order are
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← ω′
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, (C21)

Σ21 (1)
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ā b

, (C22)

and are written respectively as
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2

∫
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2π
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cd

V̄ab̄cd̄G
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′)

= − i

2

∫
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dω′

2π

∑

cd,k

V̄ab̄cd̄
Ūk
c V̄k∗

d

ω′ − ωk + iη

− i

2

∫

C↑

dω′

2π

∑

cd,k

V̄ab̄cd̄
Vk∗
c Uk

d

ω′ + ωk − iη

=
1

2

∑

cd,k

V̄ab̄cd̄ Vk∗
c Uk

d , (C23)

and

Σ21 (1)
ab (ω) = − i

2

∫

C↑

dω′

2π

∑

cd

V̄c̄dāb G
21
cd(ω

′)

= − i

2

∫

C↑

dω′

2π

∑

cd,k

V̄c̄dāb
V̄k
c Ūk∗

d

ω′ − ωk + iη

− i

2

∫

C↑

dω′

2π

∑

cd,k

V̄c̄dāb
Uk∗
c Vk

d

ω′ + ωk − iη

=
1

2

∑

cd,k

V̄c̄dāb Uk∗
c Vk

d

=
1

2

∑

cd,k

V̄ābc̄d Uk∗
c Vk

d

=
[

Σ12 (1)
ba (ω)

]∗

, (C24)

where the same integration technique as in (C18) has
been used.

b. Second order

Let us proceed now the computation of the second-
order contributions. The first term is the standard
second-order self-energy

Σ11 (2′)
ab (ω) = ↑ ω′ ↑ ω′′

d g

↓ ω′′′

c f

b

a

h

e

(C25)

which reads
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which yields

Σ22 (2′)
ab (ω) = −1

2

∫
dω′

2π

dω′′

2π

∑

cdefgh

V̄āēc̄f̄ V̄d̄ḡb̄h̄ G22
cd(ω′)G22

fg(ω
′′)G22

he(ω
′ + ω′′ − ω)

= −1

2

∫
dω′

2π

dω′′

2π

∑

cdefgh,k1k2k3

V̄āēc̄f̄ V̄d̄ḡb̄h̄

{

V̄k1
c V̄k1∗

d

ω′ − ωk1
+ iη

+
Uk1∗

c Uk1

d

ω′ + ωk1
− iη

}

×
{

V̄k2

f V̄k2∗
g

ω′ − ωk2
+ iη

+
Uk2∗

f Uk2
g

ω′ + ωk2
− iη

} {

V̄k3

h V̄k3∗
e

ω′ − ωk3
+ iη

+
Uk3∗

h Uk3
e

ω′ + ωk3
− iη

}

=
1

2

∑

cdefgh,k1k2k3

V̄āēc̄f̄ V̄d̄ḡb̄h̄

{

V̄k1
c V̄k1∗

d V̄k2

f V̄k2∗
g Uk3∗

h Uk3
e

ω − (ωk1
+ ωk2

+ ωk3
) + iη

+
Uk1∗

c Uk1

d Uk2∗
f Uk2

g V̄k3

h V̄k3∗
e

ω + (ωk3
+ ωk1

+ ωk2
)− iη

}

, (C19)

and

Σ22 (2′′)
ab (ω) =

d̄ ḡ

↑ ω′

c̄ f

↑ ω′′′↑ ω′′

b̄

ā

h̄

e

, (C20)

which is evaluated as

Σ22 (2′′)
ab (ω) = −

∫
dω′

2π

dω′′

2π

∑

cdefgh

V̄āec̄f V̄d̄ḡb̄h̄ G22
cd(ω′)G12

fh(ω′′)G21
ge(ω

′ + ω′′ − ω) (C21)

= −
∫

dω′

2π

dω′′

2π

∑

cdefgh,k1k2k3

V̄āec̄f V̄d̄ḡb̄h̄

{

V̄k1
c V̄k1∗

d

ω′ − ωk1
+ iη

+
Uk1∗

c Uk1

d

ω′ + ωk1
− iη

}

×
{

Ūk2

f V̄k2∗
h

ω′′ − ωk2
+ iη

+
Vk2∗

f Uk2

h

ω′′ + ωk2
− iη

} {

V̄k3
g Ūk3∗

e

ω′ + ω′′ − ω − ωk3
+ iη

+
Uk3∗

g Vk3
e

ω′ + ω′′ − ω + ωk3
− iη

}

=
∑

cdefgh,k1k2k3

V̄āec̄f V̄d̄ḡb̄h̄

{

V̄k1
c V̄k1∗

d Ūk2

f V̄k2∗
h V̄k3

g Ūk3∗
e

ω − (ωk1
+ ωk2

+ ωk3
) + iη

+
Uk1∗

c Uk1

d Vk2∗
f Uk2

h Uk3∗
g Vk3

e

ω + (ωk3
+ ωk1

+ ωk2
)− iη

}

.

The first of the anomalous self-energy is

Σ12 (2′)
ab (ω) = h b̄

← ω′

↑ ω′′ ↓ ω′′′

c f

a

d̄g

e

, (C22)
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Σ11 (2′)
ab (ω) = −1

2

∫
dω′

2π

dω′′

2π

dω′′′

2π

∑

cdefgh

V̄aecf V̄dgbh G11
cd(ω′)G11

fg(ω
′′)G11

he(ω
′′′) δ(ω − ω′ − ω′′ + ω′′′)

= −1

2

∫
dω′

2π

dω′′

2π

∑

cdefgh

V̄aecf V̄dgbh G11
cd(ω′)G11

fg(ω
′′)G11

he(ω
′ + ω′′ − ω) . (C13)

The integrations over the two energy variables are performed in this case using two successive applications of the
formula

I(E) =

∫ +∞

−∞

dE′

2πi

{
F1

E′ − f1 + iη
+

B1

E′ − b1 − iη

} {
F2

E′ − E − f2 + iη
+

B2

E′ − E − b2 − iη

}

=

{
F1B2

E − (f1 − b2) + iη
− F2B1

E − (f2 − b1)− iη

}

. (C14)

The above integral, defined on the real axis, is computed by extending the integration to a large semicircle in the
upper or lower complex half plane of E′ (this can be done since the integrand behaves as |E′|−2 for |E′| → ∞ and
this branch do not contribute to the integral) and then by using the residue theorem. Of the four terms, two have
poles in the same half plane and yield zero as the contour can be closed in the other half. Applying this formula to
the integral (C13) we obtain

Σ11 (2′)
ab (ω) = −1

2

∫
dω′

2π

dω′′

2π

∑

cdefgh,k1k2k3

V̄aecf V̄dgbh

{

Ūk1
c Ūk1∗

d

ω′ − ωk1
+ iη

+
Vk1∗

c Vk1

d

ω′ + ωk1
− iη

}

×
{

Ūk2

f Ūk2∗
g

ω′′ − ωk2
+ iη

+
Vk2∗

f Vk2
g

ω′′ + ωk2
− iη

} {

Ūk3

h Ūk3∗
e

ω′ + ω′′ − ω − ωk3
+ iη

+
Vk3∗

h Vk3
e

ω′ + ω′′ − ω + ωk3
− iη

}

=
1

2

∑

cdefgh,k1k2k3

V̄aecf V̄dgbh

{

Ūk1
c Ūk1∗

d Ūk2

f Ūk2∗
g Vk3∗

h Vk3
e

ω − (ωk1
+ ωk2

+ ωk3
) + iη

+
Vk1∗

c Vk1

d Vk2∗
f Vk2

g Ūk3

h Ūk3∗
e

ω + (ωk3
+ ωk1

+ ωk2
)− iη

}

. (C15)

With the same technique we can evaluate all other terms contributing to the second order self-energy. We have

Σ11 (2′′)
ab (ω) = ↑ ω′

d ḡ

c f

↑ ω′′′↑ ω′′

b

a

h̄

e

(C16)

which reads

Σ11 (2′′)
ab (ω) = −

∫
dω′

2π

dω′′

2π

∑

cdefgh

V̄aecf V̄dḡbh̄ G11
cd(ω′)G12

fh(ω′′)G21
ge(ω

′ + ω′′ − ω) (C17)

= −
∫

dω′

2π

dω′′

2π

∑

cdefgh,k1k2k3

V̄aecf V̄dḡbh̄

{

Ūk1
c Ūk1∗

d

ω′ − ωk1
+ iη

+
Vk1∗

c Vk1

d

ω′ + ωk1
− iη

}

×
{

Ūk2

f V̄k2∗
h

ω′′ − ωk2
+ iη

+
Vk2∗

f Uk2

h

ω′′ + ωk2
− iη

} {

V̄k3
g Ūk3∗

e

ω′ + ω′′ − ω − ωk3
+ iη

+
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The two diagrams of the other normal self-energy Σ22 are respectively
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for what concerns the first contribution, which reads
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Ūk1
c V̄k1∗

d Ūk2
e Ūk2∗
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yielding
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Ūk1
c V̄k1∗

d Ūk2
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[Somà, Duguet & Barbieri PRC 84 (2011)]



Calcium isotopic chain

✪ First ab initio calculation of the whole Ca chain with NN + 3N forces

➟ Induced 3NF and full 3NF investigated

➟ 3NF bring energies close to experiment
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Calcium isotopic chain

➟ Original 3NF correct the energy curvature

➟ Good agreement with IM-SRG (quantitative when 3rd order included)

[Hergert et al. 2013]
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Two-neutron separation energies

✪ Neutron-rich extremes of the nuclear chart

➟ Good agreement with measured S2n

➟ Towards a quantitative ab initio description of the medium-mass region
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Spectral strength distribution

Dyson 1st order (HF) Gorkov 1st order (HFB)
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Shell structure evolution

[Baranger 1970, Duguet and Hagen 2011]

Separation energies

✪ ESPE collect fragmentation of “single-particle” strengths from both A±1

4

III. GENERALIZATION OF UMEYA-MUTO SUM RULE TO FOCK SPACE

Umeya-Muto sum rule [3] can be generalized to the case of a theory defined in Fock space, such as the Gorkov-Green’s
function formalism introduced above. Although the following derivation could be carried out for any initial many-body
state defined in Fock space |�JM

i ⌅, let us now consider the ground state of the targeted nucleus to be in a J⇤ = 0+

state, i.e. |�00
0 ⌅. The single-particle basis can be conveniently labelled by a = {na,⌅a, ja,ma, qa} = {na,ma,�},

where na represents the principal quantum number, ⌅a the parity, ja the total angular momentum, ma its projection
along the z-axis and qa the isospin projection. In the following each roman single-particle index corresponds to such
set of quantum numbers.

In this case in the overlaps (15) and (16) the quantum numbers of the state |�JkMk
k ⌅ are constrained by the ones

of the creation and annihilation operators acting on |�00
0 ⌅. In particular one can define

Uk
a = ⇤�00

0 |āa|�JkMk
k ⌅

= ⌅a(�1)ja ⇤�00
0 |(�1)m ana��ma |�

JkMk
k ⌅

= ⌅a(�1)ja C00
JkMkjama

⇤�00
0 ||ana�||�

JkMk
k ⌅

= ⇥Jkja ⇥Mk�ma

⌅a(�1)ma

⇧
2ja + 1

⇤�00
0 ||ana�||�

JkMk
k ⌅

⇥ ⇥⇥� ⇥Mk�ma (�1)ma Unk

na [�] , (28)

and similarly

Ūk
a ⇥ ⇥⇥� ⇥Mkma Ū

nk

na [�] , (29)

Vk
a ⇥ ⇥⇥� ⇥Mk�ma (�1)�ma Vnk

na [�] , (30)

V̄k
a ⇥ ⇥⇥� ⇥Mkma V̄

nk

na [�] . (31)

The e⇥ective single-particle energy of an orbit a is defined by

⇤centa ⇥ hcent
ab ⇥ab = taa +

⌅

cd

V̄ NN
acad ⇧

[1]
dc +

⌅

cdef

V̄ NNN
acdaef ⇧

[2]
efcd ⇥

⌅

k

S+a
k E+

k +
⌅

k

S�a
k E�

k (32)

where E±(N)
k are the generalized separation energies introduced in Eq. (26) and S±a

k the generalized spectroscopic
amplitudes defined through

S+a
k ⇥

⇤⇤⇤⇤�JkMk
k |a†a|�00

0 ⌅
⇤⇤⇤
2
=

⇤⇤Uk
a

⇤⇤2 (33)

S�a
k ⇥

⇤⇤⇤⇤�JkMk
k |aa|�00

0 ⌅
⇤⇤⇤
2
=

⇤⇤Vk
a

⇤⇤2 . (34)

One can show that such amplitudes are normalized to one
⌅

k

S+a
k +

⌅

k

S�a
k =

⌅

k

⇧
⇤�00

0 |aa|�JkMk
k ⌅⇤�JkMk

k |a†a|�00
0 ⌅+ ⇤�00

0 |a†a|�
JkMk
k ⌅⇤�JkMk

k |aa|�00
0 ⌅

⌃

= ⇤�00
0 |

�
aa, a

†
a

⇥
|�00

0 ⌅
= ⇥aa
= 1 . (35)

By employing definitions (28)-(31) one can further specify the m-independence of the e⇥ective single-particle energy
defined in Eq. (32)

⇤na� =
⌅

k

S+na�
nk

E+(N)
k +

⌅

k

S�na�
nk

E�(N)
k , (36)

where the block-diagonal generalized spectroscopic amplitudes are now defined through

S+a
k = ⇥⇥� ⇥Mk�ma

⇤⇤⇤Unk

na [�]

⇤⇤⇤
2
⇥ ⇥⇥� ⇥Mk�maS+na�

nk
(37)

S�a
k = ⇥⇥� ⇥Mk�ma

⇤⇤⇤Vnk

na [�]

⇤⇤⇤
2
⇥ ⇥⇥� ⇥Mk�maS�na�
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. (38)
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Knockout & transfer experiments

tected in the High-Resolution Array (HiRA) [22] in coin-
cidence with the recoil residues detected in the S800 focal
plane [23]. An array of 16 HiRA telescopes [22] was
placed at 35 cm from the target where they subtended polar
angles of 6! " !lab " 45!. Each telescope contained
65 "m thick !E and 1500 "m thick E silicon strip de-
tectors, backed by 3.9 cm thick CsI(Tl) crystals. The strips
in these telescopes effectively subdivided each telescope
into 1024 pixels of 2 mm# 2 mm area. Detailed descrip-
tions of experimental setup can be found in Ref. [20].

Deuterons were identified in HiRAwith standard energy
loss techniques using the energy deposited in the!E and E
Silicon strip and CsI detectors. Reaction residues were
identified in the S800 spectrometer using the energy loss
and the time-of-flight (TOF) information of the focal plane
detectors [23]. Figures 1(a)–1(c) show the Q value spectra
for deuterons that stop in the thick Si detector for
pð34;36;46Ar; dÞ33;35;45Ar. The observed resolutions of 500,
470, and 410 keV FWHM for the transitions to the ground
states of 33;35;45Ar, respectively, agree with the expectation
from GEANT4 [24] simulations taking into account the finite
beam spot size, the energy resolution of the Si detectors,
energy loss, and angular straggling in the target.
Measurements using a 1:7 mg=cm2 carbon target reveal
that the background from reactions on carbon is negligible
when both deuteron and the heavy recoil are detected. The
absolute normalization of the cross section was achieved to
within 10% by directly counting the beam particles with a
microchannel plate detector [25] placed&10 cm upstream
of the target. This also provided the start TOF signal for
particles detected by the S800 spectrometer.

Figures 1(d)–1(f) show the differential cross sections for
the ground state transition of pð34Ar; dÞ33Ar,
pð36Ar; dÞ35Ar, and pð46Ar; dÞ45Ar, respectively. The solid
circles in the lower panels denote the data from present
measurements, and the open squares in Fig. 1(e) denote
previous 36Ar ðp; dÞ35Ar data in normal kinematics at
33:6 MeV=nucleon [21]. The agreement between the mea-
sured cross sections from the present work and Ref. [21]
for the first excited state is also very good [20]. For
pð46Ar; dÞ45Ar reaction, the ground state (f7=2) and the
first excited state (542 keV, p3=2) were not resolved for
center-of-mass angles larger than 8!. Fortunately, the l
values for the ground state (l ¼ 3) and first excited state
(l ¼ 1) are different, resulting in very different angular
distributions. Specifically, the angular distribution for the
excited state exhibits a deep minimum near !c:m: ¼

20!–27!, close to a factor of 100 smaller than that of
ground state; therefore, the cross sections for the ground
state could be unambiguously extracted [20].
The dashed curves in Figs. 1(d)–1(f) show the ADWA

calculations using the CH89 potential with the conven-
tional neutron bound-state Woods Saxon potential. The
solid lines in Figs. 1(d)–1(f) show the ADWA calculations
using the JLM microscopic potential and the bound-state
neutron potential, which have been constrained by Hartree-
Fock calculations. Both calculations reproduce the shape
of experimental angular distributions. Normalizing the
ADWA model calculations to the data results in the SF
values listed in Table I. Similar to previous analyses,
SFðJLMþ HFÞ values are about 30% smaller than the SF
(CH89) values. The ground state neutron SF’s for 34Ar and
36Ar were calculated in the sd-shell model space using
USDB effective interaction [26]. The ground state neutron
SF for 46Ar was calculated in the sd-pf model space using
the interaction of Nummela et al. [27].

TABLE I. Experimental and theoretical neutron spectroscopic factors (SF) and reduction factors (Rs) for ground state 34Ar, 36Ar and
46Ar.

(theo.) (expt.) (expt.)
Isotopes lj# Sn(MeV) !S (MeV) SF(LB-SM) SFðJLMþ HFÞ RsðJLMþ HFÞ SF(CH89) RsðCH89Þ

34Ar s1=2þ 17.07 12.41 1.31 0:85) 0:09 0:65) 0:07 1:10) 0:11 0:84) 0:08
36Ar d3=2þ 15.25 6.75 2.10 1:60) 0:16 0:76) 0:08 2:29) 0:23 1:09) 0:11
46Ar f7=2* 8.07 *10:03 5.16 3:93) 0:39 0:76) 0:08 5:29) 0:53 1:02) 0:10

FIG. 2 (color online). Reduction factors Rs ¼
SFðexptÞ=SFðLB-SMÞ as a function of the difference between
neutron and proton separation energies, !S. The solid and open
circles represent Rs deduced in JLMþ HF and CH89 approach
using the present transfer reaction data, respectively. The open
triangles denote the Rs from knockout reactions [11]. The
dashed line is the best fit of Rs of 32;34;46Ar from knockout
reactions. The use of different !S values from the present work
and knockout reactions in Ref. [11] is explained in Ref. [28].
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✪ Neutron removal from proton- and neutron-rich Ar isotopes @ NSCL

34Ar
36Ar
46Ar

33.0
27.7
16.0

18.6
7.5

-22.3

1.46
1.46
5.88

Gorkov GF NN

34Ar
36Ar
46Ar

22.4
15.3
6.5

15.5
7.2

-15.7

1.56
1.54
6.64

Gorkov GF NN + 3N

Sn (MeV) ΔS (MeV) SF

ΔS = Sn - Sp



Knockout & transfer experiments

clei with 3 ! Z ! 28 [13,14]. For most excited states of
stable nuclei with 3 ! Z ! 24, the agreement is slightly
worse, but within 30% [14]. If one uses a different optical
model potential, developed by Jeukenne, Lejeune, and
Mahaux (JLM) [16] with conventional scale factors of
!V ¼ 1:0 and !W ¼ 0:8 for the real and imaginary parts,
and constrains the geometry of these potentials and that of
the transferred-neutron bound state by Hartee-Fock calcu-
lations [17], one observes an overall reduction #30% in
the measured ground state spectroscopic factors [18]. This
implies reduction factors Rs $ ðexperimentalSFÞ=ðLB'
SM SFÞ of 30% in the latter approach, similar to the
reductions in proton SF’s extracted from (e, e0p) measure-
ments [19].

Regardless of the choice of optical model potential or
the geometry of the mean-field potential for the transferred
neutron, systematic analyses of neutron transfer reactions
display no strong dependence of the reduction factor Rs on
the neutron-proton asymmetry of the nuclei [13,14,18].
However, systematic uncertainties inherent in comparing
SF’s from different experiments published over a period of
more than 40 years reduce the sensitivity of such studies.

The available transfer reaction data include very few
neutron-rich or neutron-deficient nuclei. To explore more

extreme asymmetries, we extracted the ground state neu-
tron SF’s for 34Ar and 46Ar from (p, d) reactions using
proton-rich 34Ar and neutron-rich 46Ar beams in inverse
kinematics. SF’s from knockout reactions on these nuclei
have been published, and a significant reduction of the
neutron SF for 34Ar has been reported [11]. The difference
between the neutron and proton separation energy (!S),
which characterizes the relative shift of neutron and proton
Fermi energies in these nuclei, is 12.41 and '10:03 MeV
for 34Ar and 46Ar, respectively. In previous studies of
transfer reactions, there were no nuclei with j!Sj (
7 MeV [13,18].
In the present experiments, the deuteron angular distri-

butions from pð34Ar; dÞ 33Ar and pð46Ar; dÞ45Ar transfer
reactions were measured using radioactive secondary
beams of 34Ar and 46Ar at 33 MeV=nucleon at the
National Superconducting Cyclotron Laboratory at
Michigan State University [20]. The pð36Ar; dÞ35Ar reac-
tion was also measured using a degraded 36Ar primary
beam at 33 MeV=nucleon to compare with data previously
measured in normal kinematics [21]. These beams were
transported and focused on polyethylene targets ðCH2Þn
targets with areal densities of 7:10 mg=cm2 for 34;36Ar
and 2:29 mg=cm2 for 46Ar reactions. Deuterons were de-

FIG. 1 (color online). Q-value spectrum [(a)–(c), top panels] and ground state deuteron angular distributions [(d)–(f), bottom panels]
of pð34;36;46Ar; dÞ33;35;46Ar. The open squares in panel (e) are data from previous normal kinematics experiments [21]. The solid and
dashed lines represent the calculations using JLMþ HF and CH89 approach, respectively.

PRL 104, 112701 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending

19 MARCH 2010

112701-2

-30 -20 -10 0 10
 

0.01
0.1

1

Ek
± [MeV]

1/2+

-30 -20 -10 0 10 
0.01

0.1
1 45Ar 47Ar3/2-

-30 -20 -10 0 10 
0.01

0.1
1 3/2+-30 -20 -10 0 10 

0.01
0.1

1 7/2-

SF
κ±

-40 -30 -20 -10 0
 

0.01
0.1

1

Ek
± [MeV]

1/2-

-40 -30 -20 -10 0 
0.01

0.1
1 33Ar 35Ar3/2+

-40 -30 -20 -10 0 
0.01

0.1
1 5/2+-40 -30 -20 -10 0 

0.01
0.1

1 1/2+

SF
κ±

[Lee et al. 2010]

✪ Neutron removal from proton- and neutron-rich Ar isotopes @ NSCL
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Conclusions and outlook

✪ Formulation of particle-number restored Gorkov theory

✪ Improvement of the self-energy expansion

30
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{

V̄k1
c V̄k1∗

d V̄k2

f V̄k2∗
g Uk3∗

h Uk3
e

ω − (ωk1
+ ωk2

+ ωk3
) + iη

+
Uk1∗

c Uk1

d Uk2∗
f Uk2

g V̄k3

h V̄k3∗
e

ω + (ωk3
+ ωk1

+ ωk2
)− iη

}

, (C19)

and
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which is evaluated as
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cdefgh,k1k2k3

V̄āec̄f V̄d̄ḡb̄h̄

{

V̄k1
c V̄k1∗

d

ω′ − ωk1
+ iη

+
Uk1∗

c Uk1

d

ω′ + ωk1
− iη

}

×
{

Ūk2

f V̄k2∗
h

ω′′ − ωk2
+ iη

+
Vk2∗

f Uk2

h

ω′′ + ωk2
− iη

} {

V̄k3
g Ūk3∗

e

ω′ + ω′′ − ω − ωk3
+ iη

+
Uk3∗

g Vk3
e

ω′ + ω′′ − ω + ωk3
− iη

}

=
∑

cdefgh,k1k2k3

V̄āec̄f V̄d̄ḡb̄h̄

{

V̄k1
c V̄k1∗

d Ūk2

f V̄k2∗
h V̄k3

g Ūk3∗
e

ω − (ωk1
+ ωk2

+ ωk3
) + iη

+
Uk1∗

c Uk1

d Vk2∗
f Uk2

h Uk3∗
g Vk3

e

ω + (ωk3
+ ωk1

+ ωk2
)− iη

}

.

The first of the anomalous self-energy is

Σ12 (2′)
ab (ω) = h b̄

← ω′

↑ ω′′ ↓ ω′′′

c f

a

d̄g

e

, (C22)

➟ Towards medium-mass isotopic chains

➟ 2NF + 3NF: towards predictive calculations
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✪ Proper coupling to the continuum

✪ Towards consistent description of structure and reactions

➟ GGF: Manageable route to degenerate systems

➟ One-nucleon transfer reactions

➟ Ab initio description of driplines around O
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