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Boiti-Pempinelli

Extended resolvent and applications

Boiti, Pempinelli
1 Extended Resolvent generalizes the classical resolvent theory of differential operators.

2 E-R can be used to study the nonlinear integrable evolution equations, as the

Kadomtsev-Petviashvili I and II equations

3 N solitons on a generic background for KPI

4 Progress for KPII (pure N solitons case)

5 Extended Resolvent for the Heat Operator

6 Asymptotic Analysis of the Jost solutions for the Heat Operator

(ut + 6uux + uxxx)x + 3σ2uyy = 0, σ = 1→ KPII , σ = ı→ KPI

Inverse Spectral Transform

L (~x , ∂~x)ψ =
(
−σ∂y + ∂2x − u (~x)

)
ψ = 0

(∂t − T (~x , ∂~x))ψ = 0Martina (UniSalento) Nonlinear Systems: Theory and Applications 25/06/2012 5 / 34



Boiti-Pempinelli

M. Boiti, F. Pempinelli and A. K. Pogrebkov: Properties of the solitonic potentials of the

heat operator, Theor. and Math. Physics 168, 865-874 ( 2011)

M. Boiti et al.: Heat operator with pure soliton potential: properties of Jost and dual

Jost solutions, Journal of Math. Phys. 52, 083506-1-22 (2011)

M. Boiti et al.: Green’s function of heat operator whit pure soliton potential , arXiv

:1201.0152

M. Boiti et al.: Extended resolvent of heat operator with multisoliton potential , arXiv

:1203.4665 - preprint 2012, to appear in Theor. and Math. Physics

framework of this article we develop a generalization of the standard IST so called “scattering
on nontrivial background,” i.e., we consider a potential

ũ(x) = u(x) + u′(x), x = (x1, x2), (1.3) tu

where u(x) is some multisoliton potential and u′(x) is a smooth, rapidly enough decaying
function of its variables, that can be considered a perturbation of the soliton potential.
Correspondingly, the Jost solution of the operator L̃ with potential ũ can be defined as the
solution of the following integral equation

Φ̃(x,k) = Φ(x,k) +

∫
dy G(x, y,k)u′(y)Φ̃(y,k), (1.4) tphi

where k ∈ C is a spectral parameter, Φ(x,k) is the Jost solution of the operator L with
multisoliton potential u and G(x, y,k) is its total Green’s function, i.e.,

(
−∂x2

+ ∂2
x1

− u(x)
)
G(x, x′,k) = δ(x − x′). (1.5) green

In order to be useful for developing the IST on the solitonic background, the Green’s function
must obey condition of boundedness, i.e., function

G(x, x′,k) = ei k(x1−x′
1)+k2(x2−x′

2) G(x, x′,k) (1.6) Green

must bounded with respect to the variables x, x′ ∈ R2 and k ∈ C and has finite limits
at infinity. In this framework it was possible to develop the inverse scattering transform
for a solution describing a perturbation of the one soliton solution [13]. However, the case
of any number of solitons is still open. For this case, in [14] we derived a total Green’s
function, which is a natural generalization of the Green’s function for the case of a decaying
potential. But as it was shown in [13] and [12], in order to control the singularities of the
Jost solutions we need some other Green’s functions. Thus, following [12], in order to deal
with a heat operator with a generic multisoliton potential (for some multisoliton solutions
this was done in [15]), we introduce its extended resolvent, which is an object more generic
than the Green’s function. Exactly, we introduce a two dimensional real spectral parameter
q = (q1,q2) and consider the extended Lax operator

L(x, ∂x + q) = −∂x2 − q2 + (∂x1 + q1)
2 − u(x), (1.7) heatop2

and, then, the extended resolvent of the heat operator (1.2) is defined as the tempered
distribution M(x, x′; q) with respect to all its six variables x, x′, q that satisfies the differential
equations

L(x, ∂x + q)Mx, x′; q) = Ld(x′, ∂x′ + q)M(x, x′; q) = δ(x − x′), (1.8) risolv1

where Ld(x, ∂x) is the dual of L(x, ∂x).
The extended resolvent can be considered the generating functional of the different

Green’s functions of the L-operator (1.2). Indeed, let us introduce

M̂(x, x′; q) = eq(x−x′)M(x, x′; q), (1.9) Mhat

that, of course, is not necessarily a tempered distribution. Nevertheless, it is easy to see
that

L(x, ∂x)M̂(x, x′; q) = Ld(x′, ∂x′)M̂(x, x′; q) = δ(x − x′). (1.10) MhatGreen
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Konopelchenko

Konopelchenko

B. Konopelchenko, L.Martinez Alonso and E. Medina, On the singular sector of the

Hermitian random matrix model in the large N limit, Physics Letters A, 375, 867-872

(2011)

B. Konopelchenko and G.Ortenzi, Birkhoff strata in Grassmannian GR2. Algebraic curves,

Theor. Math. Phys., 167 (3), 448-464, (2011)

B. Konopelchenko and G.Ortenzi, Gradient catastrophe and flutter in vortex filament

dynamics, J. Phys. A: Math. Theor., 44, 432001 (2011)

B. Konopelchenko and G.Ortenzi, Algebraic varieties in the Birkhoff strata of Grassmannan

Gr2: Harrison cohomology and integrable systems, J. Phys. A: Math. Theor., 44, 465201

(2011)

B. Konopelchenko, L.Martinez Alonso and E.Medina, Singular sectors of the one-layer

Benney and dispersionless Toda systems and their interrelations, Theor. Math.Phys., 168

(1), 963-973 (2011)
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Konopelchenko

Unfolding of singularities and differential equations

Konopelchenko
1 Singular sector of the classical one-layer Benney system and Euler-Poisson-Darboux

equation

2 dispersionless Toda equation and large N limit Hermitian Random Matrix Model

3 dispersionless KdV and Hermitian Random Matrix Model

4 Hermitian Random Matrix Model and Euler-Poisson-Darboux equation

5 Gradient Catastrophe and Thom’s Catastrophe

6 Versal Unfoldings of critical points for singularities of A,D,E type described by

Hamilton-Jacobi type equations

7 Non Versal Unfoldings are equivalent to integrable two-component hydrodynamic systems,

like classical shallow water equation and dispersionless Toda system.

8 The corresponding hierarchies are related to the Euler-Poisson-Darboux equation
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Konopelchenko

Algebro-Geometric structure in Sato-Grassmannians

Konopelchenko
1 Maps between algebraic curves and subspaces in Sato Grassmannian

2 Algebraic curves inside Sato Grassmannian

3 Algebraic varieties and curves in Birkhoff strata of Sato Grassmannian

4 Isomorphism among ∞-dim associative algebras and algebraic curves in Birkhoff strata

5 Local properties of families of algebraic subsets Wg in Birkhoff strata S2g of Gr1, 2

containing hyperelliptic curves of genus g

6 Particular subsets in Wg are described by the integrable dispersionless coupled KdV

systems

7 Harrison’s cohomology of algebraic varieties.

8 Deformations of hyperelliptic curves and the dispersionless KP hyerarchy.

9 Relation among blows-ups of 2-cocycles and 2-coboundaries and gradient catastrophes for

associated integrable systems.
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Konopelchenko

Gradient catastrophe and flutter in vortex filament dynamics

Da Rios system
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Gradient catastrophe and flutter in vortex filament dynamics

B.G.Konopelchenko 1 and G.Ortenzi 2 ∗
1

Dipartimento di Fisica, Università del Salento and INFN, Sezione di Lecce, 73100 Lecce, Italy
2

Dipartimento di Matematica Pura ed Applicazioni, Università di Milano Bicocca, 20125 Milano, Italy

June 3, 2011

Abstract

Gradient catastrophe and flutter instability in the motion of vortex filament within the localized
induction approximation are analyzed. It is shown that the origin of this phenomenon is in the
gradient catastrophe for the dispersionless Da Rios system which describes motion of filament with
slow varying curvature and torsion. Geometrically this catastrophe manifests as a rapid oscillation of
a filament curve in a point that resembles the flutter of airfoils. Analytically it is the elliptic umbilic
singularity in the terminology of the catastrophe theory. It is demonstrated that its double scaling
regularization is governed by the Painlevé-I equation.

PACS:47.32.C, 02.30.Ik, 47.35.Jk
MSC: 76B47, 58K35, 35Q05
Keywords: Vortex Filament Dynamics, Gradient catastrophe, Flutter

1 Introduction

Motion of a thin vortex filament in an incompressible inviscid fluid in an infinite three-dimensional domain
within the localized induction approximation (LIA) is governed by the simple equation for the induced
velocity !v

!Xt(s, t) ≡ !v(s, t) = !Xs ∧ !Xss = K(s, t)!b (1)

which implies the following intrinsic equations for the curvature K and torsion τ

Kt = −2Ksτ − Kτs,

τt = KKs − 2ττs +

(
Kss

K

)

s

.
(2)

Here !X(s, t) is a position vector for a point on the curve representing the filament, t is time, s is the

arclenght parameter, subscripts indicate the differentiation with respect to the indicated variables, and !b
is the binormal.

Equations (1) and (2) have been derived by L. S. Da Rios in 1906 [1] and have been rediscovered sixty
years later in [2, 3]. The detailed history of Da Rios (DR) system is presented in [4] For the localized
induction approximation see e.g. [5, 6].

In 1972 Hasimoto has observed [7] that equation (1) is equivalent to the focusing nonlinear Schrödinger
equation (NLS)

iψt + ψss +
1

2
|ψ|2ψ = 0 (3)

via the transformation

ψ(s, t) = K(s, t) exp

(
i

∫ s

τ(s′, t)ds′
)

. (4)

Only one year before Zakharov and Shabat [8] discovered that NLS equation (3) is integrable by the
inverse scattering transform (IST) method. Hasimoto’s result has demonstrated that the whole powerful

∗Corresponding author. E-mail: giovanni.ortenzi@unimib.it, Phone +39(0)264485765 Fax:+39(0)264485705.
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Dipartimento di Fisica, Università del Salento and INFN, Sezione di Lecce, 73100 Lecce, Italy
2

Dipartimento di Matematica Pura ed Applicazioni, Università di Milano Bicocca, 20125 Milano, Italy
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PACS:47.32.C, 02.30.Ik, 47.35.Jk
MSC: 76B47, 58K35, 35Q05
Keywords: Vortex Filament Dynamics, Gradient catastrophe, Flutter

1 Introduction

Motion of a thin vortex filament in an incompressible inviscid fluid in an infinite three-dimensional domain
within the localized induction approximation (LIA) is governed by the simple equation for the induced
velocity !v

!Xt(s, t) ≡ !v(s, t) = !Xs ∧ !Xss = K(s, t)!b (1)

which implies the following intrinsic equations for the curvature K and torsion τ

Kt = −2Ksτ − Kτs,

τt = KKs − 2ττs +

(
Kss

K

)

s

.
(2)

Here !X(s, t) is a position vector for a point on the curve representing the filament, t is time, s is the

arclenght parameter, subscripts indicate the differentiation with respect to the indicated variables, and !b
is the binormal.

Equations (1) and (2) have been derived by L. S. Da Rios in 1906 [1] and have been rediscovered sixty
years later in [2, 3]. The detailed history of Da Rios (DR) system is presented in [4] For the localized
induction approximation see e.g. [5, 6].

In 1972 Hasimoto has observed [7] that equation (1) is equivalent to the focusing nonlinear Schrödinger
equation (NLS)

iψt + ψss +
1

2
|ψ|2ψ = 0 (3)

via the transformation

ψ(s, t) = K(s, t) exp

(
i

∫ s

τ(s′, t)ds′
)

. (4)

Only one year before Zakharov and Shabat [8] discovered that NLS equation (3) is integrable by the
inverse scattering transform (IST) method. Hasimoto’s result has demonstrated that the whole powerful
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1

dispersionless Da Rios system

2 Dispersionless Da Rios system

In order to describe dispersionless (or quasiclassical) limit of DR system one, in a standard manner,
introduces slow variables x = εs, y = εt with ε ! 1 and assume that curvature and torsion are smooth
functions of slow variables K = K(x, y) and τ = τ(x, y). Under these assumptions equation (2) take the
form

Ky = −2Kxτ − Kτx,

τy = KKx − 2ττx + ε2
(

Kxx

K

)

x

.
(8)

Thus in the limit ε → 0 one has the dDR system

Ky = −2Kxτ − Kτx,

τy = KKx − 2ττx.
(9)

Analogously to the dispersionless NLS equation [34]–[37] the solutions of the dDR system (9) well approx-
imate solutions of the DR system in points were Kx and τx are finite. As any two-component system it is
linearizable by hodograph transformation (x, y) ↔ (K, τ). The characteristic velocities for dDR system
are complex λ = −2τ + iK, Riemann invariant β = −τ + iK and in terms of β the dDR system is of the
form (9). We note that solutions of the dNLS system discussed in [36] and those of dDR system (9) are
connected by the simple relations u = K2, v = 2τ . For the geometrical consideration the system (9) is
more convenient.

The dDR system is known to be integrable similar to its hyperbolic version, i.e. the 1-layer Benney
system [41]. It has an infinite set of symmetries and integrals of motion. One of the form of the dDR
hierarchy is given by the set of equations (see e.g. [42])

pyn =

((
zn

p

)

+

p

)

x

, n = 1, 2, 3, . . . (10)

where p = z + p1(x, y)z−1 + p3(x, y)z−3 + p5(x, y)z−5 + . . . is a formal Laurent series defined by the
equations

p2 = (z − β)(z − β) = (z + τ)2 + K2, (11)

yn are time variables and f+ denotes the polynomial part of f . The dDR system (9) is the first flow
of the hierarchy (10) at n = 1. All p2k+1(x, y) are densities of integrals of motion for the dDR system.
They are the dispersionless limit of the densities of integrals of motion for the full DR system (2) found
in [14, 17].

Solutions of the dDR system can be calculated via the standard hodograph equation. It was shown
in [43, 44] that these hodograph equations are, in fact, the equations

Wβ = 0, Wβ = 0, (12)

which define the critical points of the function of the form

W =
x

2
(β + β) +

y

8
(3β2 + 2ββ + 3β

2
) + W̃ (β,β) (13)

where the function W̃ (β,β) = W̃ (β,β) is defined by the initial data for β and it is such that W obeys
the Euler-Poisson-Darboux equation E

(
1
2 , 1

2

)
, i.e.

2(β − β)Wββ = Wβ − Wβ . (14)

Since the function W is real valued, the second equation of (12) is the complex conjugated to the first
one. Hodograph equation is

Wβ =
x

2
+

y

4
(3β + β) + W̃β = 0. (15)

In terms of K and τ the function W is

W = −xτ + y

(
τ2 − 1

2
K2

)
+ W̃ (τ, K), (16)

3

1 This phenomenon is in the gradient catastrophe for the dispersionless Da Rios system.

2 At the catastrophe the curvature remains finite while the of osculating curvature blows up

to infinity

3 It is an elliptic umbilic singularity

4 It is described by the Painlevé - I equation.
Martina (UniSalento) Nonlinear Systems: Theory and Applications 25/06/2012 11 / 34



Konopelchenko

Figure 3: Typical behavior of a flutter vortex line.

5 Elliptic umbilic catastrophe

In order to understand better this phenomenon one should analyse in more detail the structure of the
singularity and the regularizing mechanism for the gradient catastrophe. For the focusing dNLS equation
such an analysis based on the ε-expansion of the integrals of motions of the NLS/Toda equation has been
performed in [36]. Here we will follow a different approach discussed recently in [50].

Thus we consider a neighborhood of the gradient catastrophe point x0, y0 and denote the values of
β at this point by β0. Following to the double scaling limit method (see e.g. [51]–[52]) we will look for
solutions of the DR system near the point of gradient catastrophe of the form

x = x0 + εαx∗

y = y0 + εσy∗

β = β0 + εγβ∗
(32)

where ε ! 1 and numbers α,σ, γ should be fixed by further consideration. For the sake of simplicity we
restrict ourselves to the case y∗ = 0. We first consider the function W (β,β) (13). One has

W (x0 + εαx∗, y0,β0 + εαβ∗) = W 0 +
1

2
(β0 + β0)x

∗

+ εγ
[(

1

2
x0 +

1

4
(3β0 + β0) + W̃ 0

β

)
β∗ +

(
1

2
x0 +

1

4
(β0 + 3β0) + W̃ 0

β

)
β

∗
]

+
1

2
εα+γx∗(β∗ + 3β

∗
)

+
1

2
ε2γ
[(

3

4
y0 + W̃ 0

ββ

)
β∗2 +

(
3

4
y0 + W̃ 0

ββ

)
β

∗2
+

(
1

2
+ 2W̃ 0

ββ

)
β

∗
β∗
]

+
1

6
ε3γ
[
W̃ 0
ββββ

∗3 + 2W̃ 0
βββ

β∗2β
∗

+ 2W̃ 0
βββ

β∗β
∗2

+ W̃ 0
βββ

β
∗3
]

+ . . .

(33)

where W 0 = W
∣∣∣
β=β0

, W̃ 0
β = ∂W̃

∂β

∣∣∣
β=β0

, W̃ 0
β

= ∂W̃
∂β

∣∣∣
β=β0

and so on.

Hodograph equation (15) and conditions (25) imply that

x0

2
+

y0

4
(3β0 + β0) + W̃ 0

β = 0,
3

4
y0 + W̃ 0

ββ = 0. (34)

At curvature K "= 0 the Euler-Poisson-Darboux equations (14) and its differential consequences

2βWββ + 2(β − β)Wβββ = Wββ − Wββ , (35)

imply that
W 0
ββ

= 0, W 0
βββ

= W 0
βββ

= 0, (36)

i.e.
y0

4
+ W̃ 0

ββ
= 0, W̃ 0

βββ
= W̃ 0

βββ
= 0. (37)

7
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Landolfi - Gianfreda

Integrability and Symmetries in Quantum Mechanics

Landolfi Gianfreda : Motivations

Growing attention attracted by QM, both in its standard and its non-standard

fourmulations, such as PT-symmetric or SUSY-symmetric.

Problem of constructing solutions to operator equations for observables of interest (e.g.,

the formal integration of the operator equation for the “C“ operator in PT-QM theoriee or

of the Heisenberg evolution equation).

Problem of the description of dynamical features (e.g. statistical/entanglement effects).

1 C.M. Bender and M. Gianfreda, Matrix representation of the time operator, J. Math.

Phys. 53, 062102 (2012);

2 M. Gianfreda and G. Landolfi, Spectral problems for the Weyl-ordered form of operators
1
p̂n qn, J. Math. Phys. 52, 122104 (2011)
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Landolfi - Gianfreda

Statistical and entanglement properties of quantum systems

M. Gianfreda, G. Landolfi, L. Martina

Entanglement quantification and witness for systems of infinite-dimensional Hilbert spaces.

Entanglement Witness and Correlation energy for completely solvable models [1]

Statistical properties (correlations, Wigner functions, ...) of non autonomous systems in
standard and SUSY-QM. In particular:

features of coherent type states for SUSY partners of Paul trap Hamiltonians [2]
features of states with constant position-momentum correlations for non
autonomous quadratic systems [3]

1 L. Martina et al. , Int. J. Quant. Inf. 6, n. 3 (2011), 766

2 M. Gianfreda and G. Landolfi, Wave packets and statistics concerned with SUSY-QM

partners of Paul trap Hamiltonians, Theor. Math. Phys., 168, 924 (2011).

3 M. Gianfreda and G. Landolfi, On the Existence and Robustness of Steady p − q

Correlations for Time-Dependent Quadratic Systems , Advan. Math. Phys, vol 2012,

731602 (2012); doi:10.1155/2012/731602.
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Prinari

Inverse Scattering Transform: extensions and Applications

Prinari

B Prinari, G Biondini and A D Trubatch: Inverse scattering transform for the

multicomponent nonlinear Schrödinger equation with nonzero boundary conditions at

infinity , Stud. Appl. Math. 126, 245-302 (2011).

G. Dean, T. Klotz, B. Prinari, F. Vitale: Dark-dark and dark-bright soliton interactions in

the two-component defocusing nonlinear Schrödinger equation, Applic. Anal. (2012), doi:

10.1080/00036811.2011.618126

1 IST for defocusing V-NLS equation with nonvanishing boundary conditions.

2 Dark-dark and dark-bright soliton interaction for 2-NLS.

3 Asymptotic states for solitons of the 2-NLS and N-NLS equation

4 NLS in non euclidean spaces and discretized time

5 Dispersive shock waves and NLS with discontinuous initial data.

6 IST for coupled Maxwell - Bloch systems
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Prinari

2

ponent and one bright component. These dark-
bright soliton solutions had been previously ob-
tained by direct methods, but had not been char-
acterized from a spectral point of view before.

The formulation of the IST for the multi-
component (N > 2) vector NLS system with non-
zero boundary conditions was addressed most re-
cently [2]. In this paper, we developed the IST
for the defocusing vector NLS equation with an
arbitrary number of components, with nonzero
boundary conditions at infinity. The technique
we successfully applied to the 2-component VNLS
does not admit an obvious generalization to an ar-
bitrary number of components. In order to com-
plete the basis of analytic eigenfunctions for the
general multicomponent scattering problem, in
[2] we generalize the approach suggested by Beals,
Deift and Tomei (1988) for general scattering and
inverse scattering on the line, but developed un-
der the assumption of vanishing boundary condi-
tions. The key step is the introduction of a fun-
damental tensor family as solutions of a suitable
scattering problem associated to the given one, in
such a way that each tensor is sectionally analytic
on the cut Riemann surface. Then we show that
it is possible to algorithmically reconstruct the
fundamental matrices of solutions of the scatter-
ing problem from the fundamental tensors, and
to establish their analyticity properties.

In [3] we then used the IST machinery to inves-
tigate soliton interactions in 2-component VNLS.
We have determined the long-time behavior of
dark-dark and dark-bright solutions before and
after any interactions, and obtained the shifts in
the phases and in the soliton centers associated
to the interactions.

The results will be relevant from the point of
view of physical applications, and they will pro-
vide a valuable insight in the study of the in-
teraction of vector solitons with more than 2-
components, which we are currently pursuing, as
well as in the effort of extending the IST to more
general nonzero boundary conditions, which we
plan to address in the near future.

REFERENCES

1. B Prinari, M J Ablowitz and G Biondini,
“Inverse scattering transform for the vec-
tor nonlinear Schrödinger equation with non-
vanishing boundary conditions”, J. Math.
Phys. 47, 063508 (2006).

2. B Prinari, G Biondini and A D Trubatch,
“Inverse scattering transform for the mul-
ticomponent nonlinear Schrdinger equation
with nonzero boundary conditions at infinity”,
Stud. Appl. Math. 126, 245–302 (2011).

3. G Dean, T Klotz, B Prinari and F Vitale,
“Dark-dark and dark-bright soliton interac-

Figure 1. One dark-dark + one dark-bright soli-
tons: |qj(x, t)|2 is plotted for j = 1 (left) and
j = 2 (right). Here the dark and bright parts of
the solitons are not separated in different compo-
nents, i.e., both components of q+ are nonzero.

Figure 2. One dark-dark + one dark-bright soli-
tons: |qj(x, t)|2 is plotted for j = 1 (left) and
j = 2 (right). Here the dark and bright parts
of the solitons are separated in different compo-
nents, e.g., q+ = (q0, 0)T .
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Prinari

Analysing quality with Generalized Kinetic Methods

M. Lo Schiavo, B. Prinari and A.V. Serio: Mathematical modeling of quality in a medical

structure: a case study, Math. Comp. Model. 54 (2011) 2087Ð2103.

1 Generalized kinetic models represent a descriptive tool in the area of the social sciences.

2 Time evolution of a global variable - ÒatmosphereÓ - related to the quality of a complex

system such as a medical ward.

3 Individuals of the same population are identical, and only addressed to by a state variable

denoting their activity

4 Activity is assumed to be a scalar random variable over some (hidden) measure space of

elementary events

5 The probability density functions fi : (t, u) ∈ [0,T ]× Ii → fi (t, x) ∈ [0,∞[ refer on how

the individuals of each population i = 1, 2 are distributed with respect to their state

variable
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Prinari

2

interactions, are further subdivided into actions
of social character and actions of direct charac-
ter; the former ones due to means computed over
specific actors’ ensembles, the latter to direct re-
lations among single actors. Actions of external
nature act by means of a term with the struc-
ture of a field. Interactions among the actors are
identified, as usual in kinetic theories, by means
of convenient encounter frequencies and change of
state probabilities.

The dynamics is then ruled by a set of non-
linear (integro-differential) evolution equations.
More specifically, the total variation rate of den-
sity f1, f2 equals the balance of gain & loss terms
due to the interactions among the individuals,
i.e.:

∂tfi + ∂uΦi[f ] = Gi[f ] − Li[f ] , i = 1, 2.

Note that the implicit dependence on the densi-
ties f := (f1, f2) is recalled by the square brack-
ets.

Unlike other generalized kinetic models, here
no change of populations are (obviously) allowed.

Note that gain & loss terms depend on inter-
nal actions (direct interactions among single ac-
tors); the convective term on functions fi(t, u)
has the structure of a (local) net flow ∂uΦi where
Φi[f ](t, u) = Ki[f ](t, u)fi(t, u), with drift velocity
Ki[f ] accounting for the expected speed of (mass)
change due to external events, to actions of global
character to be ascribed to entire ensembles of ac-
tors, and to critical events.

The interactions can modify the state of a test
actor with a rate and a probability specified by
convenient functions. In particular, in our model
the interaction terms will be described by certain
functions ηi,j(t, x, y), denoting the rate of events
such that a test individual, of population Pi in the
state x, encounters an individual of population Pj

in the state y and ψi,j [f ](t, x, y; x′), denoting the
probability density about the outgoing state x′

of the test individual of population Pi in a state
x after an event wherein he encountered an indi-
vidual of population Pj in the state y. Probabili-
ties are conveniently assumed to be normalized
Gaussians of appropriate means µ = µi,j(x, y)
and variations σ = σi,j(x, y) that are the only
functions left to be modelled.

Macroscopic quantities are actually “measur-
able”. For example, the mean activity of popula-
tion Pi:

Ui(t) = Ni(t)

∫

Ii

ufi(t, u)du , i = 1, 2

and convenient weights may be properly defined
such that

U(t) = α1U1(t) + α2U2(t)

eventually provides the global ward atmosphere
(or expected quality) of the service at time t.

We have also developed an (inequivalent) pic-
ture developed with the assumption that the ac-
tors’ state variables, rather than being continuous
real valued random variables, are instead discrete
real valued ones. This approach is under many re-
spects more suitable to describe the specific case,
where quality has not been measured as a real
variable [its values have in fact been attributed
according to a phenomenological measure scale.]

Regardless of the model (continuous or dis-
crete) being used, our aim is twofold:

• descriptive: given an initial value for fi,
compatible with the atmosphere for some
“past” time t = 0, solve the system of evo-
lution equations and fit the parameters by
comparing with the available experimental
data.

• predictive: use the model obtained in this
way to predict the time evolution and the
effects that possible readjustments of the
structure may produce on it.

In particular, our analysis aims at singling out
and characterizing the physical variables that
control the dynamics, and at predicting the ef-
fect that possible readjustments of the structure
may produce on it.

We are currently working [2] on the discrete
analog of the model proposed in [1], where the
statistical description of patients and staff popu-
lations has been assumed to be correctly acquired
on discretizing their activities into two sets of five
real values; correspondingly, two sets of five prob-
abilities refer about the (percentage) number of
actors that at any instant of time are expected
to be found in five discrete states, correspond-
ing to a color code used to measure the atmo-
sphere. Hence, the mathematical model consists
of a system of 10 coupled, nonlinear, nonlocal or-
dinary differential equations for the probability
variables. The equations depend on a set of physi-
cal parameters that describe, at the “mesoscopic”
scale, the nature and frequency of the direct in-
teractions among the actors, as well as the effect
of external positive or negative events, work-load,
and mean field terms (which specify how the in-
dividuals are affected by the overall ward state).
Aim of the analysis is to make use of the history
data set, and single out and characterize those
physical parameters that control the dynamics,
to ultimately predict, on a short-time scale, the
possible outbreak of a crisis, and, on a long-time
scale, the effects that planned or un-planned read-
justments of the structure may produce on it.

A sophisticated numerical (fortran) code has
been implemented to solve the initial value prob-

3

lem for the system of ODEs, both when the in-
put/initial value data are read from the historic
series, and when they are randomly simulated via
Monte Carlo processes. Analyzing a large num-
ber of numerical simulations, we have been able
to identify those parameters whose variations the
model is most sensitive to, and choose their opti-
mal values.

Figure 1. Numerical simulations showing the
probability density functions for patients (top)
and staff (bottom) relative to the case period
May 27, 2001 – June 15, 2001. The simula-
tion shows critical regimes (the appearance of
red/brown peaks), which indeed have a direct cor-
respondence with what has been observed in the
hospital in the period of time under considera-
tion.

In order to compare the predictions of model
with the experimental data, it is necessary to con-
vert the output of the numerical simulations, i.e.,
the two probability density functions for patients
and staff, into a single, sequence of integer values
in {2, 4, 6, 8, 10} that represent the estimate for
the ward atmosphere on each shift for the given
period.

From the output of the numerical simulations,
estimated values for the atmosphere have been
obtained based on ad hoc algorithms. The com-
parison for two periods is shown in Fig. 2.
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Figure 2. Comparison among historical and simu-
lated atmospheres for period May 6 - Jun 1, 2001,
with history (red), U (green), S (blue), R (black).

In the future, the model will be used as a pre-
dictive tool to help understanding which param-
eters/events most deeply influence the quality of

the structure, and which adjustments, on differ-
ent time scales, may help improving the ward per-
formance.

REFERENCES

1. M. Lo Schiavo, B. Prinari and A.V. Se-
rio: “Analysing Quality with Generalized Ki-
netic Models”, Math. Comp. Model. 47 (2008)
1150-1166.

2. M. Lo Schiavo, B. Prinari and A.V. Serio:
“Mathematical modeling of quality in a med-
ical structure: a case study”, Math. Comp.
Model. 54 (2011) 2087–2103.
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Renna

Chaotic systems and applications

Renna
1 Qualitative behavior of a periodically kicked mechanical oscillator, with damping.

2 Numerical analysis with (i) sinusoidal and (ii) Gaussian pulses

3 Forcing symmetry and resonance symmetry dominance

4 Climate change detection by use of bayesian approaches.

L. Renna, F. Paladini, Theor. Math. Phys. 168 (2011) 1010-1019
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DeLillo

Nonlinear propagation and diffusion in rods and polymers

V.Barone,S. De Lillo and A.Polimeno: Dirichlet-to-Neumann Map for a Nonlinear Diffusion

Equation, Studies in App.Math. 126, 145-155 (2011)

D.Burini and S.De Lillo, Nonlinear heat diffusion under impulsive forcing, Mathematical

and Computer Modelling 55,269-277 (2012)

M.J.Ablowitz,V.Barone,S.De Lillo and M.Sommacal, Travelling waves in elastic rods

featuring arbitrare curvature and torsion, Journal of Nonlinear Science (accepted for

publication) (2012)
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DeLillo

1 A Dirichlet-to-Neumann Map for nonlinear diffusive equation with moving boundaries.

2 Existence and uniqueness of the solution for small times

3 Nonlinear diffusion equation under the influence of an external forcing of distribution type

4 Mapping the initial value problem on the semiline and to the Linear Heat equation with

moving boundaries.

5 Mapping into a nonlinear Volterra integral equation and uniqueness of solutions for small

intervals of time.

6 A novel special travelling wave solution in thin infinite elastic rod, which can be

interpretred as a conformational soliton travelling at constant speed.

7 The square of the velocity of the solitary wave is directly proportional to the bending of

stiffness and inversely proportional to the density and to the principal momentum of

inertia of the chain.

8 Applications to the polymeric chains.
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Symmetries in Nonlinear models: Vortices and Waves

Martina

L. M., G.I. Martone and S. Zykov: Symmetry reductions of the Skyrme - Faddeev model,

Acta Math. Appl. (2012), 1-12

G. De Matteis , L. M.: Lie point symmetries and reductions of one-dimensional equations

describing perfect Korteweg-type nematic fluids , J. Math. Phys. 53, 033101 (2012)

L.M. , A. Protogenov, V. Verbus: A chain of strongly correlated SU(2)4 anyons:

Hamiltonian and Hilbert space states, Theor. Math. Phys. 167(3) (2011), 843-855

L. M., M.V. Pavlov and S. Zykov: Waves in the Skyrme-Faddeev model and Integrable

reductions , in preparation
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Physical Origin
1 3He − A superfluid (ML = 1,MS = 0)

2 2-band superconductor (Nb-doped SrTiO3, MgB2 )

3 charged condensates of tightly bounded fermion pairs

4 Spin-Charge Separation of the pure Yang-Mills theory in Infrared background

Stability of the order parameter configurations
Knotted and/or linked quasi-1-dimensional configurations
Coexistence/Competition of short/long (UV/IR) wave modes
Properties of knots and tangles
Topological ordering in disordered background
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The Skyrme Faddeev- Model

E [~n] =
∫
R3

{
(∂a~n)2 +

(
1
2
(~n · ∂a~n × ∂b~n)

)2
}

d3x ,

∂2a~n − (∂aFab) (~n × ∂b~n) =
(
~n · ∂2a~n

)
~n.

lim
|~x|→∞

~n (~x) = ~n∞ = ±~z ⇒ ~n : S3 → S2, O (3) ↪→ O (2)

E [~n] ≥ c |N [~n]|3/4 , c ≈ (3/16)3/8

hedgehog solution

~n · ~σ = U (~n∞ · ~σ)U†

U = exp [iχ (r)~ν (ϑ, ϕ) · ~σ] = cosχ (r) I + i sinχ (r)~ν (ϑ, ϕ) · ~σ

Approximated solutions by rational f.

grat (r) =
1+ a1r + a2r2

1+ a1r + b2r2 + b3r3 + b4r4
,

a1 = 0.216, a2 = 0.230, b2 = 0.752, b3 = −0.018, b4 = 0.302,
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Hedgehog Profile
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Blu : numerical solution. Green: χrat = 2 arcsin grat . Red: test χp-function.
Orange: Atiyah - Manton test function |E [χnum]−E [χrat |]

|E [χnum]| ≈ 10−3
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Rational Maps Ansatz

RT = z3−
√
3ız√

3ız2−1
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Quasi-Periodic Solutions

Quasi-Periodic Solutions

~n =
(
sin(Θ) sin(Φ̃), sin(Θ) cos(Φ̃), cos(Θ)

)

Quasi-1 dimensional reduction

Θ = Θ [θ (αixi )] , Φ̃ = Φ
[
θ
(
αixi

)]
+ βixi

θ-Reduced Conserved Energy-Momentum Density
B3α

2
i Θ2

θ + sin2 (Φ)
[
Ci + λ

8Bα0Θ2
θ + 2B3βi Φθ + B3αi Φ

2
θ

]
= αi (U1+B2U2β0)

α0
− B2U2βi

Θ2
θ =

8B3
(
B1 sin2(Θ) + U3

)
− 2B2

2
(
sin2(Θ) + U2

2 csc
2(Θ)

)

B3
(
8B3 − λB sin2(Θ)

)

Θ→ sin−1
(√

ψ
)
⇒ ψ2

θ =
64(ψ − 1) (ψ − A1) (ψ − A2)

λ2Bψ1 (ψ1 − ψ)
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Quasi-Periodic Solutions

Non Canonical Systems in 3D

L. M.
Non-commutative mechanics and Exotic Galilean symmetry
arXiv:1011.3545, Theor. Math. Phys. 167 (3) (2011), 816-825
Dynamics with exotic symmetries J. Phys.: Conf. Ser. 343 (2012) 012072
Dynamics in Non-Commutative Spaces and Generalizations Int. J. Geom. M.
Mod. Phys. (2012) ,1260012
Dynamics of a noncommutative monopole to appear in Theor.Math. Phys.
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Non canonical systems in 3D

Non canonical systems in 3D

ṙ =
∂εn(k)

∂k
− k̇× ~Θ(k), k̇ = −eE− e ṙ × B(r) (Bloch electron)

ṙ =
∂Es(k)

∂k
+ k̇× ~Θs , k̇ = −e~E , (Spin-Hall effect)

Es(k) =
~2

2m
(
A− Bs2) k2, ~Θs = s

(
2s2 − 7

2

) ~k
k3 , s = ±1

2
,±3

2

~̇r = ~p − s
ω
grad(

1
n

)× ~p, ~̇p = −n3ω2grad(
1
n

), (Optical Magnus)

M
(
∂Aj

∂qi

)
~̇q + ~F ×~r = −∂h

∂~r
, M~̇r =

∂h
∂~q
, (Bogoliubov q-particle)

ẋi =
pi

m
+ Θij

∂V
∂xj

, ṗi = −m
∂V
∂xj

+ mΘij
∂2V
∂xi∂xj

(NC Kepler problem)
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Non canonical systems in 3D

Lagrange-Souriau 2-form

3D) σ = [(1− µi ) dpi − e Ei dt] ∧ (dri − gi dt) + 1
2 e Bk εkij dri ∧ drj +

1
2κk εkij dpi ∧ dpj + qk εkij dri ∧ dpj

only gauge invariant quantities

closure condition dσ = 0 ( Maxwell’s principle)

Kernel condition σ (δy , ·) = 0, δy = (δ~r , δ~p, δt)

Cartan 1-form σ = dλ

λ =
(
~p +
−→A
)
· d~r + ~R · d~p − (E (~p, t) + ϕ (~r , t)) dt

∂t ~A = ∂t ~R ≡ 0⇒ σ = ω − dH ∧ dt dω = 0,
H = E (~p, t) + ϕ (~r , t)

ω = ωαβ dξα ∧ dξβ = (δi,j + Ξij ) dr i ∧ dp j +
1
2

[Bij dr i ∧ dr j −Θij dp i ∧ dp j ]
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Non canonical systems in 3D

Charge in Magnetic and Dual Monopole

ω = δi,jdr i ∧ dp j +
εijk
2

[
e

rk
|~r |3 dr i ∧ dr j + θ

pk

|~p|3 dp i ∧ dp j

]

J.-M. Souriau loc. cit. ; J. F. Cariñena et al., J. Math. Phys. 16 (1975) 1416; J. F. Cariñena et al. in M.
Asorey et al. Ed.s, (2009)

D. J. P. Morris et al. Science 326, 411 (2009)

M∗ṙi =

(
pi − eθ

ri
|~p||~r |3

)
|~r |3|~p|3,

M∗ṗi = eεijkpj rk |~p|3, .

M∗ = |~r |3|~p|3 − eθ ~r · ~p
√

det (ωαβ) =
(

M∗
|~r |3|~p|3

)2
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