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Event generators

LO+corrections Pythia, Pythia8, Herwig, Herwig++

Multi-leg generators Alpgen, Sherpa, Madgraph with 
matching to Pythia6

NLO generators MC@NLO + Herwig, Powheg+Herwig, 
Pythia6, Pythia8

General approach: Use NLO generators as much as possible, use multi-leg generators 
to describe jet sensitive process (correct them with data when needed),
use LO+corrections only when there aren’t alternative (correct them at 
truth level to NLO predicitions when possible).
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Higgs production

3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)
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Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.

117

3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)

q

q̄

V ∗

•

H

V

•
q

q
V ∗

V ∗

H

q

q

•
g

g

H
Q •

g

g

H

Q

Q̄

Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.

117

3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)

q

q̄

V ∗

•

H

V

•
q

q
V ∗

V ∗

H

q

q

•
g

g

H
Q •

g

g

H

Q

Q̄

Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.

117

3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)

q

q̄

V ∗

•

H

V

•
q

q
V ∗

V ∗

H

q

q

•
g

g

H
Q •

g

g

H

Q

Q̄

Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.

117

gluon fusion ttHH strahlungVBF
σ

(mH = 150 GeV) 10 pb 0.05 pb0.47 pb0.96 pb

4

pb

ggF

NNLO+NNLL
+EW corrections
dFG (De Florian, 

Grazzini)



Higgs production

3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)

q

q̄

V ∗

•

H

V

•
q

q
V ∗

V ∗

H

q

q

•
g

g

H
Q •

g

g

H

Q

Q̄

Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.

117

3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)

q

q̄

V ∗

•

H

V

•
q

q
V ∗

V ∗

H

q

q

•
g

g

H
Q •

g

g

H

Q

Q̄

Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.

117

3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)

q

q̄

V ∗

•

H

V

•
q

q
V ∗

V ∗

H

q

q

•
g

g

H
Q •

g

g

H

Q

Q̄

Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.

117

3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)

q

q̄

V ∗

•

H

V

•
q

q
V ∗

V ∗

H

q

q

•
g

g

H
Q •

g

g

H

Q

Q̄

Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.

117

gluon fusion ttHH strahlungVBF
σ

(mH = 150 GeV) 10 pb 0.05 pb0.47 pb0.96 pb

5

NNLO+NNLL
+NLO EW 
corrections

σ(
gg
→

H
) 8

Te
V
/σ

(g
g→

H
) 7

Te
V

mH [GeV]

Figure 1: Two-loop topologies involving light fermions contributing to gg → H .

with tH ≡ m2
t /m

2
H

and1

H(−r,−r; x) =
1

2
log2

(
√

x + 4 −
√

x√
x + 4 +

√
x

)

. (3)

At one-loop the contribution of light fermions is suppressed by their coupling to the Higgs
and it is completely negligible.

At the two-loop level the light fermions can contribute to this process because their
Higgs coupling suppression can be avoided by coupling them to the W or Z bosons that
can directly couple to the Higgs particle. Indeed the light fermions contribute to the Higgs
production through the topologies (a) and (b) depicted in Fig. 1, with the W or Z boson
exchanged in the loops together with quarks.

The general structure of the amplitude for the production of a Higgs particle, in the
fusion process of two gluons of polarization vectors εµ(q1) and εν(q2), can be written as:

T µν = qµ
1 qν

1 T1 + qµ
2 qν

2 T2 + qµ
1 qν

2 T3 + qν
1 qµ

2 T4 + (q1 · q2) gµν T5 + εµνρσ q1ρ q2σ T6 , (4)

with gauge invariance requiring that T1 = T2 = 0 and T4 = −T5 while T3 does not con-
tribute for on-shell gluons and T6 vanishes exactly. The relevant form factors T4 and T5

are extracted from the one-particle irreducible (1PI) diagrams of Fig. 1 with the use of
standard projectors. The evaluation of the 1PI part of the form factors is performed in
few steps. First, the scalar amplitudes are reduced to a set of linearly independent ones.
This step is achieved in two different ways [8]: i) a reduction in terms of scalar integrals
containing only denominators is obtained with the introduction of a fictitious auxiliary
planar double box diagram [9], with final momenta equal to the initial ones, that contains
an “extra” propagator with respect to the diagrams of Fig. 1, such that the seven possi-
ble invariants that can appear in the numerator of a scalar amplitude can be simplified
against the seven propagators of the auxiliary diagram. ii) By shifting the loop momenta
in an appropriate way we write the scalar amplitudes in terms of integrals with a number
of propagators equal or smaller than the original one, having a set of independent scalar
products in the numerators [10]. Next, the independent scalar amplitudes obtained in the
two reduction methods are expressed through the use of integration-by-parts identities
[11] as a linear combination of the same finite set of basic integrals, called master integrals
(MIs). The subsequent evaluation of the MIs is performed employing the technique of the

1All the analytic continuations are obtained with the replacement x → x − i ε

2

light quark contribution at 
2 loops.

U. Aglietti, 
R. Bonciani, 

G. De Grassi,
 A. Vicini



Finite quark effects and NkLeading log resummation

6
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Resummation in practice means to sum up all particle irreducible diagrams at LO, NLO or 
NNLO (LL, NLL, NNLL) in soft and collinear approximation. The LL case is performed by
the parton showers. Observables like inclusive cross sections and differential distributions can 
be evaluated applying resummation techniques.



Resummation at work.
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Figure 3: Muon differential cross-section as a function of the muon transverse
momentum for |η| < 2.5 compared to theoretical predictions. The Drell-Yan com-
ponent corresponds to the Z/γ∗ for Mµ+µ− < 60 GeV.

6.6. Muon production cross-section result

The signal fraction of the muon transverse momentum spectrum has been
corrected for the trigger and reconstruction efficiencies and unfolded from the
detector response. Figure 3 shows the resulting inclusive muon differential
cross-section for muons within |η| < 2.5 as a function of pT, compared to the
overall theoretical expectation. The expected W/Z component comes from
MC@NLO [31, 32] using the CTEQ6.6 PDFs, normalised to the cross-sections
for muons measured by ATLAS [27]3. The FONLL prediction is used for
the heavy-flavour component and the remaining, small contributions are ob-
tained from PYTHIA simulation. The theoretical uncertainty is dominated
by the heavy-flavour prediction, being approximately 20% and discussed in
Section 7, and is not shown in the figure. The systematic uncertainties on
the measurement are summarised in Table 2.

Integrating over the full 4-100 GeV pT range, in |η| < 2.5, we find a

3σµ
W+ = 6.21± 0.02(stat.)± 0.25(syst.) nb, σµ

W−
= 4.107± 0.02(stat.)± 0.19(syst.) nb,

σµ
Z = 0.941 ± 0.008(stat.) ± 0.038(syst.) nb, where the systematic uncertainty excludes

contributions from the luminosity and acceptance which are fully correlated with those
presented here.
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(|η| < 2.5) range in Fig. 4 (right) and Table 4.4
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Figure 4: (Left) Electron and muon differential cross-sections as a function of the
charged lepton transverse momentum for |η| < 2.0 excluding the 1.37 < |η| <
1.52 region. (Right) Muon differential cross-section as a function of the muon
transverse momentum for |η| < 2.5. The ratio of the measured cross-section and
the other predicted cross-sections to the FONLL calculation is given in the bottom
of each plot. The PYTHIA (L0) cross-sections are normalised to the data in order
to compare the shape of the spectra.

In the electron analysis the W/Z/γ∗ contribution has been subtracted
as described in Section 5.5 in order to obtain the heavy-flavour differen-
tial cross-section; whereas, in the muon case the subtraction is made at the
cross-section level from the fully inclusive measurement. The systematic
uncertainties on the electron and muon results are independent except for
that arising from the uncertainty on the total luminosity. In the common
acceptance region, the two measurements are in good agreement with each
other.

4The results as shown in Tables 3 and 4 are available in the HEPDATA database [33]
and a Rivet [34] routine is provided.
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  Inclusive cross section compared with MC@NLO 
and FONLL predictions;

  W/Z contribution subtracted at cross section level 
with MC@NLO;

 σHFμ = 0.818 ± 0.003stat.  ± 0.045syst. μb
    σFONLL =  0.840 +0.158-0.103  μb

  Agreement of the FONLL prediction 
over six order of magnitudes;

 Large deviation between the NLO 
computation and NLO+NLL at high pT;

 First direct observation of the NLL  
contribution to the heavy quark 
production cross section.



The factorisation theorem.
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2 Transverse momentum resummation and the HRes pro-

gram

We start this Section by briefly recalling the resummation formalism of Refs. [30, 31, 38]. We
consider the inclusive hard-scattering process

h1(p1) + h2(p2) → H(y, pT , mH) +X , (1)

where the collision of the two hadrons h1 and h2 with momenta p1 and p2 produces the Higgs boson
H with transverse momentum pT and rapidity y (defined in the centre-of-mass frame) accompanied
by an arbitrary and undetected final state X . The centre-of-mass energy of the colliding hadrons
is denoted by

√
s.

According to the QCD factorization theorem, the doubly differential cross section for this
process reads

dσ

dy dp2T
(y, pT , mH , s) =

∑

a1,a2

∫ 1

0

dx1

∫ 1

0

dx2 fa1/h1
(x1, µ

2
F ) fa2/h2

(x2, µ
2
F )

×
dσ̂a1a2

dŷ dp2T
(ŷ, pT , mH , ŝ;αS(µ

2
R), µ

2
R, µ

2
F ) , (2)

where fa/h(x, µ2
F ) (a = qf , q̄f , g) are the parton densities of the colliding hadrons at the factor-

ization scale µF , dσ̂ab are the partonic cross sections, and µR is the renormalization scale. The
rapidity, ŷ, and the centre-of-mass energy, ŝ, of the partonic cross section (subprocess) are related
to the corresponding hadronic variables y and s as:

ŷ = y −
1

2
ln

x1

x2
, ŝ = x1x2s . (3)

The partonic cross section dσ̂ab is computable in QCD perturbation theory but its series ex-
pansion in αS contains the logarithmically-enhanced terms, (αn

S/p
2
T ) ln

m(m2
H/p

2
T ), that we want

to resum.

To this purpose, the partonic cross section is rewritten as the sum of two terms,

dσ̂a1a2

dŷ dp2T
=

dσ̂(res.)
a1a2

dŷ dp2T
+

dσ̂(fin.)
a1a2

dŷ dp2T
. (4)

The logarithmically-enhanced contributions are embodied in the ‘resummed’ component dσ̂(res.)
a1a2 .

The ‘finite’ component dσ̂(fin.)
a1a2 is free of such contributions, and it can be computed by a truncation

of the perturbative series at a given fixed order. In particular we compute dσ̂(fin.)
a1a2 starting from

[dσ̂a1a2 ]f.o., the usual perturbative series truncated at a given fixed order in αS, and we subtract
the perturbative truncation of the resummed component at the same order:

[
dσ̂(fin.)

a1a2

dŷ dp2T

]

f.o.

=

[
dσ̂a1a2

dŷ dp2T

]

f.o.

−

[
dσ̂(res.)

a1a2

dŷ dp2T

]

f.o.

. (5)
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H with transverse momentum pT and rapidity y (defined in the centre-of-mass frame) accompanied
by an arbitrary and undetected final state X . The centre-of-mass energy of the colliding hadrons
is denoted by

√
s.

According to the QCD factorization theorem, the doubly differential cross section for this
process reads

dσ

dy dp2T
(y, pT , mH , s) =

∑

a1,a2

∫ 1

0

dx1

∫ 1

0

dx2 fa1/h1
(x1, µ

2
F ) fa2/h2

(x2, µ
2
F )

×
dσ̂a1a2

dŷ dp2T
(ŷ, pT , mH , ŝ;αS(µ

2
R), µ

2
R, µ

2
F ) , (2)

where fa/h(x, µ2
F ) (a = qf , q̄f , g) are the parton densities of the colliding hadrons at the factor-

ization scale µF , dσ̂ab are the partonic cross sections, and µR is the renormalization scale. The
rapidity, ŷ, and the centre-of-mass energy, ŝ, of the partonic cross section (subprocess) are related
to the corresponding hadronic variables y and s as:

ŷ = y −
1

2
ln

x1

x2
, ŝ = x1x2s . (3)

The partonic cross section dσ̂ab is computable in QCD perturbation theory but its series ex-
pansion in αS contains the logarithmically-enhanced terms, (αn

S/p
2
T ) ln

m(m2
H/p

2
T ), that we want

to resum.

To this purpose, the partonic cross section is rewritten as the sum of two terms,

dσ̂a1a2

dŷ dp2T
=

dσ̂(res.)
a1a2

dŷ dp2T
+

dσ̂(fin.)
a1a2

dŷ dp2T
. (4)

The logarithmically-enhanced contributions are embodied in the ‘resummed’ component dσ̂(res.)
a1a2 .

The ‘finite’ component dσ̂(fin.)
a1a2 is free of such contributions, and it can be computed by a truncation

of the perturbative series at a given fixed order. In particular we compute dσ̂(fin.)
a1a2 starting from

[dσ̂a1a2 ]f.o., the usual perturbative series truncated at a given fixed order in αS, and we subtract
the perturbative truncation of the resummed component at the same order:

[
dσ̂(fin.)

a1a2

dŷ dp2T

]

f.o.

=

[
dσ̂a1a2

dŷ dp2T

]

f.o.

−

[
dσ̂(res.)

a1a2

dŷ dp2T

]

f.o.

. (5)

3

Cross section in hh collision are evaluated according to the formula:

pdf momentum fraction of 
the partons inside the proton

factorisation scale

renormalisation scale

Renormalisation scale is needed to compute αs that shows an arbitrary scale dependence when 
computed at fixed order.

q (pdf)

g (pdf)

q (pdf)

g 

Factorisation scale: we have to decide what to put 
in the pdf, and what in the ME

roughly pTg < μF pdf, otherwise take q pdf and ME

If we could sum up all order we could in principle 
cancel out the μF, μR depndence.

Scale dpendence of the results gives an estimate of 
the missing higher order contribution.



Pdf uncertainty computation

9

 Pdf are determined by fitting pdf sensitive data in mainly 
from ep collision (HERA) and also in ppbar and pp collision;

  several pdf sets are available, corresponding to the physics 
observable used in the determination, the parametrisation 
used in the pdf description, the theoretical constrains imposed.

 Each set of pdf is provided at LO, NLO and NNLO 
(according to the order at which the observables are 
computed) with an error set (a full pdf varied collection, and a 
recipe to compute its error)

 Uncertainties are computed using the PDF4LHC 
reccommendation, that consists in computing the envelop of 
the error band from CTEQ6.6, MSTW2008 and NNPDF2.1

 What pdf to chose: NLO for NLO generators, LO for LO 
and multi-leg generators, LO for parton shower.

What experimentalist do. 
Generate using one pdf set, reweight to other pdf sets 
after production (reweighting effect respect full generation 
is “sometimes” checked. Quantities used for normalisation 
are instead taken with the full envelope error band.
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Fig. 33: Combined PDF+αs uncertainty band for the total Higgs production cross section via gluon fusion, at

NLO, evaluated according to the PDF4LHC recipe. The bands are normalized to the central MSTW2008 NLO

result.

origin, e.g. the tt cross section at 7 TeV at the LHC probes similar PDFs as probed in the lower-pT
jet production at the Tevatron, which has neither been fit nor validated against quantitatively by some

groups (preliminary results for ABM may be found at Refs. [258, 259]). As noted, large deviations in

predictions between existing NNLO sets are similar to those between the same NLO sets. Discrepancies

in MSTW, CTEQ, and NNPDF do not always have clear origin, or may be a matter of procedure (e.g.

gluon parametrization) which is an ongoing debate between groups. Bearing this in mind and having been

requested to provide a procedure to give a moderately conservative uncertainty, we adopt the following

PDF4LHC recommendation [45].

8.5.1 NLO prescription

At NLO the recommendation is to use (at least) predictions from the PDF fits from CTEQ, MSTW,

and NNPDF. These sets all use results from a hadron collider experiment, i.e., the Tevatron as well as

fixed-target experiments and HERA, and they make available specific sets for a variety of values of αs.

The PDF versions to be used are: CTEQ6.6, MSTW2008, and NNPDF2.0. Neither the CTEQ6.6 nor the

MSTW2008 use the new combined very accurate HERA data sets, whereas NNPDF2.0 does use this data

(the CT10 [246] update of the CTEQ PDFs does include them and future updates of MSTW [249] will

as well). It is to be noted that CTEQ6.6 and MSTW2008 are the PDF versions most commonly used by

the LHC experiments currently, hence it is these versions that are suggested in the recommendation. The

NNPDF2.0 set does not use a general-mass variable flavour number scheme (the NNPDF2.1 PDF set,

which does use a general-mass variable flavour number scheme is currently being finalized [248]), but the

alternative method which NNPDF use for determining PDF uncertainties provides important independent

information. Other PDF sets, GJR08, ABKM09, and HERAPDF1.0 are useful for more conservative or

extensive evaluations of the uncertainty. For example a study of the theoretical uncertainties related to

the charm-mass treatment is possible using HERAPDF1.0 and ABKM.

The αs uncertainties can be evaluated by taking a range of ±0.0012 for 68% CL (or ±0.002 for
90% CL) from the preferred central value for CTEQ and NNPDF. The total PDF+αs uncertainty can then

be evaluated by adding the variations in PDFs due to αs uncertainty in quadrature with the fixed αs PDF

uncertainty (shown [256] to correctly incorporate correlations in the quadratic error approximation) or,

for NNPDF, more efficiently taking a gaussian distribution of PDF replicas corresponding to different

values of αs. For MSTW the PDF+αs uncertainties should be evaluated using their prescription which

69
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Fig. 23: The transverse-momentum spectrum of the Higgs in MC@NLO (upper) and in POWHEG+PYTHIA

(lower) compared to the HQT result. In the lower insert, the same results normalised to the HQT central value are
shown.

small transverse momentum, but display a large difference (about a factor of 3) in the high transverse
momentum tail. This difference has two causes. One is the different scale choice in MC@NLO, where
by default µ = mT =

√
M2

H + p2
T, where pT is the transverse momentum of the Higgs. That accounts

for a factor of (αs(mT)/αs(MH))3, which is about 1.6 for the last bin in the plots (compare the upper
plots of Figure 22 with those of Figure 23). The remaining difference is due to the fact that in POWHEG,
used with default parameters, the NLO K-factor multiplies the full transverse-momentum distribution.
The POWHEG output is thus similar to what is obtained with NLO+PS generator, as already observed
in the first volume of this Report.

This point deserves a more detailed explanation, which can be given along the lines of Ref. [132,
172]. We write below the differential cross section for the hardest emission in NLO+PS implementations
(see the first volume of this report for details)

dσNLO+PS = dΦBB̄s(ΦB)

[
∆s(pmin

⊥ ) + dΦR|B
Rs(ΦR)

B(ΦB)
∆s(pT(Φ))

]
+ dΦRRf (ΦR), (11)

where

B̄s = B(ΦB) +

[
V (ΦB) +

∫
dΦR|BRs(ΦR|B)

]
. (12)

35

Higgs pT is ~ 0 at LO  (you need a gluon emission  to balance the Higgs 
pT). In NLO MC like Powheg and  MC@NLO it is different than zero. 
Parton shower even computes it at LL.

HqT2.0 evaluates it at NLO+NNLL, in the hard region
a switch to the pure NNLO result is performed.

In the soft region Underlying Event effects become important.
Comprison performed switching off the underlying events and the 
hadronisation.
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Fig. 23: The transverse-momentum spectrum of the Higgs in MC@NLO (upper) and in POWHEG+PYTHIA

(lower) compared to the HQT result. In the lower insert, the same results normalised to the HQT central value are
shown.

small transverse momentum, but display a large difference (about a factor of 3) in the high transverse
momentum tail. This difference has two causes. One is the different scale choice in MC@NLO, where
by default µ = mT =

√
M2

H + p2
T, where pT is the transverse momentum of the Higgs. That accounts

for a factor of (αs(mT)/αs(MH))3, which is about 1.6 for the last bin in the plots (compare the upper
plots of Figure 22 with those of Figure 23). The remaining difference is due to the fact that in POWHEG,
used with default parameters, the NLO K-factor multiplies the full transverse-momentum distribution.
The POWHEG output is thus similar to what is obtained with NLO+PS generator, as already observed
in the first volume of this Report.

This point deserves a more detailed explanation, which can be given along the lines of Ref. [132,
172]. We write below the differential cross section for the hardest emission in NLO+PS implementations
(see the first volume of this report for details)

dσNLO+PS = dΦBB̄s(ΦB)

[
∆s(pmin

⊥ ) + dΦR|B
Rs(ΦR)

B(ΦB)
∆s(pT(Φ))

]
+ dΦRRf (ΦR), (11)

where

B̄s = B(ΦB) +

[
V (ΦB) +

∫
dΦR|BRs(ΦR|B)

]
. (12)

35

MC@NLO spectrum is softwer than HqT at high pT

POWHEG +  Pythia is harder than MC@NLO.

Reweighting (after!!) UE and hadronisation was 
performed up to now. This is in principle incorrect
at very low pT.
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PowHeg vs McAtNlo Distributions Before Reweighting
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bef. rew. aft. rew.

reweighting to HqT2.0 
improves the 

agreement between 
MC@NLO and Powheg 

(partially also due to 
the UE reweighting)

 retuning of the showering and the hard 
component.
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Fig. 23: The transverse-momentum spectrum of the Higgs in MC@NLO (upper) and in POWHEG+PYTHIA

(lower) compared to the HQT result. In the lower insert, the same results normalised to the HQT central value are
shown.

small transverse momentum, but display a large difference (about a factor of 3) in the high transverse
momentum tail. This difference has two causes. One is the different scale choice in MC@NLO, where
by default µ = mT =

√
M2

H + p2
T, where pT is the transverse momentum of the Higgs. That accounts

for a factor of (αs(mT)/αs(MH))3, which is about 1.6 for the last bin in the plots (compare the upper
plots of Figure 22 with those of Figure 23). The remaining difference is due to the fact that in POWHEG,
used with default parameters, the NLO K-factor multiplies the full transverse-momentum distribution.
The POWHEG output is thus similar to what is obtained with NLO+PS generator, as already observed
in the first volume of this Report.

This point deserves a more detailed explanation, which can be given along the lines of Ref. [132,
172]. We write below the differential cross section for the hardest emission in NLO+PS implementations
(see the first volume of this report for details)

dσNLO+PS = dΦBB̄s(ΦB)

[
∆s(pmin

⊥ ) + dΦR|B
Rs(ΦR)

B(ΦB)
∆s(pT(Φ))

]
+ dΦRRf (ΦR), (11)

where

B̄s = B(ΦB) +

[
V (ΦB) +

∫
dΦR|BRs(ΦR|B)

]
. (12)

35

NLO hard scattering term.

Sudakov contribution from Parton Shower
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Fig. 22: Uncertainty bands for the transverse-momentum spectrum of the Higgs boson at LHC, 7 TeV, for a Higgs
mass MH = 120 GeV. On the upper plots, the MC@NLO+HERWIG result obtained using the non-default value
of the reference scale equal to MH. On the lower plots, the POWHEG+PYTHIA output, using the non-default
Rs + Rf separation. The uncertainty bands are obtained by changing µR and µF by a factor of two above and
below the central value, taken equal to MH, with the restriction 0.5 < µR/µF < 2.

calculation itself, rather than the PDF’s. The HQT result has been obtained by running the program with
full NNLL+NNLO accuracy, using the “switched” result. The resummation scale Q in HQT has been
set to MH/2.

We notice that both programs are compatible in shape with the HQT prediction. We also notice
that the error band of the two NLO+PS generators is relatively small at small pT and becomes larger at
larger pT. This should remind us that the NLO+PS prediction for the high pT tail is in fact a tree-level-
only prediction, since the production of a Higgs plus a light parton starts at order α3

s , its scale variation
is of order α4

s , and its relative scale variation is of order α4
s/α

3
s , i.e. of order αs.9 On the other hand

the total integral of the curve, i.e. the total cross section (and in fact also the Higgs rapidity distribution,
that is obtained by integrating over all transverse momenta) are given by a term of order α2

s plus a term
of order α3

s , and their scale variation is also of order α4
s . Thus, their relative scale variation is of order

α4
s/α

2
s , i.e. α2

s .

It is instructive to analyse the difference between MC@NLO and POWHEG at their default
value of parameters. This is illustrated in Figure 23. The two programs are in reasonable agreement at

9Here we remind the reader that µ2
F

d
dµ2

F

α3
s (µR) = −b03α4

s (µR).

34

hfact=1.2 reweighting still needed, but only
at very low pT. 

Reweighting function needs to be evaluated 
switching off parton shower and hadronisation.

Corrected pT distribution.
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Fig. 22: Uncertainty bands for the transverse-momentum spectrum of the Higgs boson at LHC, 7 TeV, for a Higgs
mass MH = 120 GeV. On the upper plots, the MC@NLO+HERWIG result obtained using the non-default value
of the reference scale equal to MH. On the lower plots, the POWHEG+PYTHIA output, using the non-default
Rs + Rf separation. The uncertainty bands are obtained by changing µR and µF by a factor of two above and
below the central value, taken equal to MH, with the restriction 0.5 < µR/µF < 2.

calculation itself, rather than the PDF’s. The HQT result has been obtained by running the program with
full NNLL+NNLO accuracy, using the “switched” result. The resummation scale Q in HQT has been
set to MH/2.

We notice that both programs are compatible in shape with the HQT prediction. We also notice
that the error band of the two NLO+PS generators is relatively small at small pT and becomes larger at
larger pT. This should remind us that the NLO+PS prediction for the high pT tail is in fact a tree-level-
only prediction, since the production of a Higgs plus a light parton starts at order α3

s , its scale variation
is of order α4

s , and its relative scale variation is of order α4
s/α

3
s , i.e. of order αs.9 On the other hand

the total integral of the curve, i.e. the total cross section (and in fact also the Higgs rapidity distribution,
that is obtained by integrating over all transverse momenta) are given by a term of order α2

s plus a term
of order α3

s , and their scale variation is also of order α4
s . Thus, their relative scale variation is of order

α4
s/α

2
s , i.e. α2

s .

It is instructive to analyse the difference between MC@NLO and POWHEG at their default
value of parameters. This is illustrated in Figure 23. The two programs are in reasonable agreement at

9Here we remind the reader that µ2
F

d
dµ2

F

α3
s (µR) = −b03α4

s (µR).

34

In MC@NLO + Herwig the difference can be 
recovered by setting the renormalisation and 
factorisation scale to:

µR = µF = mH

Instead of the dynamic scale:

µR = µF =
q

p2T +m2
H
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In the equation above the variables Φ̄1 ≡ (M2, Y ) denote the invariant mass squared and the rapidity of1422

the Higgs boson, which describe the kinematics of the Born (i.e., lowest-order) process gg → φ. The1423

variables Φrad describe the kinematics of the additional final-state parton in the real emission processes.1424

The factor B̄(Φ̄1) in Eq. (16) is related to the total cross section computed at NLO in QCD. It contains1425

the value of the differential cross section, including real and virtual radiative corrections, for a given1426

configuration of the Born final state variables, integrated over the radiation variables. The integral of1427

this quantity on dΦ̄1, without acceptance cuts, yields the total cross section and is responsible for the1428

correct NLO QCD normalization of the result. The terms within curly brackets in Eq. (16) describe the1429

real emission spectrum of an extra parton: the first term is the probability of not emitting any parton with1430

transverse momentum larger than a cutoff pmin
T , while the second term is the probability of not emitting1431

any parton with transverse momentum larger than a given value pT times the probability of emitting a1432

parton with transverse momentum equal to pT. The sum of the two terms fully describes the probability1433

of having either zero or one additional parton in the final state. The probability of non-emission of a1434

parton with transverse momentum kT larger than pT is obtained using the POWHEG Sudakov form1435

factor1436

∆(Φ̄1, pT) = exp

{
−
∫

dΦrad
R(Φ̄1,Φrad)

B(Φ̄1)
θ(kT − pT)

}
, (17)

where the Born squared matrix element is indicated by B(Φ̄1) and the squared matrix element for the real1437

emission of an additional parton can be written, considering the subprocesses gg → φg and gq → φq,1438

as1439

R(Φ̄1,Φrad) = Rgq(Φ̄1,Φrad) +
∑

q

[
Rgq(Φ̄1,Φrad) +Rqg(Φ̄1,Φrad)

]
. (18)

Finally, the last term in Eq. (16) describes the effect of the qq → φg channel, which has been kept apart1440

in the generation of the first hard emission because it does not factorize into the Born cross section times1441

an emission factor.1442

The NLO QCD matrix elements used in this implementation have been computed in Refs. [161,1443

162]. We compared the numerical results for the distributions with those of the code FEHIPRO [159],1444

finding good agreement. We also checked that, in the case of a light Higgs and considering only the top1445

 Finite mass effect for the t and b quark have been implemented in POWHEG @NLO 
 important contributions to the Higgs pT distribution
 ATLAS MC production includes the HQ mass effect by Bagnasco, De Grassi, Vicini et al. 

(implemented up to 1 TeV)

Finite quark mass effects.

3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)

q
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•
q
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Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.
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 Main advantages: it is more linked to the photon angle than to 
the photon energy (pTt is zero if the two photons are aligned) 
reulsting in an improved resolution
 

 In γγ the background shape is assumed to be 
exponeential, cuts in pT have effects on γγ background that 
induce distortion on the mγγ specrum;

 to increase analysis sensitivity, the analysis is divided into 2 
bins (pTt < 40 GeV and pTt > 40 GeV)

 the γγ background populates mainly the low pTt category, 
analysis sensitiviy improves of about  5%,10%.

 uncertainties on Higgs pT affect the migration between the 
high and low pTt categories, inducing an 8% uncertainty 
evaluated through scale (renormalisation, factorisation and 
resummation) and pdf variation.
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 HqT2.0 allows the variation of the renormalisation, 
factorisation and resummation scale and pdf variation, 
uncertainties evaluated by reweighting Powheg Higgs pT to 
different HqT2.0 and computing pTt > 40 GeV acceptance 
systematics;

 new tool recently available that computes all QCD inclusive 
observables @NNLO+NNLL (HRES) 
D. de Florian, G. Ferrera, M. Grazzini, D. Tommasini

 We can think to normalise the signal yield in pTt categories 
preserving NNLO+NNLL accuracy.

section, due to the fact that the integration is performed over a wide kinematical range. In
Table 2 we report the accepted cross section for different choices of the scales. After selection
cuts, the scale uncertainty is about ±15% (±18%) at NLL+NLO (NLO) and ±9% (±10%) at
NNLL+NNLO (NNLO).

Cross section [fb] NLO NLL+NLO NNLO NNLL+NNLO

(2Q = µF = µR) = mH/2 25.92 ± 0.02 25.57 ± 0.03 29.52 ± 0.13 29.59 ± 0.11
(2Q = µF = µR) = mH 21.53 ± 0.02 21.55 ± 0.01 27.08 ± 0.08 26.96 ± 0.04
(2Q = µF = µR) = 2mH 18.17 ± 0.01 18.80 ± 0.02 24.43 ± 0.06 24.69 ± 0.06

Table 2: NLO, NLL+NLO, NNLO and NNLL+NNLO accepted cross sections for pp → H+X →
γγ +X at the LHC, for different choices of the scales.

In Fig. 2 we study the distribution in the azimuthal separation of the photons in the transverse
plane, ∆φ. At LO the photons are back-to-back, and thus ∆φ is 180°. Beyond LO, events with ∆φ
different from 180° are allowed, but NLO (dots) and NNLO (dashes) results show an unphysical
behaviour as ∆φ → 180o. The resummed NLL+NLO and NNLL+NNLO results lead instead to
a smooth behaviour in this region. On the other hand, ∆φ → 0 corresponds to a kinematical
configuration where the diphoton system is produced with large transverse momentum, so the
result is fully dominated by the corresponding fixed order calculation.

Figure 2: ∆φ distribution from the H → γγ signal at the LHC, obtained by the fixed order and
resummed calculation.

An interesting observable, which has been used by ATLAS to split the H → γγ analysis in
categories [46], is the thrust transverse momentum pTt

‖ [47]. Defining the thrust axis t̂ and the

‖In the context of Drell-Yan lepton pair production, this variable is also called aT [47, 48].

9
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CMS Collaboration / Physics Letters B 710 (2012) 403–425 407

Fig. 1. Background model fit to the mγ γ distribution for the five event classes, together with a simulated signal (mH = 120 GeV). The magnitude of the simulated signal is
what would be expected if its cross section were twice the SM expectation. The sum of the event classes together with the sum of the five fits is also shown. a) The sum of
the five event classes. b) The dijet-tagged class. c) Both photons in the barrel, Rmin

9 > 0.94. d) Both photons in the barrel, Rmin
9 < 0.94. e) At least one photon in the endcaps,

Rmin
9 > 0.94. f) At least one photon in the endcaps, Rmin

9 < 0.94.

events, the use of a 2nd order polynomial was shown to be suffi-
cient and unbiased.

The description of the Higgs boson signal used in the search
is obtained from MC simulation using the next-to-leading order
(NLO) matrix-element generator powheg [53,54] interfaced with
pythia [49], using the z2 underlying event tune. For the dominant
gluon–gluon fusion process, the Higgs boson transverse momen-
tum spectrum has been reweighted to the next-to-next-to-leading
logarithmic (NNLL) + NLO distribution computed by the hqt pro-
gram [55–57]. The uncertainty on the signal cross section due to
PDF uncertainties has been determined using the PDF4LHC pre-
scription [58–62]. The uncertainty on the cross section due to
scale uncertainty has been estimated by varying independently
the renormalization and factorization scales used by hqt, between
mH/2 and 2mH. We have verified that the effect of this variation
on the rapidity of the Higgs boson is very small and can be ne-
glected.

Corrections are made to the measured energy of the photons
based on detailed study of the mass distribution of Z → ee events
and comparison with MC simulation. After the application of these
corrections the Z → ee events are re-examined and values are de-
rived for the random smearing that needs to be made to the MC
simulation to account for the energy resolution observed in the
data. These smearings are derived for photons separated into four

η regions (two in the barrel and two in the endcap) and two cate-
gories of R9. The uncertainties on the measurements of the photon
scale and resolution are taken as systematic uncertainties in the
limit setting. The overall uncertainty on the diphoton mass scale is
less than 1%.

The mγ γ distributions for the data in the five event classes,
together with the background fits, are shown in Fig. 1. The un-
certainty bands shown are computed from the fit uncertainty on
the background yield within each bin used for the data points.
The expected signal shapes for mH = 120 GeV are also shown. The
magnitude of the simulated signal is what would be expected if its
cross section were twice the SM expectation. The sum of the five
event classes is also shown, where the line representing the back-
ground model is the sum of the five fits to the individual event
classes.

8. Results

The confidence level for exclusion or discovery of a SM Higgs
boson signal is evaluated using the diphoton invariant mass distri-
bution for each of the event classes. The results in the five classes
are combined in the CL calculation to obtain the final result.

The limits are evaluated using a modified frequentist approach,
CLs, taking the profile likelihood as a test statistic [63–65]. Both a
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mγγ [GeV]

 Both ATLAS and CMS use the full spectrum to parametrize the 
background;

 CMS uses a 5th degree polynomial to describe the background and 
shows that the bias is 5 times smaller than the statistical uncertainties 
of the fit and is ignored.

 ATLAS uses an exponential function and use RESBOS (NLO
+NNLL) and DIPHOX. The bias is introduced as spurious signal in the 
fitting procedure allowing to reduce signal sensitivity for each probed 
mass point.

Fig. 77: Differential diphoton cross section as a function of ∆φγ γ at NNLO (blue) and at NLO (dotted black)
calculated with a preliminary result from the 2GAMMANNLO program, superimposed on results from CMS data
(points) from 2010 [311].

Fig. 78: Differential diphoton cross section as a function of ∆φγ γ at NNLO (blue) and at NLO (dotted black)
calculated with a preliminary result from the 2GAMMANNLO program, for the ’ATLAS’ (left) and ’CMS’ (right)
acceptance criteria.

supplementary hard jets) hadronised with PYTHIA [315], and lowest-order box events generated with
PYTHIA. Events have been reweighted to NLO with DIPHOX [300] (NLO Born and single- and double-
fragmentation contributions) and GAMMA2MC [306] (NLO box contributions). It should be noted that
the MADGRAPH γγ+jets process includes the fragmentation contribution at the matrix-element level as a
bremsstrahlung contribution, while DIPHOX includes the full treatment of the fragmentation function at
NLO. This study should be repeated with 2GAMMANNLO.

In order to reproduce most of the kinematic features of the NLO processes, it has been found that
it is sufficient to perform a 2D reweighting with a K-factor K(qT,γγ , Mγγ ), where qT,γγ is the transverse
momentum of the diphoton system and Mγγ its invariant mass [297]. The K-factors K(qT,γγ ,Mγγ) are
computed by applying the ’Loose’ kinematical cuts with ET,γ1 > 20 GeV and ET,γ2 > 20 GeV. An
isolation criterion

∑
ET < 5 GeV in a cone ∆R < 0.3 around the photons is applied at parton level

and
∑

ET < 7 GeV at generator level. The K-factors have been computed for bins of 4 GeV in qT,γγ
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3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)

q

q̄

V ∗

•

H

V

•
q

q
V ∗

V ∗

H

q

q

•
g

g

H
Q •

g

g

H

Q

Q̄

Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.

117

 A different way to exploit VBF topology is to select explictly the jet 
topology of  VBF events:

 2 forward jets, with a large rapifity gap (Δηjj >> 0) (3-3.2 is a 
typical cut)

 large invariant mass of the jet pair (mjj > 400-500 GeV)

 Jet cuts typically induce larger uncertainties due to the jet energy scale and extra energy in the 
jet cone introduced by the Underlying Event, anyway the S/B ratio is enhanced a lot by the VBF 
selection (~0.1 in standard analysis, 1 in VBF topology) with a significant reduction of the number of 
expected signal events going from ~ 50 to ~ 2).
Overall 10% extra sensitivity is gained in the VBF category.

 The VBF process is 0th power in αs, inducing small scale uncertainty (~0.5% ), PDF uncertainty
are the dominant uncertainties on the total cross section (~ 3%)

In the VBF selection region we still have a sizable contamination from the ggF process:
for mH = 120 GeV CMS expect 2.01 events from VBF and 0.76 from ggF, the error on 
the ggF contribution in 2 jet bin dominates the total error on the VBF selected events 



Jet bin uncertainties in the ggF production
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The ggF production cross section has PDF uncertainties of ~ 8%, scale unceratinties ~10% 
(even if it is at NNLO+NNLL).

In several analyses , (in particular WW→lνlν, CMS γγ) we divide the dataset in jet bins, 
this is needed to keep in different bins regions with different S/B ratio and signal yield.
(maximise sensitivity against top contamination in WW, exploiting the VBF topology in CMS γγ)

Jet binning introduce uncertainty due to the introduction of a further scale (pTcut) in the problem.

Any obervable can be expanded as a function of αs.

f(αs) ~ a0 + a1αs + a2αs2 + ...      αs is computed at a given scale μren ~ mH, mH/2 ...
               if summed up to all order μren dependence cancels out.
               residual depndence is taken as uncertainty.

What happens when we apply a pTcut on the jets
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each order in perturbation theory, where Q is the hard scale of the process. For Higgs production from
gluon fusion, Q = MH, and the leading double logarithms appearing at O(αs) are

σ0(p
cut
T ) = σB

(
1−

3αs

π
2 ln2

pcutT

MH
+ · · ·

)
, (21)

where σB is the Born (tree-level) cross section.1574

The total cross section only depends on the hard scale Q, which means by choosing the scale1575

µ " Q, the fixed-order expansion does not contain large logarithms and has the structure221576

σtotal " σB
[
1 + αs + α2

s +O(α3
s )
]
. (22)

As usual, varying the scale in αs (and the PDFs) one obtains an estimate of the size of the missing1577

higher-order terms in this series, corresponding to ∆total.1578

The inclusive 1-jet cross section has the perturbative structure

σ≥1(p
cut) " σB

[
αs(L

2 + L+ 1) + α2
s (L

4 + L3 + L2 + L+ 1) +O(α3
sL

6)
]
, (23)

where the logarithms L = ln(pcut/Q). For pcut # Q these logarithms can get large enough to overcome1579

the αs suppression. In the limit αsL2 " 1, the fixed-order perturbative expansion breaks down and1580

the logarithmic terms must be resummed to all orders in αs to obtain a meaningful result. For typical1581

experimental values of pcut fixed-order perturbation theory can still be considered, but the logarithms1582

cause large corrections at each order and dominate the series. This means varying the scale in αs in1583

Eq. (23) tracks the size of the large logarithms and therefore allows one to get an estimate of the size of1584

missing higher-order terms caused by pcut, that corresponds to the uncertainty ∆cut. Therefore, we can1585

approximate ∆cut = ∆≥1, where ∆≥1 is obtained from the scale variation for σ≥1.1586

The exclusive 0-jet cross section is equal to the difference between Eqs. (22) and (23), and so has
the schematic structure

σ0(p
cut) = σtotal − σ≥1(p

cut)

" σB
{[

1 + αs + α2
s +O(α3

s )
]
−
[
αs(L

2+ L+ 1) + α2
s (L

4+ L3+ L2+ L+ 1) +O(α3
sL

6)
]}

.

(24)

In this difference, the large positive corrections in σtotal partly cancel against the large negative logarith-1587

mic corrections in σ≥1. For example, at O(αs) there is a value of L for which the αs terms in Eq. (24)1588

cancel exactly. At this pcut the NLO 0-jet cross section has vanishing scale dependence and is equal1589

to the LO cross section, σ0(pcut) = σB . Due to this cancellation, a standard use of scale variation in1590

σ0(pcut) does not actually probe the size of the large logarithms, and thus is not suitable to estimate∆cut.1591

This issue impacts the uncertainties in the experimentally relevant region for pcut.1592

For example, for gg → H (with
√
s = 7 TeV, MH = 165 GeV, µF = µR = MH/2), one

finds [115, 146–148]

σtotal = (3.32 pb)
[
1 + 9.5αs + 35α2

s +O(α3
s )
]
,

σ≥1
(
pjetT ≥ 30 GeV, |ηjet| ≤ 3.0

)
= (3.32 pb)

[
4.7αs + 26α2

s +O(α3
s )
]
. (25)

In σtotal one can see the impact of the well-known large K factors. (Using instead µF = µR = MH1593

the αs and α2
s coefficients in σtotal increase to 11 and 65.) In σ≥1, one can see the impact of the large1594

22These expressions for the perturbative series are schematic. The convolution with the parton distribution functions (PDFs)
and µ dependent logarithms enter in the coefficients of the series, which are not displayed. (The single logarithms related to the
PDF evolution are not the logarithms we are most interested in discussing.)

December 8, 2011 – 19 : 11 DRAFT 67

each order in perturbation theory, where Q is the hard scale of the process. For Higgs production from
gluon fusion, Q = MH, and the leading double logarithms appearing at O(αs) are

σ0(p
cut
T ) = σB

(
1−

3αs

π
2 ln2

pcutT

MH
+ · · ·

)
, (21)

where σB is the Born (tree-level) cross section.1574

The total cross section only depends on the hard scale Q, which means by choosing the scale1575

µ " Q, the fixed-order expansion does not contain large logarithms and has the structure221576

σtotal " σB
[
1 + αs + α2

s +O(α3
s )
]
. (22)

As usual, varying the scale in αs (and the PDFs) one obtains an estimate of the size of the missing1577

higher-order terms in this series, corresponding to ∆total.1578

The inclusive 1-jet cross section has the perturbative structure

σ≥1(p
cut) " σB

[
αs(L

2 + L+ 1) + α2
s (L

4 + L3 + L2 + L+ 1) +O(α3
sL

6)
]
, (23)

where the logarithms L = ln(pcut/Q). For pcut # Q these logarithms can get large enough to overcome1579

the αs suppression. In the limit αsL2 " 1, the fixed-order perturbative expansion breaks down and1580

the logarithmic terms must be resummed to all orders in αs to obtain a meaningful result. For typical1581

experimental values of pcut fixed-order perturbation theory can still be considered, but the logarithms1582

cause large corrections at each order and dominate the series. This means varying the scale in αs in1583

Eq. (23) tracks the size of the large logarithms and therefore allows one to get an estimate of the size of1584

missing higher-order terms caused by pcut, that corresponds to the uncertainty ∆cut. Therefore, we can1585

approximate ∆cut = ∆≥1, where ∆≥1 is obtained from the scale variation for σ≥1.1586

The exclusive 0-jet cross section is equal to the difference between Eqs. (22) and (23), and so has
the schematic structure

σ0(p
cut) = σtotal − σ≥1(p

cut)

" σB
{[

1 + αs + α2
s +O(α3

s )
]
−
[
αs(L

2+ L+ 1) + α2
s (L

4+ L3+ L2+ L+ 1) +O(α3
sL

6)
]}

.

(24)

In this difference, the large positive corrections in σtotal partly cancel against the large negative logarith-1587

mic corrections in σ≥1. For example, at O(αs) there is a value of L for which the αs terms in Eq. (24)1588

cancel exactly. At this pcut the NLO 0-jet cross section has vanishing scale dependence and is equal1589

to the LO cross section, σ0(pcut) = σB . Due to this cancellation, a standard use of scale variation in1590

σ0(pcut) does not actually probe the size of the large logarithms, and thus is not suitable to estimate∆cut.1591

This issue impacts the uncertainties in the experimentally relevant region for pcut.1592

For example, for gg → H (with
√
s = 7 TeV, MH = 165 GeV, µF = µR = MH/2), one

finds [115, 146–148]

σtotal = (3.32 pb)
[
1 + 9.5αs + 35α2

s +O(α3
s )
]
,

σ≥1
(
pjetT ≥ 30 GeV, |ηjet| ≤ 3.0

)
= (3.32 pb)

[
4.7αs + 26α2

s +O(α3
s )
]
. (25)

In σtotal one can see the impact of the well-known large K factors. (Using instead µF = µR = MH1593

the αs and α2
s coefficients in σtotal increase to 11 and 65.) In σ≥1, one can see the impact of the large1594

22These expressions for the perturbative series are schematic. The convolution with the parton distribution functions (PDFs)
and µ dependent logarithms enter in the coefficients of the series, which are not displayed. (The single logarithms related to the
PDF evolution are not the logarithms we are most interested in discussing.)

σ0 = σtotal - σ≥1 = σB[1  - αs(L2 + L)]
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for particular pTcut values L2+L ~ 0
the cross section depndence from
μren vanishes.

Scale variation is not  anymore a 
reasonable estimate of higher order 
corrections effects.
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Fig. 39: Fixed-order perturbative uncertainties for gg → H+0 jets at NLO and NNLO. On the left, the uncertain-
ties are obtained from the direct exclusive scale variation in σ0(pcutT ) between µ = MH/4 and µ = MH (method
A). On the right, the uncertainties are obtained by independently evaluating the inclusive scale uncertainties in
σtotal and σ≥1(pcut) and combining them in quadrature (method B). The plots are taken from Ref. [155].

logarithms on the perturbative series. Taking their difference to get σ0, one observes a sizeable numerical1595

cancellation between the two series at each order in αs.1596

Since ∆cut and ∆total are by definition uncorrelated, by associating ∆cut = ∆≥1 we are effec-1597

tively treating the perturbative series for σtotal and σ≥1 as independent with uncorrelated perturbative1598

uncertainties. That is, considering {σtotal,σ≥1}, the covariance matrix is diagonal,1599

(
∆2

total 0
0 ∆2

≥1

)
, (26)

where ∆total and ∆≥1 are evaluated by separate scale variations in the fixed-order predictions for σtotal1600

and σ≥1. This is consistent, since for small pcut the two series have very different structures. In particular,1601

there is no reason to believe that the same cancellations in σ0 will persist at every order in perturbation1602

theory at a given pcut. It follows that the perturbative uncertainty in σ0 = σtotal − σ≥1 is given by1603

∆2
total +∆2

≥1, and the resulting covariance matrix for {σ0,σ≥1} is1604

C =

(
∆2

≥1 +∆2
total −∆2

≥1

−∆2
≥1 ∆2

≥1

)
. (27)

The ∆≥1 contributions here are equivalent to Eq. (20) with ∆cut = ∆≥1. Note also that all of ∆total1605

occurs in the uncertainty for σ0. This is reasonable from the point of view that σ0 starts at the same order1606

in αs as σtotal and contains the same leading virtual corrections.1607

The limit ∆cut = ∆≥1 that Eq. (27) is based on is of course not exact. However, the preceding1608

arguments show that it is a more reasonable starting point than using a common scale variation for1609

the different jet bins as in method A, since the latter does not account for the additional pcut induced1610

uncertainties. These two methods of evaluating the perturbative uncertainties are contrasted in Figure 391611

for gg → H+ 0 jets at NLO (light gray) and NNLO (dark gray) as a function of pcutT (using µ = MH/21612

for the central scale choice). The left panel shows the uncertainties from method A obtained from a direct1613

scale variation by a factor of two in σ0(pcutT ). For small values of pcutT the cancellations that take place in1614

σ0(pcut) cause the error bands to shrink and eventually vanish at pcutT # 25GeV, where there is an almost1615

exact cancellation between the two series in Eq. (24). In contrast, in the right panel the uncertainties1616

are obtained using the above method B by combining the independent inclusive uncertainties to obtain1617

the exclusive uncertainty, ∆2
0 = ∆2

total + ∆2
≥1. For large values of pcutT this reproduces the direct1618

exclusive scale variation, since σ≥1(pcut) becomes small. On the other hand, for small values of pcutT the1619

σ0 = σtotal - σ≥1

Stewart, Tackmann prescription (arXiv:1107.2117)
Evaluate the error on each contribution as independent, and propagate 
it to the exclusive binning. The uncertainty obtained covers also the Parton 
Shower uncertainty (that is included in the higher order terms).

The uncertainty are evaluated using HNNLO (S. Catani, M. Grazzini), that is full calculation at O(αs4)
 The uncertainty is around 20% in the 0 jet bin, increasing with the Higgs mass due to the
higher contribution from the 1 jet inclusive. 

The 1 jet exclusive is affected by large error (70%) on the 2 jet inclusive:

 There exist an αs5 calculation for the 2 jet bin included in MCFM (J. Campbell, K.Ellis, C. Williams)
it is not used in σ1 otherwise we break the αs expantion (αs5 terms in σ≥1  are unknown).

σ1 = σ≥1 - σ≥2  σ≥2 at αs4 is just the tree level (LO) contribution.



21

 Different schemes for the jet veto at fixed order in  αs have been compared;
 The three schemes differ for NNNLO terms (therefore difference among the schemes take into 

account higher order terms not covered by the scale variation)

Cross check by G.P. Salam et al.

momentum threshold pcut
T , whilst σtotal will denote the Higgs total cross section, without any jet veto. It

is also useful to consider the ratio of these cross sections, f0(pcut
T ) = σ0(pcut

T )/σtotal, which is commonly
referred to as the jet-veto efficiency, or the 0-jet fraction as in Section 5.2. Knowledge of this efficiency,
and its uncertainty, is important in interpreting measured limits on the Higgs cross section in the 0-jet
bin as a limit on the total Higgs production cross section.

Both σ0(pcut
T ) and σtotal have a fixed-order perturbative expansion of the form

σ0(p
cut
T ) = σ(0)

0 (pcut
T ) + σ(1)

0 (pcut
T ) + σ(2)

0 (pcut
T ) + . . . , (33a)

σtotal = σ(0) + σ(1) + σ(2) + . . . , (33b)

where the superscript i denotes the fact that the given contribution to the cross section is proportional to
αi

s relative to the Born cross section (of order α2
s in the present case). Since no jets are present at the

Born level we have σ(0)
0 (pcut

T ) ≡ σ(0).

The state-of-the-art of fixed-order QCD predictions is NNLO, i.e. the calculation of σ0(pcut
T ) and

σtotal with tools like FEHIP [196] and HNNLO [173].

There is little ambiguity in the definition of the fixed-order results for the total and jet-vetoed cross
sections, with the only freedom being, as usual, in the choice of the renormalisation and the factorisation
scale. However, given the expressions of σ0 and σtotal at a given perturbative order, there is some
additional freedom in the way one computes the jet-veto efficiency. For instance, at NNLO the efficiency
can be defined as

f (a)
0 (pcut

T ) ≡
σ(0)

0 (pcut
T ) + σ(1)

0 (pcut
T ) + σ(2)

0 (pcut
T )

σ(0) + σ(1) + σ(2)
. (34)

This option is the most widely used and may appear at first sight to be the most natural, insofar as one
keeps as many terms as possible both in the numerator and denominator. It corresponds to method A of
evaluating the uncertainty in the fraction of events in the 0-jet bin defined in Section 5.2.1.

However, other prescriptions are possible. For instance, since the zeroth-order term of f0(pcut
T ) is

equal to 1, one can argue that it is really only 1− f0(pcut
T ) that has a non-trivial perturbative series, given

by the ratio of the inclusive 1-jet cross section above pcut
T , σNLO

1-jet (pcut
T ), to the total cross section, where

σNLO
1-jet (p

cut
T ) = σ(1) + σ(2) −

(
σ(1)

0 (pcut
T ) + σ(2)

0 (pcut
T )

)
. (35)

Insofar as the 1-jet cross section is known only to NLO, in taking the ratio to the total cross section one
should also use NLO for the latter, so that an alternative prescription reads

f (b)
0 (pcut

T ) = 1 −
σNLO

1-jet (pcut
T )

σ(0) + σ(1)
. (36)

Finally, another motivated expression for the jet-veto efficiency is just the fixed-order expansion up to
O(α2

s ) of Eq. (34), which can be expressed in terms of the LO and NLO inclusive jet cross sections above
pcut
T as follows

f (c)
0 (pcut

T ) = 1 −
σNLO

1-jet (pcut
T )

σ(0)
+

σ(1)

(σ(0))2
σLO

1-jet(p
cut
T ) . (37)

Prescriptions (a), (b), and (c) differ by terms of relative order α3
s with respect to the Born level, i.e.

NNNLO. Therefore, the size of the differences between them is a way to estimate the associated theoret-
ical uncertainty that goes beyond the usual variation of scales.

Let us see how these three prescriptions fare in practice in the case of interest, namely Higgs
production at the LHC with 7 TeV centre-of-mass energy. We use MSTW2008NNLO parton distribution
functions [107] (even for LO and NLO predictions) with αs(MZ) = 0.11707 and three-loop running.
Furthermore, we use the large-mt approximation. We choose a Higgs mass of 145 GeV, and default
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scheme a

σ0(i) is evaluated at αsi

scheme b

momentum threshold pcut
T , whilst σtotal will denote the Higgs total cross section, without any jet veto. It

is also useful to consider the ratio of these cross sections, f0(pcut
T ) = σ0(pcut

T )/σtotal, which is commonly
referred to as the jet-veto efficiency, or the 0-jet fraction as in Section 5.2. Knowledge of this efficiency,
and its uncertainty, is important in interpreting measured limits on the Higgs cross section in the 0-jet
bin as a limit on the total Higgs production cross section.

Both σ0(pcut
T ) and σtotal have a fixed-order perturbative expansion of the form

σ0(p
cut
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0 (pcut
T ) + σ(1)

0 (pcut
T ) + σ(2)

0 (pcut
T ) + . . . , (33a)

σtotal = σ(0) + σ(1) + σ(2) + . . . , (33b)

where the superscript i denotes the fact that the given contribution to the cross section is proportional to
αi

s relative to the Born cross section (of order α2
s in the present case). Since no jets are present at the

Born level we have σ(0)
0 (pcut

T ) ≡ σ(0).

The state-of-the-art of fixed-order QCD predictions is NNLO, i.e. the calculation of σ0(pcut
T ) and

σtotal with tools like FEHIP [196] and HNNLO [173].

There is little ambiguity in the definition of the fixed-order results for the total and jet-vetoed cross
sections, with the only freedom being, as usual, in the choice of the renormalisation and the factorisation
scale. However, given the expressions of σ0 and σtotal at a given perturbative order, there is some
additional freedom in the way one computes the jet-veto efficiency. For instance, at NNLO the efficiency
can be defined as

f (a)
0 (pcut

T ) ≡
σ(0)

0 (pcut
T ) + σ(1)

0 (pcut
T ) + σ(2)

0 (pcut
T )

σ(0) + σ(1) + σ(2)
. (34)

This option is the most widely used and may appear at first sight to be the most natural, insofar as one
keeps as many terms as possible both in the numerator and denominator. It corresponds to method A of
evaluating the uncertainty in the fraction of events in the 0-jet bin defined in Section 5.2.1.

However, other prescriptions are possible. For instance, since the zeroth-order term of f0(pcut
T ) is

equal to 1, one can argue that it is really only 1− f0(pcut
T ) that has a non-trivial perturbative series, given

by the ratio of the inclusive 1-jet cross section above pcut
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1-jet (pcut
T ), to the total cross section, where

σNLO
1-jet (p

cut
T ) = σ(1) + σ(2) −

(
σ(1)

0 (pcut
T ) + σ(2)

0 (pcut
T )

)
. (35)

Insofar as the 1-jet cross section is known only to NLO, in taking the ratio to the total cross section one
should also use NLO for the latter, so that an alternative prescription reads

f (b)
0 (pcut

T ) = 1 −
σNLO

1-jet (pcut
T )

σ(0) + σ(1)
. (36)

Finally, another motivated expression for the jet-veto efficiency is just the fixed-order expansion up to
O(α2

s ) of Eq. (34), which can be expressed in terms of the LO and NLO inclusive jet cross sections above
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T as follows

f (c)
0 (pcut

T ) = 1 −
σNLO
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σ(0)
+
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Prescriptions (a), (b), and (c) differ by terms of relative order α3
s with respect to the Born level, i.e.

NNNLO. Therefore, the size of the differences between them is a way to estimate the associated theoret-
ical uncertainty that goes beyond the usual variation of scales.

Let us see how these three prescriptions fare in practice in the case of interest, namely Higgs
production at the LHC with 7 TeV centre-of-mass energy. We use MSTW2008NNLO parton distribution
functions [107] (even for LO and NLO predictions) with αs(MZ) = 0.11707 and three-loop running.
Furthermore, we use the large-mt approximation. We choose a Higgs mass of 145 GeV, and default
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keeps as many terms as possible both in the numerator and denominator. It corresponds to method A of
evaluating the uncertainty in the fraction of events in the 0-jet bin defined in Section 5.2.1.

However, other prescriptions are possible. For instance, since the zeroth-order term of f0(pcut
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σ(0) + σ(1)
. (36)

Finally, another motivated expression for the jet-veto efficiency is just the fixed-order expansion up to
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Prescriptions (a), (b), and (c) differ by terms of relative order α3
s with respect to the Born level, i.e.

NNNLO. Therefore, the size of the differences between them is a way to estimate the associated theoret-
ical uncertainty that goes beyond the usual variation of scales.

Let us see how these three prescriptions fare in practice in the case of interest, namely Higgs
production at the LHC with 7 TeV centre-of-mass energy. We use MSTW2008NNLO parton distribution
functions [107] (even for LO and NLO predictions) with αs(MZ) = 0.11707 and three-loop running.
Furthermore, we use the large-mt approximation. We choose a Higgs mass of 145 GeV, and default
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Cross check by G.P. Salam et al.

 The spread among the schemes is larger than the scale uncertainty (S. T. procedure gives more 
realistic values for higher order contributions)

 In DY process, there is quite good agreement among the schemes (better convergence of the 
perturbative expantion)
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renormalization and factorization scales of MH/2. We cluster partons into jets using the anti-kT jet1740

algorithm [122] with R = 0.5, which is the default jet definition for CMS. Switching to R = 0.4,1741

as used by ATLAS, has a negligible impact relative to the size of the uncertainties. We include jets1742

up to infinite rapidity, but have checked that the effect of a rapidity cut of 4.5/5, corresponding to the1743

ATLAS/CMS acceptances, is also much smaller than other uncertainties discussed here.1744
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Fig. 41: Jet-veto efficiency for Higgs (left) and Z-boson production (right) using three different prescriptions for the
NNLO expansion, see Eqs. (34), (36), (37). The bands are obtained by varying renormalization and factorization
scales independently around the central valueMH/2 (MZ/2) by a factor of two up and down (with the constraint
1
2 ≤ µR/µF ≤ 2). NNLO predictions are obtained by suitably combining the total cross sections obtained with
HNNLO [115] (DYNNLO [183]) with the 1-jet cross section σ1-jet(pcutT ) computed with MCFM [184].

The corresponding results for the jet-veto efficiencies over a wide range of values of pcutT /MH1745

are shown in Figure 41 (left). Each of the three prescriptions Eqs. (34), (36), (37) is presented together1746

with an associated uncertainty band corresponding to an independent variation of renormalization and1747

factorization scales MH/4 ≤ µR, µF ≤ MH (with the constraint 1
2 ≤ µR/µF ≤ 2). The solid red1748

vertical line corresponds to a reference jet-veto of 0.2MH ∼ 29 GeV, which is in the ballpark of the1749

value used by ATLAS and CMS to split the cross section in 0-, 1- and 2-jet bins (25 GeV and 30 GeV1750

respectively). Several features can be observed: firstly, the three schemes lead to substantially different1751

predictions for the jet-veto efficiency, spanning a range from about 0.50 to 0.85 at the reference jet-veto1752

value. Furthermore, the uncertainty bands from the different schemes barely overlap, indicating that1753

scale uncertainties alone are a poor indicator of true uncertainties here. Finally the uncertainty bands’1754

widths are themselves quite different from one scheme to the next.1755

The above features are all caused by the poor convergence of the perturbative series. In particular,1756

it seems that two classes of effects are at play here. Firstly, for pcutT # MH, there are large Sudakov1757

logarithms αn
s ln

2n(pcutT /MH). These are the terms responsible for the drop in veto efficiency at low pcutT1758

and the lack of a resummation of these terms to all orders is responsible for the unphysical increase in veto1759

efficiency seen at very low pcutT (resummations of related observables are discussed in Ref. [144, 157]).1760

The second class of effects stems from the fact that the total cross section has a very large NLO/LO K-1761

factor, ∼ 2, with substantial corrections also at NNLO (see Table 12). The jet-veto efficiency is closely1762

connected to the 1-jet rate, for which the NNLO corrections are not currently known. It is conceivable1763

that they could be as large, in relative terms, as the NNLO corrections to the total cross section and our1764

different schemes for calculating the perturbative efficiency effectively take that uncertainty into account.1765

The reader may wonder whether it is really possible to attribute the differences between schemes1766

to the poor convergence of the total cross section. One cross-check of this statement is to examine the jet1767

veto efficiency for Z-boson production, where, with a central scale choice µ = MZ/2, NLO corrections1768

Higgs Z
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MCFM-Powheg+Pythia comparison.
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Fig. 81: The pp → H + 2 jets cross section evaluated using typical charged leptons and jets selection cuts of the
WW + 2 jets analysis.

In Table 29 we show the cuts used by the ATLAS collaborations to define the signal and theWW
C.R. for the different channels.

The amount of WW background in signal region is determined from the control region through
the parameter α defined by

αWW = NWW
S.R. /NWW

C.R. , (71)

where α is evaluated independently for the 0-jet and 1-jet bin. The Standard Model WW∗ yield is
obtained using the MC@NLO Monte Carlo program interfaced to HERWIG for parton showering. The
MC@NLO MC computes the pp → WW∗ → lνlν at NLO including off-shell contributions, spin
correlations for on shell W’s are computed at Matrix Element while for off-shell W’s a correction is
provided after the generation step to take into account the spin correlation with some approximation.
Furthermore MC@NLO does not implement all electroweak diagrams contributing to the pp → lνlν
process. In particular, “singly-resonant” processes are missing in the calculation. A singly-resonant
diagram is, e.g. a diagram where at least a lepton neutrino pair is not connected to the same W decay
vertex. The full ME calculation for the spin correlation and the inclusion of all singly-resonant diagrams
is implemented in the MCFM v6.0 parton level Monte Carlo generator. In order to take into account
uncertainties in the modelling of the WW background, the MC@NLO and MCFM v6.0 output have
been compared. The comparison has been performed summing up the contribution of all jet bins in
order to integrate out effects from the simulation of the jet multiplicity, which are not well modelled by
parton-level Monte Carlo programs. The CTEQ6.6 PDF error set has been used in the comparison. In
Figures 82, 83, 84, and 85 we show the comparison between MCFM v6.0 and MC@NLO on several
variables. The transverse mass mT is defined by

mT =
√

(Ell
T + Emiss

T )2 − ("pll
T + "pmiss

T )2, (72)

where Ell
T =

√
("pll

T)2 + m2
ll, |"p

miss
T | = Emiss

T , and "pll
T is the transverse momentum of the dilepton

system.
Small difference between the two calculations are visible in all variables, the m ll variable that

is used to define the WW C.R. is in very good agreement. The effect of these discrepancies on the α
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Table 27: The gg → H + 2 jets cross section evaluated for different scale choices.

MH [GeV] ξR = µR/MH ξF = µF/MH σ [fb]
0.25 0.25 5.17 ± 0.64
0.25 0.5 4.60 ± 0.24
0.5 0.25 4.88 ± 0.11
0.5 0.5 5.14 ± 0.14
0.5 1 4.98 ± 0.08

130 1 0.5 4.42 ± 0.05
1 1 4.17 ± 0.06
1 2 4.13 ± 0.05
2 1 3.41 ± 0.03
2 2 3.34 ± 0.05

0.25 0.25 6.47 ± 0.36
0.25 0.5 12.46 ± 0.38
0.5 0.25 13.27 ± 0.32
0.5 0.5 13.03 ± 0.30
0.5 1 12.24 ± 0.36

160 1 0.5 10.77 ± 0.12
1 1 10.52 ± 0.13
1 2 10.28 ± 0.07
2 1 8.43 ± 0.09
2 2 8.35 ± 0.07

0.25 0.25 6.43 ± 0.15
0.25 0.5 6.96 ± 0.11
0.5 0.25 6.84 ± 0.11
0.5 0.5 6.70 ± 0.13
0.5 1 6.66 ± 0.14

220 1 0.5 5.85 ± 0.06
1 1 5.56 ± 0.06
1 2 5.33 ± 0.04
2 1 4.48 ± 0.03
2 2 4.59 ± 0.06

Table 28: Scale uncertainties on the gg → H + 2 jets cross section evaluated using the MCFM program.

MH [GeV] scale uncertainties
130 23%
160 24%
220 20%

parameter has been evaluated to be:

α(MC@NLO)

α(MCFM)
= 0.980 ± 0.015, (73)

where the error is due to the MC statistics, a conservative error of 3.5% is used in the analysis.
Further uncertainties on the α parameters are obtained using different PDF sets in the simulation

of theWW∗ background. In particular, the α values have been computed with the CTEQ6.6 error set and
computing the error according the recommended procedure, the values obtained using the central PDFs
of MSTW2008 and NNPDF2.1 has also been computed. The results obtained are shown in Table 30.
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Scale uncertainty obtained by varying μR, μF by a 
factor 2 around mH.

2 jet bin scale uncertainties below 25%

Table 26: Comparison between the POWHEG and MCFM 2 jet inclusive cross section, the error shown are the
statistical errors, the ratio of the two cross sections doesn’t exceed 11% in the whole MH range.

MH [GeV] MCFM [fb] POWHEG [fb] Ratio: POWHEG/MCFM
130 4.09 ± 0.05 3.89 ± 0.05 0.95 ± 0.02
135 5.41 ± 0.09 5.13 ± 0.06 0.95 ± 0.02
140 6.67 ± 0.07 6.22 ± 0.08 0.93 ± 0.01
145 8.20 ± 0.18 7.55 ± 0.09 0.92 ± 0.02
150 9.02 ± 0.14 8.66 ± 0.10 0.96 ± 0.02
155 9.67 ± 0.09 9.57 ± 0.11 0.99 ± 0.01
160 10.55 ± 0.07 10.80 ± 0.12 1.02 ± 0.01
165 10.88 ± 0.20 11.29 ± 0.16 1.04 ± 0.02
170 10.67 ± 0.13 10.54 ± 0.11 0.99 ± 0.02
175 9.86 ± 0.10 10.09 ± 0.11 1.02 ± 0.01
180 9.41 ± 0.08 9.69 ± 0.10 1.03 ± 0.01
185 8.31 ± 0.09 8.32 ± 0.09 1.00 ± 0.01
190 7.43 ± 0.05 7.40 ± 0.08 1.00 ± 0.01
195 6.82 ± 0.06 6.97 ± 0.07 1.02 ± 0.01
200 6.72 ± 0.07 6.51 ± 0.07 0.97 ± 0.01
220 5.26 ± 0.05 5.70 ± 0.09 1.08 ± 0.02
240 4.97 ± 0.04 5.17 ± 0.12 1.04 ± 0.02
260 4.41 ± 0.02 4.80 ± 0.07 1.09 ± 0.01
280 4.07 ± 0.04 4.29 ± 0.10 1.05 ± 0.02
300 3.77 ± 0.02 4.18 ± 0.06 1.11 ± 0.02
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Fig. 80: The pp → H + 2 jets cross section evaluated using typical charged leptons and jets selection cuts of the
WW + 2 jets analysis.
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The difference with the Powheg prediction,
even if compared after UE, hadronisation and parton 
shower, is smaller that the scale uncertainy itself.

Taking CMS numbers: 
2.1 events from VBF have a theoretical error of about 
0.1 events, while the 0.76 events from ggF have an error 
of 0.2 still dominating the signal uncertainty.

CMS quotes a much larger error 70% from UE in ggF.
It is not clear (to me) why it shoud affect only ggF.
Several tuning have been compared(dt6 , p0, propt0 and 
proq20 , z2 (reference) tune), see: Physics Letters B 710 (2012) 403–425
for definition.
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 Tuning is performed by looking at UE sensitive observables (track multiplicity, track pT 
spectrum) Pythia6
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Figure 2: Comparison plots of the new AUET2B PYTHIA 6 tunes to ATLAS data at 7 TeV for NLO
PDFs. All plots are compared to charged particle data from the ATLAS leading-track UE analy-
sis [21], except that in the bottom right which is compared to data from the ATLAS leading-cluster
UE analysis citeAad:2011qe which includes the charge-neutral component of the UE. The yellow
shaded areas represent data uncertainty.
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Figure 2: Comparison plots of the new AUET2B PYTHIA 6 tunes to ATLAS data at 7 TeV for NLO
PDFs. All plots are compared to charged particle data from the ATLAS leading-track UE analy-
sis [21], except that in the bottom right which is compared to data from the ATLAS leading-cluster
UE analysis citeAad:2011qe which includes the charge-neutral component of the UE. The yellow
shaded areas represent data uncertainty.
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Figure 2: Comparison plots of the new AUET2B PYTHIA 6 tunes to ATLAS data at 7 TeV for NLO
PDFs. All plots are compared to charged particle data from the ATLAS leading-track UE analy-
sis [21], except that in the bottom right which is compared to data from the ATLAS leading-cluster
UE analysis citeAad:2011qe which includes the charge-neutral component of the UE. The yellow
shaded areas represent data uncertainty.
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Param. name Function Sampling range

PARP(77) High-p? suppression of colour reconnection 0.0 – 1.0
PARP(78) Strength of colour reconnection 0.0 – 1.0
PARP(82) MPI p? cutoff at

p
s = 1800 GeV 1.5 – 2.5

PARP(84) Rel. radius of core proton matter distribution 0.0 – 1.0
PARP(90) MPI cutoff energy evolution exponent 0.15 – 0.25

Table 2: PYTHIA 6 MPI parameters varied in this tuning, with descriptions and extended sampling
ranges suitable for NLO PDFs. The fraction of the proton matter distribution contained in the core
Gaussian is given by PARP(83) and was, as for the other AUET2B tunes, fixed to the AMBT1/AUET2
value of 0.356.

PDF PARP(77) PARP(78) PARP(82) PARP(84) PARP(90)

CTEQ 6.6 0.505 0.385 1.87 0.561 0.189
CT10 0.125 0.309 1.89 0.415 0.182
NNPDF 2.1 NLO 0.498 0.354 1.86 0.588 0.177

Table 3: Tuned MPI parameters for the AUET2B PYTHIA6 tunings to NLO PDFs.

rameter ranges which led to MPI tuning difficulties and was addressed by the increased parameter
sampling ranges in Table 2.

The behaviour of the resulting tunes in ATLAS UE observables at 7 TeV [20,21] is shown in Figure 2.
The description of UE data with these NLO PDF tunes is generally very good, although slightly less
so than for the best of the previously constructed tunes to LO PDFs.

3 Pythia 8

3.1 MPI tunes

For Pythia 8, so far in ATLAS, tune 4C [22] with the leading order CTEQ6L1 PDF has been used.
Subsequently tune 4Cx [23], based on tune 4C, but using the x-dependent matter profile was performed
by the authors using this particular new feature. The tunes described in this note have been performed
using this new feature (MultipleInteractions:bProfile = 4). The parameters tuned are MultipleInterac-
tions:ecmPow (subsequently referred to as ecmPow), MultipleInteractions:pT0Ref (subsequently ref-
ereed to as pT0Ref), BeamRemnants:reconnectRange (subsequently referred to as reconnectRange)
and MultipleInteractions:a1 (subsequently referred to as a1). The description of the first three pa-
rameters can be found in the previous note [2]. The MultipleInteractions:a1 parameter represents the
constant in the Gaussian matter distribution width. The other parameters are same from tune 4C, ex-
cept, SpaceShower:rapidityOrder is turned off, as there are some indications from multi-jet matching
results that the shower gets closer to the matrix-element results when it is switched off. The tuning
strategy employed was to tune only to published ATLAS

p
s = 7 TeV minimum bias (MB) [24] and

leading track and cluster underlying event (UE) [20, 21] data, since it has already been seen that tun-
ing to LHC and Tevatron data with three different centre-of-mass energies is very challenging. The
observables tuned to, with the corresponding tune weights can be found in [2]. More weight was put
on 7 TeV distributions, and on distributions with p? � 0.5 GeV, as before.

The tuning was done separately for six different PDFs, CTEQ6L1 and MSTW2008lo (LO), CT10 and
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 Tuning is performed by looking at UE sensitive observables (track multiplicity, track pT 
spectrum) Pythia6
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Figure 2: Comparison plots of the new AUET2B PYTHIA 6 tunes to ATLAS data at 7 TeV for NLO
PDFs. All plots are compared to charged particle data from the ATLAS leading-track UE analy-
sis [21], except that in the bottom right which is compared to data from the ATLAS leading-cluster
UE analysis citeAad:2011qe which includes the charge-neutral component of the UE. The yellow
shaded areas represent data uncertainty.
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Figure 2: Comparison plots of the new AUET2B PYTHIA 6 tunes to ATLAS data at 7 TeV for NLO
PDFs. All plots are compared to charged particle data from the ATLAS leading-track UE analy-
sis [21], except that in the bottom right which is compared to data from the ATLAS leading-cluster
UE analysis citeAad:2011qe which includes the charge-neutral component of the UE. The yellow
shaded areas represent data uncertainty.
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Figure 2: Comparison plots of the new AUET2B PYTHIA 6 tunes to ATLAS data at 7 TeV for NLO
PDFs. All plots are compared to charged particle data from the ATLAS leading-track UE analy-
sis [21], except that in the bottom right which is compared to data from the ATLAS leading-cluster
UE analysis citeAad:2011qe which includes the charge-neutral component of the UE. The yellow
shaded areas represent data uncertainty.
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Param. name Function Sampling range

PARP(77) High-p? suppression of colour reconnection 0.0 – 1.0
PARP(78) Strength of colour reconnection 0.0 – 1.0
PARP(82) MPI p? cutoff at

p
s = 1800 GeV 1.5 – 2.5

PARP(84) Rel. radius of core proton matter distribution 0.0 – 1.0
PARP(90) MPI cutoff energy evolution exponent 0.15 – 0.25

Table 2: PYTHIA 6 MPI parameters varied in this tuning, with descriptions and extended sampling
ranges suitable for NLO PDFs. The fraction of the proton matter distribution contained in the core
Gaussian is given by PARP(83) and was, as for the other AUET2B tunes, fixed to the AMBT1/AUET2
value of 0.356.
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The tuning was done separately for six different PDFs, CTEQ6L1 and MSTW2008lo (LO), CT10 and
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Param. name Function Sampling range

PARP(77) High-p? suppression of colour reconnection 0.0 – 1.0
PARP(78) Strength of colour reconnection 0.0 – 1.0
PARP(82) MPI p? cutoff at

p
s = 1800 GeV 1.5 – 2.5

PARP(84) Rel. radius of core proton matter distribution 0.0 – 1.0
PARP(90) MPI cutoff energy evolution exponent 0.15 – 0.25

Table 2: PYTHIA 6 MPI parameters varied in this tuning, with descriptions and extended sampling
ranges suitable for NLO PDFs. The fraction of the proton matter distribution contained in the core
Gaussian is given by PARP(83) and was, as for the other AUET2B tunes, fixed to the AMBT1/AUET2
value of 0.356.

PDF PARP(77) PARP(78) PARP(82) PARP(84) PARP(90)

CTEQ 6.6 0.505 0.385 1.87 0.561 0.189
CT10 0.125 0.309 1.89 0.415 0.182
NNPDF 2.1 NLO 0.498 0.354 1.86 0.588 0.177

Table 3: Tuned MPI parameters for the AUET2B PYTHIA6 tunings to NLO PDFs.

rameter ranges which led to MPI tuning difficulties and was addressed by the increased parameter
sampling ranges in Table 2.

The behaviour of the resulting tunes in ATLAS UE observables at 7 TeV [20,21] is shown in Figure 2.
The description of UE data with these NLO PDF tunes is generally very good, although slightly less
so than for the best of the previously constructed tunes to LO PDFs.

3 Pythia 8

3.1 MPI tunes

For Pythia 8, so far in ATLAS, tune 4C [22] with the leading order CTEQ6L1 PDF has been used.
Subsequently tune 4Cx [23], based on tune 4C, but using the x-dependent matter profile was performed
by the authors using this particular new feature. The tunes described in this note have been performed
using this new feature (MultipleInteractions:bProfile = 4). The parameters tuned are MultipleInterac-
tions:ecmPow (subsequently referred to as ecmPow), MultipleInteractions:pT0Ref (subsequently ref-
ereed to as pT0Ref), BeamRemnants:reconnectRange (subsequently referred to as reconnectRange)
and MultipleInteractions:a1 (subsequently referred to as a1). The description of the first three pa-
rameters can be found in the previous note [2]. The MultipleInteractions:a1 parameter represents the
constant in the Gaussian matter distribution width. The other parameters are same from tune 4C, ex-
cept, SpaceShower:rapidityOrder is turned off, as there are some indications from multi-jet matching
results that the shower gets closer to the matrix-element results when it is switched off. The tuning
strategy employed was to tune only to published ATLAS

p
s = 7 TeV minimum bias (MB) [24] and

leading track and cluster underlying event (UE) [20, 21] data, since it has already been seen that tun-
ing to LHC and Tevatron data with three different centre-of-mass energies is very challenging. The
observables tuned to, with the corresponding tune weights can be found in [2]. More weight was put
on 7 TeV distributions, and on distributions with p? � 0.5 GeV, as before.

The tuning was done separately for six different PDFs, CTEQ6L1 and MSTW2008lo (LO), CT10 and
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Tune type PDF PARP(77) PARP(78) PARP(82) PARP(84) PARP(90)

AMBT2B CTEQ6L1 0.357 0.235 2.34 0.605 0.246
MSTW2008LO 0.533 0.263 2.06 0.602 0.284

MRST LO⇤ 0.659 0.135 2.37 0.837 0.265
MRST LO⇤⇤ 1.101 0.248 2.59 0.667 0.255
CT09MC2 0.900 0.187 2.42 0.606 0.244

AUET2B CTEQ6L1 0.491 0.311 2.26 0.443 0.249
MSTW2008LO 0.597 0.371 1.99 0.499 0.266

MRST LO⇤ 0.845 0.279 2.22 0.507 0.267
MRST LO⇤⇤ 0.901 0.309 2.44 0.560 0.241
CT09MC2 0.869 0.285 2.29 0.545 0.212

Table 3: Tuned MPI parameters for the AMBT2B and AUET2B PYTHIA 6 tunings, grouped by PDF type.
The roles of the PARP(n) parameters are as follows for the various n: 77 = suppression of colour reconnec-
tion for high-p? strings, 78 = strength of colour reconnection, 82 = MPI p? cutoff at the nominal reference
energy of 1800 GeV, 84 = fractional radius of core part of double-Gaussian transverse proton matter distri-
bution, 90 = exponent governing the rate of increase of the p0

? MPI cutoff as a function of
p

s. The fraction
of the proton matter distribution contained in the core Gaussian is given by PARP(83) and was, as for the
A⇤T2 tunes, fixed to the AMBT1 value of 0.356.

Identical fit weights and observables to those used in the A⇤T2 tunes were used for this MPI tuning stage, so
we refer readers to that publication for the full details. 300 input parameter points for Professor were used
for all the PDFs shown in this study, which in this 5-parameter cubic-parameterisation tune corresponds to
an oversampling factor of ⇠ 5.4.

The resulting tune parameters are presented in Table 3, and the behaviours of the tunes in ATLAS minimum
bias and underlying event observables are shown in Figures 4–7.

Scatter plots of PYTHIA 6 parameters against the low-x gluon PDF values are shown in Figure 3. In these
plots it is clear that the parameter values follow the previously-noted trend that PARP(82), the MPI p?
cutoff, is correlated with the magnitude of the gluon PDF at low x values of 10�3 and 10�4. PARP(82)
is hence generally higher for mLO PDFs than for LO ones, as the MRST mLO PDFs have a larger low-x
gluon PDF. The CT09MC2 mLO PDF, which is constructed in a different way, does not have a very distinct
PARP(82) value, in keeping with its comparatively “LO-like” x f (x)g value at x ⇠ 10�4. With the exception
of the low-x f (x)-valued MSTW2008LO PDF, the PARP(84) matter distribution parameter also appears to
be correlated with the gluon x f (x) values. No obvious correlations with PDF values are evident for the
other parameters – in particular PARP(77), which as a minor parameter has not been shown, displays no
strong features.

Another trend seen in Table 3 and Figure 3 is that the PARP(84) matter distribution is systematically higher
for minimum bias tunes than for underlying event tunes, i.e. minimum bias data prefers a wider core
distribution of roughly 60% the main width, while UE data favours a narrower 45-55% core. As minimum
bias events have a wider impact parameter distribution than the dominantly central UE events, this trend to a
wider matter core increases the level of minimum bias activity. Another discrete trend is seen in PARP(78),
the colour reconnection strength parameter: minimum bias data prefer less colour reconnection than UE
data. It is possible that these distinct groupings of parameters by input data type reflect an inappropriate
choice of matter distribution parameterisation: future studies will attempt to both reintroduce the PARP(83)
double-Gaussian parameter and to use the single-parameter direct parameterisation of the overlap function
to investigate whether changes to the matter distribution can help to resolve the dichotomy between MB
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 Tuning is performed by looking at UE sensitive observables (track multiplicity, track pT 
spectrum) 
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Figure 4: Comparison plots of the new Pythia 8 tunes to ATLAS underlying event data at 7 TeV [20,
21]. The tunes corresponding to LO, NLO and mLO PDFs are shown respectively in the left, centre
and right columns. The yellow shaded areas represent data uncertainty.

9

ATLAS data
A2 (CTEQ 6L1)
A2 (MSTW2008 LO)
4C
4Cx

0

0.2

0.4

0.6

0.8

1

1.2

Transverse Nchg density vs. p
trk1
? ,

p
s = 7 TeV

hd
2
N
ch
g
/
d

η
d

φ
i

2 4 6 8 10 12 14 16 18 20
0.8

0.85
0.9

0.95
1.0

1.05
1.1

1.15

p? (leading track) [GeV]

M
C
/
d
at
a

ATLAS data
AU2 (CTEQ 6.6)
AU2 (CT 10)
4C
4Cx

0

0.2

0.4

0.6

0.8

1

Transverse Nchg density vs. p
trk1
? ,

p
s = 7 TeV

hd
2
N
ch
g
/
d

η
d

φ
i

2 4 6 8 10 12 14 16 18 20
0.8

0.85
0.9

0.95
1.0

1.05
1.1

1.15

p? (leading track) [GeV]

M
C
/
d
at
a

ATLAS data
AU2 (MRST2007 LO*)
AU2 (MRST2007 LO**)
4C
4Cx

0

0.2

0.4

0.6

0.8

1

Transverse Nchg density vs. p
trk1
? ,

p
s = 7 TeV

hd
2
N
ch
g
/
d

η
d

φ
i

2 4 6 8 10 12 14 16 18 20
0.8

0.85
0.9

0.95
1.0

1.05
1.1

1.15

p? (leading track) [GeV]

M
C
/
d
at
a

ATLAS data
A2 (CTEQ 6L1)
A2 (MSTW2008 LO)
4C
4Cx

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Transverse ∑ p? density vs. p
trk1
? ,

p
s = 7 TeV

hd
2

∑
p
?
/
d

η
d

φ
i[
G
eV
]

2 4 6 8 10 12 14 16 18 20
0.8

0.85
0.9

0.95
1.0

1.05
1.1

1.15

p? (leading track) [GeV]

M
C
/
d
at
a

ATLAS data
AU2 (CTEQ 6.6)
AU2 (CT 10)
4C
4Cx

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Transverse ∑ p? density vs. p
trk1
? ,

p
s = 7 TeV

hd
2

∑
p
?
/
d

η
d

φ
i[
G
eV
]

2 4 6 8 10 12 14 16 18 20
0.8

0.85
0.9

0.95
1.0

1.05
1.1

1.15

p? (leading track) [GeV]

M
C
/
d
at
a

ATLAS data
AU2 (MRST2007 LO*)
AU2 (MRST2007 LO**)
4C
4Cx

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Transverse ∑ p? density vs. p
trk1
? ,

p
s = 7 TeV

hd
2

∑
p
?
/
d

η
d

φ
i[
G
eV
]

2 4 6 8 10 12 14 16 18 20
0.8

0.85
0.9

0.95
1.0

1.05
1.1

1.15

p? (leading track) [GeV]

M
C
/
d
at
a

ATLAS data
A2 (CTEQ 6L1)
A2 (MSTW2008 LO)
4C
4Cx

0

0.2

0.4

0.6

0.8

1

Std. dev. Transverse ∑ p? density vs. ptrk1
? ,

p
s = 7 TeV

St
d
.
d
ev
.
d
2

∑
p
?
/
d

η
d

φ
[G

eV
]

2 4 6 8 10 12 14 16 18 20
0.8

0.85
0.9

0.95
1.0

1.05
1.1

1.15

p? (leading track) [GeV]

M
C
/
d
at
a

ATLAS data
AU2 (CTEQ 6.6)
AU2 (CT 10)
4C
4Cx

0

0.2

0.4

0.6

0.8

1

Std. dev. Transverse ∑ p? density vs. ptrk1
? ,

p
s = 7 TeV

St
d
.
d
ev
.
d
2

∑
p
?
/
d

η
d

φ
[G

eV
]

2 4 6 8 10 12 14 16 18 20
0.8

0.85
0.9

0.95
1.0

1.05
1.1

1.15

p? (leading track) [GeV]

M
C
/
d
at
a

ATLAS data
AU2 (MRST2007 LO*)
AU2 (MRST2007 LO**)
4C
4Cx

0

0.2

0.4

0.6

0.8

1

Std. dev. Transverse ∑ p? density vs. ptrk1
? ,

p
s = 7 TeV

St
d
.
d
ev
.
d
2

∑
p
?
/
d

η
d

φ
[G

eV
]

2 4 6 8 10 12 14 16 18 20
0.8

0.85
0.9

0.95
1.0

1.05
1.1

1.15

p? (leading track) [GeV]

M
C
/
d
at
a
Figure 4: Comparison plots of the new Pythia 8 tunes to ATLAS underlying event data at 7 TeV [20,
21]. The tunes corresponding to LO, NLO and mLO PDFs are shown respectively in the left, centre
and right columns. The yellow shaded areas represent data uncertainty.
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Figure 4: Comparison plots of the new Pythia 8 tunes to ATLAS underlying event data at 7 TeV [20,
21]. The tunes corresponding to LO, NLO and mLO PDFs are shown respectively in the left, centre
and right columns. The yellow shaded areas represent data uncertainty.
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PDF pT0Ref ecomPow a1 reconnectRange

CTEQ 6L1 2.18 0.22 0.06 1.55
MSTW2008 LO 1.90 0.30 0.03 2.28
CTEQ 6.6 1.73 0.16 0.03 5.12
CT10 1.70 0.16 0.10 4.67
MRST2007 LO⇤ 2.39 0.24 0.01 1.76
MRST2007 LO⇤⇤ 2.57 0.23 0.01 1.47

Table 4: Tuned MPI parameters for the A2/AU2 Pythia 8 tunings.

CTEQ66 (NLO) and MRST2007 LO⇤ and MRST LO⇤⇤ (mLO). It was found that with the LO PDFs,
a common tune (named A2) for minimum bias and underlying event could be obtained, however, for
higher order PDFs, this was not the case, and underlying event (AU2) tunes were performed. Table 4
shows the tune parameters for all the tunes corresponding to different PDFs.

Technical notes: The Pythia 8 version used was 8.153, with the PDFs taken from LHAPDF ver-
sion 5.8.5 [25]. For LO, no difference was observed with using the PYTHIA-provided internal PDF
set. Soft-QCD events were generated with single and double diffraction turned on, with particles
having ct > 10 mm kept stable.

Table 4 clearly shows that the different PDFs prefer particular values of the tuning parameters. The
tunes corresponding to two LO PDFs need very different set of tune values, although they behave very
similarly in MB and UE plots. The behaviour of tunes corresponding to mLO PDFs (LO⇤ and LO⇤⇤)
are very similar, however they almost reduce back to the single Gaussian matter distribution. This is
in fact a common feature for all the tunes, with very low a1 values. However this is very different
from tune 4Cx, which has a much higher value (0.15) of this a1 parameter. This perhaps necessitates
tuning with single Gaussian matter distribution.

Figure 3 shows the new LO MB tunes (and tune 4C and 4Cx), compared with ATLAS minimum
bias data at

p
s = 7 TeV. Figure 4 and Figure 5 show the tunes for all PDFs compared with ATLAS

underlying event data at
p

s = 7 TeV. The NLO and the mLO tunes do a good job for UE distributions,
however they completely fail to describe MB data, therefore making any common UE and MB tune
impossible.

Comparing the tune A1 (CTEQ 6L1) against 4Cx, while the former gives a slightly better description
of MB data at

p
s = 7 TeV, the trend is opposite for the UE distributions. In fact, putting more

weight on UE distributions results in the tune preferring much stronger colour reconnection, which
is not consistent at all with the MB and UE mean pT against multiplicity distributions. However, it
is clear that tune 4Cx is overall a better tune for these data than the current default tune in ATLAS,
4C. However, the agreement of the tunes with UE data increases as we move to NLO and modified
LO PDFs, leading to as good, or better description than 4Cx. The tunes corresponding to NLO PDFs
seem to demand a stronger colour reconnection strength than the others, but somewhat lower MPI
pT cutoff and energy exponent.

3.2 MPI eigentunes

The Professor MC tuning system provides several mechanisms for estimating systematic errors in MC
tunes, the most convenient of which is the “eigentunes” approach, described in details in [2]. We use
the eigentune mechanism to construct variation tunes for the MPI tuning stage, around the A1 tune
only. The reason for this restriction is that this is the main production Pythia 8 tune in ATLAS and

7
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 Tuning is performed by looking at UE sensitive observables (track multiplicity, track pT 
spectrum) 
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Figure 4: Comparison plots of the new Pythia 8 tunes to ATLAS underlying event data at 7 TeV [20,
21]. The tunes corresponding to LO, NLO and mLO PDFs are shown respectively in the left, centre
and right columns. The yellow shaded areas represent data uncertainty.
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Figure 4: Comparison plots of the new Pythia 8 tunes to ATLAS underlying event data at 7 TeV [20,
21]. The tunes corresponding to LO, NLO and mLO PDFs are shown respectively in the left, centre
and right columns. The yellow shaded areas represent data uncertainty.
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Figure 4: Comparison plots of the new Pythia 8 tunes to ATLAS underlying event data at 7 TeV [20,
21]. The tunes corresponding to LO, NLO and mLO PDFs are shown respectively in the left, centre
and right columns. The yellow shaded areas represent data uncertainty.
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PDF pT0Ref ecomPow a1 reconnectRange

CTEQ 6L1 2.18 0.22 0.06 1.55
MSTW2008 LO 1.90 0.30 0.03 2.28
CTEQ 6.6 1.73 0.16 0.03 5.12
CT10 1.70 0.16 0.10 4.67
MRST2007 LO⇤ 2.39 0.24 0.01 1.76
MRST2007 LO⇤⇤ 2.57 0.23 0.01 1.47

Table 4: Tuned MPI parameters for the A2/AU2 Pythia 8 tunings.

CTEQ66 (NLO) and MRST2007 LO⇤ and MRST LO⇤⇤ (mLO). It was found that with the LO PDFs,
a common tune (named A2) for minimum bias and underlying event could be obtained, however, for
higher order PDFs, this was not the case, and underlying event (AU2) tunes were performed. Table 4
shows the tune parameters for all the tunes corresponding to different PDFs.

Technical notes: The Pythia 8 version used was 8.153, with the PDFs taken from LHAPDF ver-
sion 5.8.5 [25]. For LO, no difference was observed with using the PYTHIA-provided internal PDF
set. Soft-QCD events were generated with single and double diffraction turned on, with particles
having ct > 10 mm kept stable.

Table 4 clearly shows that the different PDFs prefer particular values of the tuning parameters. The
tunes corresponding to two LO PDFs need very different set of tune values, although they behave very
similarly in MB and UE plots. The behaviour of tunes corresponding to mLO PDFs (LO⇤ and LO⇤⇤)
are very similar, however they almost reduce back to the single Gaussian matter distribution. This is
in fact a common feature for all the tunes, with very low a1 values. However this is very different
from tune 4Cx, which has a much higher value (0.15) of this a1 parameter. This perhaps necessitates
tuning with single Gaussian matter distribution.

Figure 3 shows the new LO MB tunes (and tune 4C and 4Cx), compared with ATLAS minimum
bias data at

p
s = 7 TeV. Figure 4 and Figure 5 show the tunes for all PDFs compared with ATLAS

underlying event data at
p

s = 7 TeV. The NLO and the mLO tunes do a good job for UE distributions,
however they completely fail to describe MB data, therefore making any common UE and MB tune
impossible.

Comparing the tune A1 (CTEQ 6L1) against 4Cx, while the former gives a slightly better description
of MB data at

p
s = 7 TeV, the trend is opposite for the UE distributions. In fact, putting more

weight on UE distributions results in the tune preferring much stronger colour reconnection, which
is not consistent at all with the MB and UE mean pT against multiplicity distributions. However, it
is clear that tune 4Cx is overall a better tune for these data than the current default tune in ATLAS,
4C. However, the agreement of the tunes with UE data increases as we move to NLO and modified
LO PDFs, leading to as good, or better description than 4Cx. The tunes corresponding to NLO PDFs
seem to demand a stronger colour reconnection strength than the others, but somewhat lower MPI
pT cutoff and energy exponent.

3.2 MPI eigentunes

The Professor MC tuning system provides several mechanisms for estimating systematic errors in MC
tunes, the most convenient of which is the “eigentunes” approach, described in details in [2]. We use
the eigentune mechanism to construct variation tunes for the MPI tuning stage, around the A1 tune
only. The reason for this restriction is that this is the main production Pythia 8 tune in ATLAS and

7

2 Pythia 8

The use of the C++ Pythia 8 generator is gaining more popularity, partly because this is the version being
supported and developed by the authors, and partly because it has better diffractive modelling than PYTHIA
6 [22]. So far in ATLAS, tune 4C [23] with the leading order CTEQ6L1 PDF has been used. The Pythia 8
tuning effort in ATLAS started with the aim of getting a good description of ATLAS minimum bias data,
for an optimal description of ATLAS pile-up, including improved diffraction. However, parallel studies to
also understand the effect of different PDFs on Pythia 8 tuning have been performed.

The tuning procedure, using Rivet and Professor is very similar to the PYTHIA 6 tuning efforts described
before in this note and in ref. [1]. Since this was the very first Pythia 8 tuning within ATLAS, we started
with only tuning the MPI parameters; these are described in Table 7, which also shows the tune 4C values
and corresponding PYTHIA6 parameters for easy reference.

The tuning strategy employed was to tune only to published ATLAS
p

s = 7 TeV minimum bias (MB)
and leading track underlying event (UE) data, since it has already been seen that tuning to LHC and Teva-
tron data with three different centre-of-mass energies is very challenging. We started with the tune 4C
parameters, and tuned only the parameters mentioned before. Table 8 shows the observables tuned to, with
the corresponding tune weights. More weight was put on 7 TeV distributions, and on distributions with
p? � 0.5 GeV.

MPI parameter Equivalent PYTHIA6 parameter Tune 4C value

MultipleInteractions:pT0Ref PARP(82) 2.085
MultipleInteractions:ecmPow PARP(90) 0.19
BeamRemnants:reconnectRange PARP(77), PARP(78) 1.5
MultipleInteractions:bProfile MSTP(82) 3

If MultipleInteractions:bProfile = 2 (double-Gaussian matter dbn.)
MultipleInteractions:coreFraction PARP(83) –
MultipleInteractions:coreRadius PARP(84) –

If MultipleInteractions:bProfile = 3 (exp/Gaussian overlap dbn.)
MultipleInteractions:expPow PARP(83) 2.0

Table 7: Pythia 8 MPI parameters

Observable
p

s Fit range MB weight UE weight

Track-based underlying event at 900 GeV and 7 TeV in ATLAS [24]
Transverse region Nch density vs. p? (leading track) 7 TeV � 6 GeV 0 40
Toward region Nch density vs. p? (leading track) 7 TeV � 6 GeV 0 10
Away region Nch density vs. p? (leading track) 7 TeV � 6 GeV 0 10
Transverse region Â p? density vs. p? (leading track) 7 TeV � 6 GeV 0 40
Toward region Â p? density vs. p? (leading track) 7 TeV � 6 GeV 0 10
Away region Â p? density vs. p? (leading track) 7 TeV � 6 GeV 0 10
Transverse region hp?i density vs. p? (leading track) 7 TeV 0 40
Toward region hp?i density vs. p? (leading track) 7 TeV 0 10
Away region hp?i density vs. p? (leading track) 7 TeV 0 10
Transverse region hp?i density vs. Nch (leading track) 7 TeV 0 80
Toward region hp?i density vs. Nch (leading track) 7 TeV 0 10

continued on next page
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Parton shower effects.

28

 Parton shower is the best we can do to have a detailed description of what happens in the 
detector. Herwig and Pythia are slightly different

 Herwig order the showers to small angles, so that late in the shower we have more 
collinear particle than at the beginning.

 Pythia is instead virtuality ordered (highest Q2 branches first), effect on Higgs observables 
has been studied switching off UE to decouple the UE modelling issue.

 study performed with and without cuts typical of H→WW→lνlν analysis
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Fig. 33: (a) Higgs transverse mass without cuts, (b) Higgs transverse momentum without cuts, (c) Higgs transverse
mass with cuts, and (d) Higgs transverse momentum with cuts for POWHEG+PYTHIA parton showering (red
circles) and for POWHEG+HERWIG parton showering (blue histogram) for MH = 130 GeV. The plots below
each of the histogram are the ratio of POWHEG+HERWIG with respect to POWHEG+PYTHIA.

two PS schemes is observed for this quantity. A systematic trend that the POWHEG+PYTHIA events
display harder Higgs pT distribution than for POWHEG+HERWIG can be seen clearly from the ratio
plots, despite the fact that the statistical uncertainties increases as pT grows. The linear fit to the ratio
for Higgs pT shows this trend with the value of the slope at (9.1 ± 2.6) × 10−4 and (6.2 ± 1.6) × 10−4

for MH = 130 GeV and MH = 170 GeV, respectively, demonstrating statistically significant systematic
effect. The same trends have been observed in pT of the W+ and W− from the Higgs decay as well.

In order to investigate this effect further, we have looked into the pT distributions of the jets,
number of associated jets and jet efficiencies as a function of jet pT cut values as shown in Figure 35 for
MH = 170 GeV and MH = 130 GeV. It is shown that PYTHIA produces harder jet pT distributions of
the jets since their momentum must balance that of the Higgs.

4.4.3 Studies with experimental cuts

In order to ensure the relevance of these results for the experimental searches, the cuts applied in this
study follow the recommendation from ATLAS H → WW search group [185], as follows:

– exactly two leptons
– first leading lepton (l1) pT > 25 GeV, subleading lepton (l2) pT > 15 GeV;
– Two leptons have opposite charge Mll > 15 GeV;
– if l1,l2 have the different flavour, Mll > 10 GeV;
– if l1,l2 have the same flavours, apply a Z veto, |Mll − MZ| > 15 GeV;

– if l1,l2 has the same flavours pll
T > 30 GeV;
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Fig. 33: (a) Higgs transverse mass without cuts, (b) Higgs transverse momentum without cuts, (c) Higgs transverse
mass with cuts, and (d) Higgs transverse momentum with cuts for POWHEG+PYTHIA parton showering (red
circles) and for POWHEG+HERWIG parton showering (blue histogram) for MH = 130 GeV. The plots below
each of the histogram are the ratio of POWHEG+HERWIG with respect to POWHEG+PYTHIA.

two PS schemes is observed for this quantity. A systematic trend that the POWHEG+PYTHIA events
display harder Higgs pT distribution than for POWHEG+HERWIG can be seen clearly from the ratio
plots, despite the fact that the statistical uncertainties increases as pT grows. The linear fit to the ratio
for Higgs pT shows this trend with the value of the slope at (9.1 ± 2.6) × 10−4 and (6.2 ± 1.6) × 10−4

for MH = 130 GeV and MH = 170 GeV, respectively, demonstrating statistically significant systematic
effect. The same trends have been observed in pT of the W+ and W− from the Higgs decay as well.

In order to investigate this effect further, we have looked into the pT distributions of the jets,
number of associated jets and jet efficiencies as a function of jet pT cut values as shown in Figure 35 for
MH = 170 GeV and MH = 130 GeV. It is shown that PYTHIA produces harder jet pT distributions of
the jets since their momentum must balance that of the Higgs.

4.4.3 Studies with experimental cuts

In order to ensure the relevance of these results for the experimental searches, the cuts applied in this
study follow the recommendation from ATLAS H → WW search group [185], as follows:

– exactly two leptons
– first leading lepton (l1) pT > 25 GeV, subleading lepton (l2) pT > 15 GeV;
– Two leptons have opposite charge Mll > 15 GeV;
– if l1,l2 have the different flavour, Mll > 10 GeV;
– if l1,l2 have the same flavours, apply a Z veto, |Mll − MZ| > 15 GeV;

– if l1,l2 has the same flavours pll
T > 30 GeV;
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Effect on the mT distribution
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Fig. 33: (a) Higgs transverse mass without cuts, (b) Higgs transverse momentum without cuts, (c) Higgs transverse
mass with cuts, and (d) Higgs transverse momentum with cuts for POWHEG+PYTHIA parton showering (red
circles) and for POWHEG+HERWIG parton showering (blue histogram) for MH = 130 GeV. The plots below
each of the histogram are the ratio of POWHEG+HERWIG with respect to POWHEG+PYTHIA.

two PS schemes is observed for this quantity. A systematic trend that the POWHEG+PYTHIA events
display harder Higgs pT distribution than for POWHEG+HERWIG can be seen clearly from the ratio
plots, despite the fact that the statistical uncertainties increases as pT grows. The linear fit to the ratio
for Higgs pT shows this trend with the value of the slope at (9.1 ± 2.6) × 10−4 and (6.2 ± 1.6) × 10−4

for MH = 130 GeV and MH = 170 GeV, respectively, demonstrating statistically significant systematic
effect. The same trends have been observed in pT of the W+ and W− from the Higgs decay as well.

In order to investigate this effect further, we have looked into the pT distributions of the jets,
number of associated jets and jet efficiencies as a function of jet pT cut values as shown in Figure 35 for
MH = 170 GeV and MH = 130 GeV. It is shown that PYTHIA produces harder jet pT distributions of
the jets since their momentum must balance that of the Higgs.

4.4.3 Studies with experimental cuts

In order to ensure the relevance of these results for the experimental searches, the cuts applied in this
study follow the recommendation from ATLAS H → WW search group [185], as follows:

– exactly two leptons
– first leading lepton (l1) pT > 25 GeV, subleading lepton (l2) pT > 15 GeV;
– Two leptons have opposite charge Mll > 15 GeV;
– if l1,l2 have the different flavour, Mll > 10 GeV;
– if l1,l2 have the same flavours, apply a Z veto, |Mll − MZ| > 15 GeV;

– if l1,l2 has the same flavours pll
T > 30 GeV;
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Fig. 33: (a) Higgs transverse mass without cuts, (b) Higgs transverse momentum without cuts, (c) Higgs transverse
mass with cuts, and (d) Higgs transverse momentum with cuts for POWHEG+PYTHIA parton showering (red
circles) and for POWHEG+HERWIG parton showering (blue histogram) for MH = 130 GeV. The plots below
each of the histogram are the ratio of POWHEG+HERWIG with respect to POWHEG+PYTHIA.

two PS schemes is observed for this quantity. A systematic trend that the POWHEG+PYTHIA events
display harder Higgs pT distribution than for POWHEG+HERWIG can be seen clearly from the ratio
plots, despite the fact that the statistical uncertainties increases as pT grows. The linear fit to the ratio
for Higgs pT shows this trend with the value of the slope at (9.1 ± 2.6) × 10−4 and (6.2 ± 1.6) × 10−4

for MH = 130 GeV and MH = 170 GeV, respectively, demonstrating statistically significant systematic
effect. The same trends have been observed in pT of the W+ and W− from the Higgs decay as well.

In order to investigate this effect further, we have looked into the pT distributions of the jets,
number of associated jets and jet efficiencies as a function of jet pT cut values as shown in Figure 35 for
MH = 170 GeV and MH = 130 GeV. It is shown that PYTHIA produces harder jet pT distributions of
the jets since their momentum must balance that of the Higgs.

4.4.3 Studies with experimental cuts

In order to ensure the relevance of these results for the experimental searches, the cuts applied in this
study follow the recommendation from ATLAS H → WW search group [185], as follows:

– exactly two leptons
– first leading lepton (l1) pT > 25 GeV, subleading lepton (l2) pT > 15 GeV;
– Two leptons have opposite charge Mll > 15 GeV;
– if l1,l2 have the different flavour, Mll > 10 GeV;
– if l1,l2 have the same flavours, apply a Z veto, |Mll − MZ| > 15 GeV;

– if l1,l2 has the same flavours pll
T > 30 GeV;
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6 Selection and Background Estimates for H + 0 Jet230

Events which contain two leptons, high Emiss
T,rel, and no jets with pT > 25 GeV and |η| < 4.5 are considered231

for the H + 0 jet analysis and required to satisfy the following additional cuts:232

• The transverse momentum of the dilepton system, p""T , is required to be at least 30 GeV.233

• The dilepton invariant mass is required to satisfy m"" < 50 GeV and m"" < 65 GeV for predicted234

Higgs boson masses in the regions mH < 170 GeV and 170 ≤ mH < 220 GeV, respectively. For235

mH ≥ 220 GeV, the requirement 50 < m"" < 180 GeV is applied.236

• The two leptons from the Higgs boson decay tend to emerge from the interaction point in the same237

direction because of the spin correlation in theWW system due to the spin zero nature of the Higgs238

boson. Therefore, the dilepton opening angle in the transverse plane, ∆φ"", is required to be less239

than 1.3 (1.8) radians for mH < 170 GeV (mH ≥ 170 GeV). For mH ≥ 220 GeV, this effect is240

reduced by the large invariant mass of the WW system, and the ∆φ"" requirement is therefore not241

applied.242

• The transverse mass, mT, is required to satisfy 0.75 × mH < mT < mH , where the transverse mass243

is defined as [73]244

mT =

√

(E""T + Emiss
T )2 − (p""T + p

miss
T )2, (2)

where E""T =
√

(p""T )
2 + m2

""
, |pmiss

T | = Emiss
T and p""T is the transverse momentum of the dilepton245

system. The upper bound used here is motivated by the fact that mT is designed not to exceed mH246

for the signal if Emiss
T is well-measured, and it has the additional feature that it eliminates negative247

interference effects from singly-resonant diagrams [74]. For mH ≥ 220 GeV, this requirement is248

relaxed to 0.6 × mH < mT < mH .249

Table 4 shows the expected numbers of signal and background events after applying each cut, for a250

Higgs boson mass of 150 GeV, in 2.05 fb−1 of integrated luminosity. The rightmost column shows the251

observed numbers of events in the data. The dominant background after all cuts in the H + 0 jet channel252

comes from continuum WW production, with a smaller contribution from top events (tt̄ and single top).253

The distributions of the variables used for the topological selections are compared in Fig. 6 between data254

and MC after the preselection cuts and the jet veto has been applied. The shape of the data is in good255

agreement with the MC predictions. The distributions of the invariant dilepton mass of the two selected256

leptons, after the cut on the transverse momentum p""T of the two selected leptons, is shown in Fig. 7 on257

the left side. The distributions of the azimuthal opening angle ∆φ"", after the invariant mass cut, is shown258

on the right side. The m"" and ∆φ"" distributions show good agreement with simulation, with a small259

excess in the low m"" region where the signal would be. Figure 8 shows the transverse mass distribution260

in the H+0 jet analysis after all cuts except that on the transverse mass. The shape of the mT distribution261

is well described by the simulation. The full systematic uncertainties on the background expections in the262

H+0 jet region for a Higgs boson mass of 150 GeV are 13% forWW, 43% forW+jets, 240% for Z+jets,263

64% for tt̄, 52% for single top and 36% for WZ/ZZ/Wγ, averaged over the three dilepton channels. The264

large uncertainties on the Z/γ∗+jets background is mainly coming from the Emiss
T,rel uncertainties.265

The background MC predictions are normalized using control samples selected in the data with266

similar selections as those used in the signal region. The selection cuts which define the control samples267

are designed to limit the contamination expected from the signal, and the contamination from background268

sources other than the one being considered.269

• The WW background MC prediction is normalised using a control region defined with the same270

selections as for the signal region except that the ∆φ"" and the mT cuts are removed. In addition,271
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The H→WW→lνlν channel.

30

 It is the most sensitive channel in the region 122 < mH < 200 GeV
 Excludes alone the region 130 < mH < 260 GeV (ATLAS)  129 < mH < 270 GeV (CMS)
 It is affected by several backgrounds:
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In the high mass region, is dominated by the pp→WW→lνlν, in the low mass region many other background source become important:
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DY simulation.
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 Pythia is not able to describe correctly the jet distributions (pseudorapidity of the jets, jet 
multiplicity, jet pT distribution)

 ALPGEN+Herwig with CTEQ6L1 pdf’s doesn’t describe correctly the η distribution of the 
leptons
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 Using pdf reweighting to MRST LO* give much better agreement on the pseudorapifity distributions
     (unfortunately I cannot show them because we don’t have an approved plot...., sorry for that!!)

 Jet multiplicity and pseudorapidity distributions are preserved after PDF reweighting.
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 MC@NLO performs quite well in the description of the top. There are some normalisation 
problem (probably due to the Herwig old decay table affecting b-tagging and anti-b-tagging 
efficiencies), but the kinematic variables looks in good agreement after a total normalisation 
correction (~10%, 20%).
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 some discrepancy is instead observed in the mjj distribution (actually corrected by normalising 
the top in a b-tag control region after the mjj cut).
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β

αWW

no theor error, largely 
dominated by JES and b-
tag efficiency

αtop

In 0j only αWW is used,
while in 1jet we need to subtract
top contamination from WW C.R.

This recipe is applied for mH < 200 GeV
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Uncertainties on the extrapolation parameters
In order to minimise theoretical bias in the background normalisation, WW in 0j and 1j bin and top 
background in the 1 jet bin are normalised in the control regions.

N0jWW = α0jWWN0jC.R.WW N1jWW = α1jWWN1jC.R.WW

Theoretical uncertainties on αWW and central values are evaluated through scale variation and pdf using 
MC@NLO. MC@NLO include both qq/qg initiated process, taking into account spin correlation and off-
shell W’s.

The background yield in the signal region is determined according to the formula:
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2 Calculation of NLO corrections

2.1 Lowest-order prediction

6 partonic channels in LO:
(12 flavour channels for 2 gen.)

uū → WWg, ug → WWu, gū → WWū,

dd̄ → WWg, dg → WWd, gd̄ → WWd̄

uū diagrams:
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ū

u

d

g

W+

W−

u

ū
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Features of the LO cross section:
• IR safety requires at least lower cut on pT,jet

↪→ apply jet algorithm for NLO cross section before cut on pT,jet

• LO hadron cross section ∝ αs

↪→ significant dependence on renormalization and factorization scales

RADCOR07, Florence, Oct 2007 Stefan Dittmaier (MPI Munich), NLO QCD corrections topp/pp̄ → WW + jet + X – 4
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qg/qq
NNLO

gg not present in MC@NLO because it is an αs2 process. Due to high gluon 
luminosity sensible contribution, central WW cross section corrected with gg2WW.
Scale and pdf uncertainty due to gg2WW neglected 
(gg2WW contribution to α is < 3%, scale uncertainties dominates (30%) giving an 
error < 1%)
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scale pdf CTEQ 6.6 error set pdf central (CTEQ6.6, MSTW2008, NNPDF2.1) Modelisation
α0j

WW 2.5% 2.6% 2.7 % 3.5%
α1j

WW 4% 2.5% 1.4 % 3.5 %
correlation 1

Table 26: Scale and pdf uncertainties on WW extrapolation parameters α in the ATLAS analysis.

.

σ≥0 (fb) ∆σ≥0 (%) σ≥1 (fb) ∆σ≥1 (%) σ≥2 (fb) ∆σ≥2 (%) σ≥3 ∆σ≥3

532 3.3 159 6.5 41 8.7 9 11

Table 27: Inclusive muti-jet cross section computed with MC@NLO and their scale variation. The values shown
are obtained for a single lepton combination. CTEQ6.6 pdfs are used in the computation.

where the error is due to the MC statistics, a conservartive error of 3.5% is assumed. The errors are
summarised in Table 26.

4.4 Cross section and acceptance.
For high value of mH , namely mH > 200 GeV, the statistics in the WW control region becomes quite
small and the control region gets contaminated by a significant signal fraction. In this region a direct
evaluation of the WW yield in the signal region is recommended. The WW yield in jet bins can be
written as in the following:

NWW
0j = σ≥0f0A0 NWW

1j = σ≥0f1A1 (6)

The values f0 and f1 are defined as:

f0 =
σ≥0 − σ≥1

σ≥0
f1 =

σ≥1 − σ≥2

σ≥0

The scale uncertainties on f0 and f1 are obtained propagating the uncertainties on the inclusive jet cross
sections (σ≥N) that are assumed uncorrelated. The cross sections are computed for jets with pT > 25
GeV and |η| < 4.5 for the ATLAS experiment and ..... for the CMS experiment. The inclusive cross
section uncertainty is evaluated using MC@NLO and applying the scale variation prescription as above.
The values of the inclusive cross section obtained and their uncertainties are shown in table 27, they have
been evaluated for a single lepton combination.

MC@NLO simulates the pp → WW + 2 jets process through the NLO pp → WW ∗ → lνlν
plus parton shower. This means that no ME comptation for the pp → WW + 2 jets is implemented in
the generator. In order to take into account mismodelisation of the parton shower MC we compare the
ratio σ≥2/σ≥1 and σ≥3/σ≥2 bewteen MC@NLO and ALPGEN which computes WW production cross
section up to three jets. The two W’s are simulated on shell by ALPGEN and also spin correlation is
not simulated, moreover only tree level diagrams are computed by ALPGEN, therefore the comparison
is performed only for jet multiplicity higher than one where ALPGEN provides an ME computation for
the jet yield. The comparison is shown in table 28. The discrepancy between the two generators on these
ratios is added in quadrature to the scale variation for the 2 jet and the 3 jets inclusive cross section.

The inclusive multi-jet uncertainties due to scale and modelisation are summarised in table 29.

4.5 Theoretical errors on acceptances.
In addition to the scale uncertainties on the jet fractions, fi, we need to evaluate also the scale uncer-
tainties on the acceptances Ai as defined in equation 6. These take into account scale variation effect on
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The scale variation is obtained using the prescription:

  μr = ξrμ0    μf =  ξfμ0   with 1/2 ≤ ξr ≤ 2                                            

1/2 ≤ ξf/ ξr ≤ 2 1/2 ≤ ξf ≤ 2

mH (GeV) 110-170 170-220
ATLAS ∆φll < 1.3 ∆φll < 1.8
S.R. mll < 50 GeV mll < 65 GeV
ATLAS mll > mZ + 15 GeV (ee,µµ)
C.R. mll > 80 GeV (eµ)
CMS ...

Table 25: Definition of the signal and control regions in ATLAS and CMS analyses.

3.2 MSSM Higgs branching ratios
3.2.1 Combination of calculations
→ S. Heinemeyer, M. Spira, G. Weiglein

3.2.2 Results in themmax

h
scenario

→ S. Heinemeyer, M. Spira

4 WW∗ decay mode 6

4.1 Introduction
4.2 WW background.
4.3 Extrapolation parameters α.
The WW background is estimated for mH < 200 GeV using event counts in a well defined control
region (C.R.). The control region is defined using cuts on mll and ∆φll that exploit the spin correlation
of the WW pair from a spin-0 particle decay like the Higgs. For boosted WW pairs the correlation is
weaker , therefore the cuts on the two variables are relaxed for higher Higgs masses. In table 25 we show
the cuts used by the two collaborations in different mH intervals to define the signal and the WW C.R.
for the different channels.

The amount of WW background in signal region is determined from the control region through
the parameter α defined as:

αWW = NS.R.
WW/NC.R.

WW

the value of α is evaluated for the 0-jet and 1-jet bin. ATLAS uses the prediction from MC@NLO
that computes the pp → WW ∗ → lνlν at NLO including off-shell contributions and spin correlation
obtained with some approximation for off-shell W’s. The uncertainty on α’s is obtained computing
PDF and scale uncertainties. The scale uncertainties are computed using MC@NLO and varying the
factorisation and normalisation indipendently between 1/2 and 2. The ratio between the two is anyway
taken between 1/2 and 2, so that we use 7 scale combinations: (0.5,0.5), (0.5,1), (1,0.5), (1,1), (1,2),
(2,1), (2,2). The pdf uncertainty is taken using the CTEQ6.6 error set and adding in quadrature the error
between the CTEQ6.6, MSTW2008 and NNPDF2.1 central values.

Single resonant diagram and full ME calculation of the spin correlation for off-shell W’s is not
performed in MC@NLO, therefore a further modelisation uncertainty is considered by comparing the
α parameters obtained with MCFM and MC@NLO. Being MCFM a parton level MC, effects related
to jets modelisation are integrated out in the comparison by removing the jet counting cuts from the
comparison, the ratio of the α parameters obtained with MCFM and MC@NLO is:

α(MC@NLO)

α(MCFM)
= 0.980 ± 0.015

6B. Di Micco, R. Di Nardo, A. Farilla, B. Mellado, F. Petrucci and (eds.); ...

33

Modelisation from MC@NLO-MCFM comparison without jet counting (full inclusive in number of jets).

Takes into account contribution of single resonant diagrams and exact spin correlation for off-shell W’s.

uncertainties on α parameters.WW background for H→WW:

ll��
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σ>=0
σ>=1
σ>=2
σ>=3

3,00 0,00
6,0 0,00

9,00 40,73
10,0 98,28

Scale Model.

Scale uncertainties from MC@NLO are not enough (the 2 jet 
channel is produced only through parton shower in 
MC@NLO),  ATLAS needs to compare with better calcula-
tions: ALPGEN, MADGRAPH.

The ratio σ≥N+1/σ≥N is usually well reproduced by ALPGEN

Add as systematic error discrepancies in σ≥2/σ≥1 between 
ALPGEN and MC@NLO

ALPGEN includes VBF qq→WW→H→WW with mH = 120 
GeV, anyway both W’s are on shell
therefore the contribution from the Higgs is negligible (t-
channel contribution also negligible).

 ALPGEN  MC@NLO
0,353 0,299
0,360 0,256

0,1124 0,06

σ>=1/σ>=0
σ>=2/σ>=1
σ>=3/σ>=2

3,00
6,00

42,00
99,00

Total
fractional uncertainties (%).

WW background estimation at high mass (1/2).
For high mH (> 200 GeV) the signal mll distribution moves in the WW C.R., it is not possible to define a signal 
free control region.

Both ATLAS and CMS move to fully MC predicted event rate  
in jet bins at high mH,  ATLAS (MC@NLO),  CMS 
(MADGRAPH)
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ξR ξF variation (%) ξR ξF variation (%)

1 1/2 +8.7 2 1 -19

1 2 +28 1/2 1/2 +38

2 1 -19 2 2 -24

Table 19: The 2 jets cross section variation in percentege for the pp → WW + 2 jets evaluated with the

MADGRAPH generator.

∆σ≥0 (%) ∆σ≥1 (%) ∆σ≥2 (%) ∆σ≥3 (%)

3 6 42 100

Table 20: Uncertainties on the inclusive jets cross section due to scale and modelisation for jet pT > 25
GeV and |η| < 4.5.

The table shows that the scale uncertainties of the LO estimate is of the same order of the MC@NLO-

ALPGEN discrepancy. The discrepancy between the two generators on these ratios is therefore added

in quadrature to the scale variation for the 2 jet and the 3 jets inclusive cross sections computed with

MC@NLO. The inclusive multi-jet uncertainties due to scale variation and modelisation are summarised

in Table 20.

In Table 21 we show the fi values and their uncertainties extracted from error propagation on the

inclusive multi-jet cross sections. The 40% modelisation uncertainties on the 2 jet inclusive cross section

results in an 18% error on the exclusive 1 jet fraction and 40% on the inclusive 2 jets fraction.

8.2.2 Theoretical errors on acceptances.

In addition to the scale uncertainties on the jet fractions, fi, we need to evaluate also the scale uncer-

tainties on the acceptances Ai as defined in equation 7. These take into account scale variation effect on

all other cuts except the jet counting. In order to decouple the jet bin scale uncertainty from all others,

the acceptance needs to be evaluated in a given jet bin. This is done in MC@NLO by requiring a jet

exclusive bin at the beginning of the selection and then evaluating the ratio:

NCUTS and jet bin/Njet bin

The maximum relative excursion of this ratio is used as the fractional acceptance scale uncertainty. In

ATLAS the following cuts are applied in both 0 jet and 1 jet bins for mH > 220 GeV and the ee and
µµ channels: pT1 > 25 GeV, pT2 > 15 GeV, |η| < 2.5, E

miss
T > 40 GeV, ∆φll < 2.6, mll < 140

&& |mll − mZ | > 15 GeV, while in the 0 jet channel |pTl1 + pTl2| ¿ 30 GeV and in the 1-jet channel
|pTl1 + pTl2 + pTjet + E

miss
T
| < 30 GeV cuts are added. The scale uncertainty is 5% in the 0 jet bin and 2%

in the 1 jet bin.

f0 f1 f2
value 0.70 0.22 0.08

error (%) 3% 18% 38%

Table 21: Exclusive jets fractions and their uncertainties. The uncertainty includes both the scale and the

modelisation error.
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Inclusive 2 jets induce a large uncertainty in the 1 jet 
bin but not in the 0 jet bin.

scale uncertainties on eclusive jet fractions
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N0 = f0A0σL N1 = f1A1σL Acceptance is defined as all the other 
analysis cuts except the jet binning.
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Figure 1: a) Distribution of the four-lepton reconstructed mass for the sum of the 4e, 4µ, and
2e2µ channels. b) Expansion of the low mass range with existing exclusion limits at 95% CL;
also shown are the central values and individual candidate mass measurement uncertainties.
Points represent the data, shaded histograms represent the background and unshaded his-
togram the signal expectations.

The reducible and instrumental background rates are small. These rates have been obtained
from data and the corresponding m4` distributions are obtained from MC samples.

The measured distribution is compatible with the expectation from SM direct production of
ZZ pairs. We observe 72 candidates, 12 in 4e, 23 in 4µ, and 37 in 2e2µ, while 67.1 ± 6.0 events
are expected from standard model background processes. No hard photon (pg

T > 5 GeV) was
found, outside the isolation veto cone that surrounds each lepton, that could be unambiguously
identified as FSR. Thirteen candidates are observed within 100 < m4` < 160 GeV while 9.5± 1.3
background events are expected. We observe 53 candidates for the high-mass selection com-
pared to an expectation of 51.3 ± 4.6 events from background. This high-mass event selection
is used to provide a measurement of the total cross section s(pp ! ZZ + X)⇥ B(ZZ ! 4`) =
28.1+4.6

�4.0(stat.)± 1.2(syst.)± 1.3(lumi.) fb. The measurement agrees with the SM prediction at
NLO [47] of 27.9 ± 1.9 fb. The local p-values, representing the significance of local excesses
relative to the standard model expectation, are shown as a function of mH in Fig. 2a, obtained
either taking into account or not the individual candidate mass measurement uncertainties,

Table 1: The number of candidates observed, compared to background and signal rates for
each final state for 100 < m4` < 600 GeV for the baseline selection. For the Z+X background,
the estimations are based on data

Channel 4e 4µ 2e2µ
ZZ background 12.27 ± 1.16 19.11 ± 1.75 30.25 ± 2.78
Z+X 1.67 ± 0.55 1.13 ± 0.55 2.71 ± 0.96
All background 13.94 ± 1.28 20.24 ± 1.83 32.96 ± 2.94
mH = 120 GeV 0.25 0.62 0.68
mH = 140 GeV 1.32 2.48 3.37
mH = 350 GeV 1.95 2.61 4.64
Observed 12 23 37

  Search in the 4l final state μ+μ-μ+μ-, e+e-e+e-, 
e+e-μ+μ-;

 Require one Z on shell:  ATLAS 15 GeV around the Z 
mass, CMS 50-120 GeV window;

 The other lepton combination is requested in 12 GeV 
< mZ < 120 GeV in the CMS case, and an m4l dependent 
cut in the ATLAS case going from 15 GeV to 60 GeV for 
m4l from 120 to 200 GeV;

 signal simulated in both ATLAS and CMS with Powheg 
NLO MC.

 In the 4mu, 4e case Powheg misses the interference 
between same flavour same charge leptons 
configurations, correction performed at cross section 
level using Prophecy4f MC generator (A. Denner, S. 
Dittmaier, A. Muck)
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Fig. 3. Invariant mass distributions (a) m12 and (b) m34 for the selected candidates. The data (dots) are compared to the background expectations from the dominant Z Z (∗)

process and the sum of tt̄ , Zbb̄ and Z + light jets processes. Error bars represent 68.3% central confidence intervals.

Fig. 4. m4! distribution of the selected candidates, compared to the background expectation for (a) the 100–250 GeV mass range and (b) the full mass range of the analysis.
Error bars represent 68.3% central confidence intervals. The signal expectation for several mH hypotheses is also shown. The resolution of the reconstructed Higgs mass is
dominated by detector resolution at low mH values and by the Higgs boson width at high mH .

The quoted values do not account for the so-called look-
elsewhere effect, which takes into account that such an excess
(or a larger one) can appear anywhere in the search range as a
result of an upward fluctuation of the background. When consid-
ering the complete mass range of this search, using the method
of Ref. [80], the global p0-value for each of the three excesses
becomes of O (50%). Thus, once the look-elsewhere effect is con-
sidered, none of the observed local excesses are significant.

8. Summary

A search for the SM Higgs boson in the decay channel H →
Z Z (∗) → 4! based on 4.8 fb−1 of data recorded by the ATLAS de-
tector at

√
s = 7 TeV during the 2011 run has been presented.

The SM Higgs boson is excluded at 95% CL in the mass ranges
134–156 GeV, 182–233 GeV, 256–265 GeV and 268–415 GeV. The
largest upward deviations from the background-only hypothesis
are observed for mH = 125 GeV,244 GeV and 500 GeV with local

significances of 2.1, 2.2 and 2.1 standard deviations, respectively.
Once the look-elsewhere effect is considered, none of these ex-
cesses are significant.
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ATLAS CMS
Z+light jets ALPGEN+HERWIG MADGRAPH

Z+bbar, ccbar ALPGEN+HERWIG MADGRAPH

ttbar MC@NLO+HERWIG Powheg

pp→ZZ→4l Pythia Powheg

  The background is largely dominated by pp→ZZ→4l, in the low mass region m4l < 180 GeV 
Some contribution from reducible background appears

  Z+jets with jet mis-id as electrons, Z+bbar with muons from B decay passing isolation cuts.

  Reducible background is evaluated with data driven techniques (reverting isolation and 
identification criteria starting from MC normalisation in control region).

 ZZ background is taken from MC.
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 MC@NLO just considers the Z process (on shell and parametrised with a BW);
 Pythia doesn’t include single resonant contribution;
 Both of them are included in MCFM (parton level MC);
 ATLAS reweights Pythia M4l distribution to MCFM
 CMS uses Powheg that includes all contributions.
 Differential uncertinties are computed by CMS (using std. ren, fact scale 

variation)

Single resonant 
contribution
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t,b
 At order αs2, is not included in MC@NLO pp→WW because NLO in 
qq →W+W- is O( αs). Its contribution is anyway enhanced by the gg 
luminosity. Inclusively in WW is ~ 5% of the WW rate.
It is increased up to a factor 2 by the signal selection cuts.

3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)

q

q̄

V ∗

•

H

V

•
q

q
V ∗

V ∗

H

q

q

•
g

g

H
Q •

g

g

H

Q

Q̄

Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.
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W,Z

W,Z

 Interference effects can be important for large values of mH.
 The Higgs becomes broader at larger mH values.

For mH > 300 GeV the Higgs, due to the broad structure, can largely 
interfere with the background.

The effect has been evaluated at LO in MCFM.

A conservative uncertainty on this effect has been roughly estimated and 
is of the order 150%×MH3 (TeV)

It gives an effect of 4% at 300 GeV, 30% at 600 GeV,
75% at 800 GeV.

Work is on going to implement the interference and the proper Higgs 
line shape in aMC@NLO.

mH [GeV]
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Heavy Higgs line shape
 For very high mass the Higgs becomes more and more close to a broad hadronic resonance

and shows all typical features of states like σ, f0, a0

1) Strong deviation from BW behaviour;
2) Opening threshold effects in the width;
3) width dependent from the mass of the final state;
4) interference with continuum background;

 You can substitue the π+π- with W+W- and ZZ 
 MC@NLO implements an Higgs line shape that is a BW with Γ = f(mH)
 Powheg implements Γ = f(s) s = m2 of the decayed system (ρ like parametrisation)
 More complete calculation (will be implemented in Powheg and aMC@NLO) use the complex pole scheme: 

the line shape is given by unitarity conditions and the full QFT scattering amplitude (Flatte’ for f0)

i

j

k

v s =⇒ z s =⇒f

Vprop(vs , zs , t̂) Vdec(z s)

H

∆(z s)

t̂ ↘

=⇒ σij→H+k(vs , t̂ , zs)
vzs2

∣∣∣zs − sH

∣∣∣
2

ΓH→f(zs)

(zs)1/2
+ NR

= σij→H+k(vs , t̂ , sH)
vs
∣∣∣sH

∣∣∣
1/2

∣∣∣zs − sH

∣∣∣
2 ΓH→f(sH) + NR′

Fig. 138: The resonant part of the process ij → H+k where i, j and k are partons (g or q). We distinguish between
production, propagation and decay, indicating the explicit dependence on Mandelstam invariants. If s denotes the
pp invariant mass we distinguish between vs, the ij invariant mass, zs, the Higgs boson virtuality and t̂ which is
related to the Higgs boson transverse momentum. Within NR we include the Non-Resonant contributions as well
as their interference with the signal. NR’ includes those terms that are of higher order in the Laurent expansion of
the signal around the complex pole. At NNLO QCD the parton k is a pair k1−k2 and more invariants are needed
to characterize the production mechanism.
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Fig. 136: The normalized invariant mass distribution in the OFFP-scheme with running QCD scales
(left) for 600 GeV (black), 700 GeV (blue), 800 GeV (red) in the windows Mpeak ± 2 ΓOS. The
normalized invariant mass distribution in the OFFP-scheme (blue) and OFFBW-scheme (red) with
running QCD scales (right) at 800 GeV in the windowMpeak ± 2 ΓOS.

200 400 600 800 1000 1200 1400

0.00

0.02

0.04

0.06

M [ GeV]

M
2

dσ dM
2
[
pb

]

Fig. 137: The invariant mass distribution in the OFFP-scheme with running QCD scales for 800 GeV
in the windowMpeak ± 2 ΓOS. The blue line refers to 8 TeV, the red one to 7 TeV.
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It matters for the lineshape 
(both in position of peak and the shape)

Seymour scheme: 
emulates the S-B 

interference effects
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Sunday, March 11, 12

ACHILLEAS LAZOPOULOS,  ETH ZURICH, Rencontres de Moriond, QCD session,  2012
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Actually G. Passarino doesn’t agree with 
this interpretation.

LO impementation of interference effect in 
MCFM shows that at least the interference 

is not fully described.

Interference effect at work?
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All of this we need to do these plots:
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stop at 600 GeV due to the missing 
gg,H interference prescription


