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A recap of the situation 

Many changes happened during the last decade

Not a ‘relic density’ driven field anymore

23% not 90% + small uncertainties forced people to look for 
alternatives and even question the need for using RD 

Instead driven by astrophysical data!

Gamma rays, Xrays, Radio, submillimetre, antiprotons
Direct Detection is fighting hard though

(DM interacts less than a neutrino with an electron at 1 MeV!!!)

Phenomenology overtook the theory

leptophilic DM; sub 10 GeV DM; TeV-10 TeV DM ; etc etc 
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As the relic density measurement became more and more precise (WMAP1 to WMAP 7 + others) 
the uncertainties on the annihilation cross section became smaller and smaller. 

In e.g. SUSY models this translates into a mass constraint because 

Situation 10 years ago

• Typical candidates which used to be considered : SUSY (neutralinos, gravitinos), Axions, KK

•  Main paradigm driving the theory: Relic Density

RD constrain the DM mass!
mdm > GeV 

mdm < O(100) GeV if no enhancement of the cross section

dn

dt
= −3 H n − < σv > (n2 − n

2
eq) �σv� = 3. 10−27cm3/s

Ωdmh2

The problem is how to fit a  very 
precise value within a given model.σ ∝ 1

m2
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So what happened to the mass range?
(and the type of DM interactions)

• Can we go to sub GeV masses?

• Can we go to TeV masses?

• Is the 1-10 GeV range interesting?

• Should we go back to the normal/vanilla mass range?

511 keV line

PAMELA

CoGeNT/DAMA/...

FERMI-LAT

Questions Possible motivation
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How can we go to the lower range?

• We need a cross section that is independent of the DM mass or with a light mediator!

• So what about if DM is a boson and/or exchange a light particle?

Fermionic DMScalar DM
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SUSY 
case

+ Higgs exchange 

In principle one can go to low mass 

(down to keV in accordance to structure formation)

CB, Fayet, 2003
CB, T. Ensslin, J. Silk 

2002
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Low energy electrons produce gamma rays!
 

* In 2001, we had good data at low energy and not so many data at high energy.
 
* One needs to suppress the annihilation cross section with respect to the canonical (RD) value by about 10^-4 at 
least!! So this indicates that the RD would be driven by a Z’ exchange.

But this also means that one expects low 
energy positrons in the galactic bulge!

at this stage, a needless addition

natural solution;
mandatory to achieve the RD

σ ∝ constant < 10−31cm3/s

σ ∝ b v2 < 10−31cm3/s

Beware GAMMA RAYS!

assuming 1 electron = 1 photon and 1 MeV DM

assuming 1electron = 1 photon and 1 MeV DM

CB, T. Ensslin, J. Silk 2002
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4 G. Weidenspointner et al.: The sky distribution of positronium continuum emission

Fig. 1. A Richardson-Lucy sky map of extended emission in the summed Ps analysis intervals (the combination of
the intervals 410–430, 447-465, and 490–500 keV). The contour levels indicate intensity levels of 10−2, 10−3, and 10−4

ph cm−2 s−1 sr−1. Details are given in the text.

intervals agree well with those already identified by us
for the 511 keV line radiation. This agreement suggests
that the extended emission from the GC region in the
Ps analysis intervals is dominated by Ps continuum emis-
sion, with the Galactic continuum emission being fainter
(as will be demonstrated in Sec. 3.3). We note that these
characteristics are consistent with OSSE maps obtained
for the Ps continuum emission (e.g. Milne et al. 2001b,
2002), in which the surface brightness is highest in the
bulge.

We also used the SPIROS algorithm
(Skinner & Connell 2003) to search for point sources in
these three energy bands. No significant sources in addi-
tion to the Crab and Cygnus X-1 were found outside the
GC region. When imaging the GC region with SPIROS,
the observed emission formally is equally well explained
by six point sources. However, different sets of sources are
found in the different Ps analysis intervals. These sources
do not coincide with any known high-energy sources,
including the four highest energy sources reported by
Bouchet et al. (2005). The spectrum of these four sources
drops steeply above about 300 keV, and since we are
analyzing rather narrow energy intervals above 400 keV
the fact that we do not yet detect them is not surprising.
We therefore conclude that the point sources found by us
using SPIROS are all spurious, resulting from SPIROS’
attempt to account for intrinsically diffuse emission with
a set of point sources.

3.2. Model fitting

A more quantitative approach for studying the Galactic
distribution of the observed extended emission is model
fitting, which we performed using a maximum likelihood

multi-component fitting algorithm (Knödlseder et al.
2005) outlined in Sec. 2.

We first modelled the emission in the three summed
Ps analysis intervals4 by an ellipsoidal distribution with a
Gaussian radial profile and determined the best-fit cen-
troid location (l0, b0) and extent in Galactic longitude
and latitude (FWHMl, FWHMb). We then combined this
Galactic bulge model with one of two models for emis-
sion from the Galactic disk: both HI (Dickey & Lockman
1990) and CO (Dame et al. 1987) distributions are trac-
ers of Galactic matter and are believed to correlate with
diffuse emission (cf. Harris et al. 1990; Kinzer et al. 1999;
Strong et al. 2004). The results of these fits are sum-
marized in Table 1. In each of these fits, the Crab and
Cygnus X-1 were included as steady point sources whose
intensities were fitted. When including the four highest-
energy sources reported by Bouchet et al. (2005) the qual-
ity of the fits is only slightly improved and the fit results
do not change significantly; therefore these point sources
were excluded from the final analysis.

As can be seen from Table 1, the centroid of the bulge
emission is the same within errors for all three models.
There is marginal evidence for a slight offset of the cen-
troid from the GC, but it is of a magnitude that could
easily result from the combined effects of statistical and
systematic biases in the background model (indeed, there
is a similarly marginal, but opposite, offset of the centroid
in the 511 keV line emission; Knödlseder et al. 2005). The
extent of the bulge emission, and its flux, do depend on the
sky model. If the extended emission is modelled by a bulge
component only, then there is marginal evidence for the
bulge emission to be more extended in longitude than in

4 Results for the individual energy intervals are consistent
within statistical uncertainties.

And such low energy positrons have been seen!!! The question is do they really originate from Light DM??

     If so: we have found manifestation of BSM physics
     If not: we have found new astrophysical sources

Analysing INTEGRAL/SPI data, the conclusion is that if DM is responsible for the bright 511 keV 
signal in the galactic centre then DM must be 

* Annihilating DM fits the data
* Decaying DM does not fit the data : ruled out!
* Annihilating DM must have an annihilation cross section 
  that is constant: the Z’ explanation was also ruled out!

Spin-off: 511 keV line

Many Light DM models were proposed! (0702587,0703128, ...)

CB,Hooper,Silk, Casse 2004
0309686
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σv = 2.6 10−30
�mdm

MeV

�2
cm3/s

Conclusions from fitting INTEGRAL/SPI data

Needed to fit the 511 keV data Not needed to fit the data 
but needed for RD, although ...

This is another way to explain the RD; yet constraining Z’ is very useful! 
(even if we forget the 511 keV line)

astro-ph/0507142
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δaFe > 5
√
f 10−12

δamean
e = −1.06 10−12

Theoretical predictions (CB,Silk 2007)

Experimental results

One can therefore exclude this scenario by using the electron g-2

+ new constraint (cf W. Marciano’s talk)
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How to go to higher masses?

• Need to increase the “effective” annihilation cross section

• resonance or mass degeneracy is the way

• Sommerfeld effect or DM clumps became fashionMinimal Dark Matter and PAMELA Marco Cirelli
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Figure 1: The PAMELA preliminary data [3] compared with the fermion 5-plet MDM prediction, at the
best-fit point for the astrophysical parameters.

should continue to grow, and that an anomaly should appear in the p̄ spectrum, unless p̄ have an
unfavorable boost factor or propagation in our galaxy.

Collateral constraints must be considered. The e± from DM annihilations lead to a synchrotron
radiation [5] at the level of ‘WMAP haze’ anomaly [12]. Ref. [10] claims that very strong bounds
on the DM annihilation cross section can be inferred from infrared and X-ray observations of
the galactic center region, modeled assuming a certain magnetic field and DM density, that gets
extremely high close to the central black hole leading to a high rate of DM annihilations. In this re-
gion DM becomes relativistic, and in the MDM case this means that the Sommerfeld enhancement
disappears, leaving a small annihilation cross section, σ ∼ α2

2/M2 ∼ 10−28 cm3/sec that would not
contradict the strong bounds of [10]. A dedicated computation of the MDM prediction together
with a precise description of the galactic center is necessary to quantitatively clarify this issue.

To conclude: we presented Minimal Dark Matter. Like string theory, MDM has no free param-
eters, and thereby makes univocal predictions, falsifiable by any single experimental result. The
preliminary data from PAMELA, presented during idm08, show an excess in the flux of cosmic ray
positrons at 10-60 GeV which matches the MDM prediction. Let us compare with supersymmetry,
the theoretically favored scenario: slepton masses can be fine-tuned to be quasi-degenerate with
the lightest neutralino in order to enhance 3-body annihilations obtaining the correct relic abun-
dance and a e+ spectrum that, with a boost factor of >∼104, can be compatible with the PAMELA
excess [13]: in such a case the e+ fraction should decrease at higher energy. MDM predicts the
continuing rise of fig. 1a. The PAMELA results recently published on the arXiv [3] have one extra
data-point at 80 GeV, still consistent with MDM predictions [5]. The nearby pulsars Geminga or
B0656+14 could also produce a rising e+ fraction, together with an angular anisotropy [14].

5

One needs to make sure that the anti proton production by DM occurs 
at very high energy so one needs to boost the annihilation cross section

PAMELA: excess of positrons; no excess in antiprotons

Gamma ray predictions!!!

(FERMI, HESS, AMS, ...)

FIG. 1 (color online). All-sky intensity maps of the data in the four energy bins used in this analysis, in Galactic coordinates; the map
projection is Mollweide. The data shown are the average of the maps of the front- and back-converting events, and are shown
unmasked (left panels) and with the default mask applied (right panels). The mask excludes Galactic latitudes jbj< 30! and a 2!

angular radius around each source in the 1FGL catalog. The map images shown have been downgraded in resolution to Nside ¼ 128 to
improve the visual quality of the images; however, the analysis was performed on the higher resolution maps as described in the text.

M. ACKERMANN et al. PHYSICAL REVIEW D 85, 083007 (2012)

083007-6

Cirelli et al 2009
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Byproduct of PAMELA: Revisiting cosmic ray propagation!"#$%&%'(#)*+,)&'-*%).*/-%"%/',"(0'(/0
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Astrophysical characterisation of galactic sources merged with DM searches

Delahaye et al 2007
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Fig. 4.— WMAP haze within 45◦ of the Galactic center. Columns contain the emission from
the model described in §4.2 (left), haze from Finkbeiner (2004) (center), and haze minus

model (right). Each row corresponds to a WMAP band, with W-band absent due to lower
signal-to-noise ratio. Pixels with known point sources, high extinction (more than 1 mag at
Hα), or bright Hα(> 25 R) are masked. The color table in each image goes from −2 (black)

to 6 (white) kJy/sr. One kJy/sr is 67µK at 23 GHz.

FERMI Bubble: excess in gamma rays..

WMAP Haze: excess in submillimetre (synchrotron)

But once background and foreground astrophysical sources are 
known, one can look for anomalous features in EM sectrum

Can Planck constrain indirect detection of dark matter in our galaxy? 3

Following this procedure, we find that for 40 GeV par-
ticles, the annihilation cross section can be as large as
σv � 1.5 − 2.5 10−26cm3/s in our galaxy without being
in conflict with the FERMI data. This suggests that an-
nihilations in the primordial Universe were either occuring
mostly into particles other than electrons (and positrons) or
the velocity-dependent term in the pair annihilation cross
section into electrons is important (σv = a + bv2 with
a > b). For 100 GeV particles, the annihilation cross section
is about σv � 7 10−26cm3/s. This is somewhat larger than
the canonical thermal annihilation value required to explain
all the dark matter today (namely 3 10−26cm3/s) but is still
compatible with the FERMI measurement of the electron
+ positron flux in the Milky Way. Such a σv value could
suggest scenarios in which the annihilation cross section is
enhanced in the galaxy due to the small velocity dispersion
of the dark matter particles in the halo (c.f. the Sommer-
feld enhancement). Hence constraints from spheroidal dwarf
galaxies (dSph) may apply.
Although the FERMI limits on dark matter candidates ob-
tained from dSph are stringent, they do depend on the dark
matter mass and most notably on the adopted dark matter
profile. Using PLANCK data would therefore provide addi-
tional constraints and a means to cross check the FERMI
results.

3 “DARK” SYNCHROTRON EMISSION

In what follows, we will display the most significant syn-
chrotron map predictions. We focus on annihilating dark
matter particles. We use the “MED” (corresponding to
L = 4 kpc, δ = 0.7, K0 = 0.0112 kpc2/Myr) and “MAX”
(corresponding to L = 15 kpc, δ = 0.46, K0 = 0.0765
kpc2/Myr) set of propagation parameters. As demonstrated
in our previous work Bœhm et al. (2010), a smaller diffu-
sion zone (corresponding to the “MIN” set of parameters)
will lead to a more confined “dark matter”synchrotron emis-
sion (brighter in the centre and fainter outside) while a more
optimistic model of propagation (“MAX”) would lead to a
brighter emission at larger latitude and longitude. Of course,
the relative brightness of the emission at each frequency is
affected by the choice of propagation parameters but, in this
Letter, we do not attempt to perform a detailed analysis of
the propagation parameters. We only point out that if prop-
agation of cosmic rays in our galaxy is correctly described
by the “MED” and “MAX” parameter sets, PLANCK may
have the ability to constrain the dark matter mass.
To produce the dark matter-related synchrotron maps, we
assume a monochromatic emission (i.e. one frequency corre-
sponds to a single value of the electron energy). The relation
between injection energy and frequency then reads:

νmax = 16 MHz ×
�n
2

�2
×

�mdm

GeV

�2
×

�
B
µG

�
.

This well-known relation indicates that small dark matter
masses cannot “shine” at high frequencies unless the mag-
netic field is very strong. Although obvious, this property
turns out to be very important for dark matter searches.
In Fig. 1, we show that 10 GeV dark matter can shine at 33
GHz if the magnetic field is about 25 µG. However, no signal
is expected at higher frequencies unless the magnetic field

Figure 1. Synchrotron maps for 10 GeV dark matter particles,
B = 25µG. We use the MED parameter set and assume annihilat-
ing particles. The emission from astrophysical sources is displayed
in the left column; the dark matter prediction is shown in the mid-
dle panel and the sum of the two contributions is dispayed in the
right panel.

Figure 2. Synchrotron maps for 40 GeV dark matter particles,
B = 3µG. We use the MED parameter set and assume annihilat-
ing particles.

is stronger. The intensity of the emission is large enough to
be within the reach of PLANCK sensitiviy. The dark mat-
ter signal is very bright at the centre, as can be expected
from the large value of the magnetic field (the latter indeed
confines the electrons in the centre). However the sum of
the two contributions is bright enough at high latitudes to
have a chance of being detected by the LFI. This is consis-
tent with previous dark matter analyses performed in the
context of the WMAP haze (Hooper & Linden 2011). In-
terestingly enough, for such parameters one also expects a
radio signature in the galactic centre. As shown in Bœhm
et al. (2001); Boehm et al. (2010), one expects the radio
emission to be about ten times smaller than the emission
attributed to the central black hole. Therefore, in princi-
ple, the estimate of the radio emission should set a stronger
limit on the cross-section. I.e. it is likely to constrain cross-
sections greater than σv � 2 10−27 cm3/s. Nonetheless, one
still expects a visible signal in PLANCK/LFI and no signal
in HFI.
When the mass is about 40 GeV and the magnetic field is
close to the average value in the whole galaxy (cf. Fig. 2),
one observes an extinction of the dark matter contribution

Figure 3. Synchrotron maps for 100 GeV dark matter particles,
B = 3µG. We use the “MED” parameter set and assume annihi-
lating particles.

c� 2011 RAS, MNRAS 000, 1–5

Bubbles also seen in radio, submillimetre and X-rays
Likely due to pulsars but ???

Should we go back to the Vanilla model?

(Finkbeiner et al)

T. Delahaye,CB,J.Silk 2011
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The Direct detection experiments revolution

* 15 years ago, there was the so-called ‘DAMA claim’ (40-60 GeV DM; relatively large sigma)
* 15 years ago,  the DD limits were above the expected SUSY region 

* Now we know that a ‘vanilla’ WIMP interact less than a neutrino with electrons at 1 MeV 
* Now we can kill a big chunk of the SUSY parameter space... 

XENON100: New Spin-Independent Results

Upper Limit (90% C.L.) is 2 x 10-45 cm2  for 55 GeV/c2 WIMP

Wednesday, July 18, 2012
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for moderate variations in the definition of any of the data
quality cuts. These events were observed on January 23,
February 12, and June 3, at 30.2 keVnr, 34.6 keVnr, and
12.1 keVnr, respectively. The event distribution in the
TPC is shown in Fig. 4. Given the background expecta-
tion of (1.8±0.6) events, the observation of 3 events does
not constitute evidence for dark matter, as the chance
probability of the corresponding Poisson process to re-
sult in 3 or more events is 28%.
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DAMA/I

DAMA/Na

CoGeNT

CDMS (2010)

CDMS (2011)

EDELWEISS (2011)

XENON10 (S2 only, 2011)

XENON100 (2010)

XENON100 (2011)
observed limit (90% CL)

Expected limit of this run: 

 expected! 2 ±
 expected! 1 ±

Buchmueller et al.

Trotta et al.

FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
σ as function of WIMP mass mχ. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method tak-
ing into account all relevant systematic uncertainties, is shown
as the thick (blue) line together with the expected sensitivity
of this run (yellow/green band). The limits from XENON100
(2010) [7], EDELWEISS (2011) [6], CDMS (2009) [5] (re-
calculated with vesc = 544 km/s, v0 = 220 km/s), CDMS
(2011) [19] and XENON10 (2011) [20] are also shown. Ex-
pectations from CMSSM are indicated at 68% and 95% CL
(shaded gray [21], gray contour [22]), as well as the 90% CL ar-
eas favored by CoGeNT [23] and DAMA (no channeling) [24].

The statistical analysis using the Profile Likelihood
method [17] does not yield a significant signal excess ei-
ther, the p-value of the background-only hypothesis is
31%. A limit on the spin-independent WIMP-nucleon
elastic scattering cross-section σ is calculated where
WIMPs are assumed to be distributed in an isothermal
halo with v0 = 220 km/s, Galactic escape velocity vesc =
(544+64

−46) km/s, and a density of ρ = 0.3GeV/cm3. The
S1 energy resolution, governed by Poisson fluctuations of
the PE generation in the PMTs, is taken into account.
Uncertainties in the energy scale as indicated in Fig. 1,
in the background expectation and in vesc are profiled
out and incorporated into the limit. The resulting 90%
confidence level (CL) limit is shown in Fig. 5 and has
a minimum σ = 7.0 × 10−45 cm2 at a WIMP mass of
m = 50GeV/c2. The impact of Leff data below 3 keVnr

is negligible at m = 10GeV/c2. The sensitivity is the
expected limit in absence of a signal above background
and is also shown in Fig. 5. Due to the presence of
two events around 30 keVnr, the limit at higher m is

weaker than expected. Within the systematic differences
of the methods, this limit is consistent with the one from
the optimum interval analysis, which calculates the limit
based only on events in the WIMP search region. Its
acceptance-corrected exposure, weighted with the spec-
trum of a m = 100GeV/c2 WIMP, is 1471 kg × days.
This result excludes a large fraction of previously unex-
plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [21]. Moreover, the new result challenges
the interpretation of the DAMA [24] and CoGeNT [23]
results as being due to light mass WIMPs.
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 Scintillation light signal (S1)

 Charge drift to the liquid-gas interface

 Proportional scintillation light signal (S2)

Electron recombination is stronger 
for nuclear recoils

Discrimination between nuclear 
and electron recoils
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S1 = primary scintillation signal 

S2 = secondary scintillation signal 
(originates from the drift of electrons from ionised Xenon

detector inside (shielded from radioactivity)

2 phase detector:

upper part = gas

lower part= liquid

Exploiting S1 gives an information about the interaction of DM with Xenon nuclei but it depends on the scintillation efficiency 
of Xenon nuclei. It is very difficult to know the absolute yield so instead one needs to use calibration measurements 

=> relative scintillation efficiency (Leff)
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of fact new data should be published soon). Also we base
our analysis on several assumptions which are explained in
the sections below. However, despite all these limitations, we
could recover the exclusion limit that XENON100 collabora-
tion has obtained and can therefore highlight the large impact
the low energy behaviour of Leff has on the exclusion limit.
Note that in this paper we focus on Leff uncertainties only; the
astrophysical uncertainties will be addressed elsewhere.

In Section II, we recall the spline interpolation to Leff
dataset as well as the extrapolation at low energies and discuss
the robustness of the fit using an extended filter formalism. We
use different types of interpolation and extrapolation (consis-
tent with the 1-sigma contour defined by XENON100 in [1]).
In Section III, we derive the exclusion limit for the mean Leff
interpolation and compute the exclusion limits for more ex-
treme Leff behaviour at low energies. Results are given in IV
and conclusion in V.

II. Leff

The XENON100 experiment aims at detecting dark matter
particles via their elastic scattering interactions with Xenon
nuclei in a two-phase (liquid and gas) time-projection cham-
ber (TPC) detector. A DM signal is then expected to have two
signatures. The first one, referred to as the primary scintilla-
tion signal S1, arises directly from the interaction of a DM par-
ticle with the liquid Xenon and measure the scintillation light
in the liquid detector. The second, referred to as S2, happens
in the upper part of the detector – at the liquid-gas interface –
and measures the scintillation light which results from the drift
of the free electrons that originate from the ionisation of the
Xenon nuclei in the liquid phase after the DM interaction and
which survived the recombination with ionised atoms. Both
signals are measured in photon-electrons units (PE) [19] and
are used to calibrate the detector’s response to nuclear recoil
events and ultimately to determine whether the experiment has
actually detected dark matter events.

The discrimination parameter is defined as

log
�

S2

S1

�
−ERmean.

Events below the threshold of ER = −0.4 in the expected
energy range are considered as potential DM events. The
XENON100 experiment uses the ratio of the two signals S1
and S2 to discriminate between a DM and a background event
so the identification of signal is actually sensitive to the pri-
mary scintillation yield of recoiling Xenon nuclei in the liquid
part of the detector. As the measurement of the absolute scin-
tillation yield is difficult, the quantity that is used by the col-
laboration is the scintillation yield of nuclear recoils relative
to that of 122 keV γ rays from a 60Co source. This is called
the relative scintillation efficiency and is referred to as Leff.

The nuclear-recoil energy threshold Enr (in units of keVnr)
of a signal is then determined by both S1 and Leff according
to the relation,

Enr =
S1

Ly Leff

Ser

Snr
,

where Ly is a normalisation factor for the light-yield of the
122 keV gamma rays and Se, Sn are scintillation quenching
factors for electronic and nuclear recoil respectively, due to
the presence of an electric field (for XENON100, the values
used are Se = 0.58 and Sn = 0.95).

The determination of Ly and Leff are therefore of utmost
importance. While Ly has been measured precisely to Ly =
2.20±0.09 PE

keVee , there is no theoretical prediction for the en-
ergy dependence of Leff. An empirical formula was obtained
in [20, 21] by fitting the data obtained in the same reference,
namely

Leff = qncl qesc qel

with qncl the Lindhard factor (cf [20]), qesc reduction of the
scintillation light yield and qel a quench factor due to bi-
excitonic collisions [22].

Such an empirical fit reproduces the observation that the
Leff data decrease with decreasing energy and is also the as-
sumption made by the XENON100 collaboration in [1] in or-
der to obtain a conservative exclusion limit. Yet there are no
measurement of Leff at low recoil energy. Besides, theoretical
considerations by [23] seem to favour a constant behaviour
of Leff at low energy. This would be consistent with the fit
obtained by the XENON10 collaboration [24].

The XENON100 collaboration’s strategy to incorporate the
uncertainties on Leff is to consider Leff as a nuisance param-
eter and profile out the uncertainties with a Gaussian Likeli-
hood centred on the mean value of Leff, that is the best fit.
Similar assumptions are made for the other parameters which
enter the analysis. Although this seems a robust approach, it
is not very transparent. In particular, one loses the correspon-
dence between the exclusion limit and the uncertainties on Leff
which arise due to a specific spline interpolation of the data
and extrapolation at low energies. Indeed, the 1-sigma con-
tour for Leff does not show on the exclusion curve obtained in
[1] but since these uncertainties are due to the lack of data, one
does expect to be able to keep track of them. In addition, it
is hard to tell whether the final exclusion curve does take into
account possible changes in the knots of the interpolation.

In the following, we therefore adopt a different strategy. We
still use a profile Likelihood analysis but we do not treat Leff
as a nuisance parameter. As a result, we can directly see the
effect of the uncertainties on Leff interpolation and extrapola-
tion on the exclusion limit. We thus obtain several exclusion
limits where the mean should be seen as the exclusion limit
corresponding to the best fit of Leff and where the edges of
the contours correspond to the upper and lower parts of the
Leff 1-sigma bands. Said differently, instead of obtaining one
exclusion curve which would correspond to the best fit given
all the uncertainties in the analysis, we prefer to draw the ex-
clusion curves corresponding to the mean value and 1-sigma
bands of Leff and let the reader marginalise ’by eyes’ the ef-
fect of Leff on the exclusion curve. This approach enables us
to anticipate the effect of a possible change in the physics of
Leff below 3 keVnr.

Recoil energy depends crucially on Leff

Recoil energy

Light yield for the calibration source 
emitting gammas

quenching factors, related to the electric field
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A. Leff interpolation

To overcome the lack of knowledge about the low energy
behaviour of Leff, it was suggested by the XENON100 collab-
oration to perform an interpolation of the Chepel et al. [25],
Manzur et al. [20], Plante et al. [26] and Aprile et al. [27] Leff
data sets and perform an extrapolation below 3 keVnr. Since
older data sets (e.g. [28], [29],[30],[31]) were disregarded in
[1], we will only consider them to understand their impact on
the Leff interpolation1.

Like in [1], we perform a cubic spline interpolation to the
four datasets previously mentioned and use five knots, placed
at recoil energies of 5,10,25,50 and 100 keVnr respectively.
The best-fit cubic spline is found by freely varying the y-axis
positions of these knots, while minimising the least-squares
χ2 goodness-of-fit parameter between the interpolated spline
and the data (see [33] for a good discussion of the methodol-
ogy). The result is shown in figure 1, along with the one sigma
contour, obtained by looking for the maximum and minimum
y-axis positions of the knots which satisfy χ2 < χ2

min +5.89.

FIG. 1: A fit of a natural cubic spline to data for the relative scin-
tillation efficiency of Xenon, shown as a yellow line, along with the
one sigma contour, shown in blue. The fit uses five knots, shown as
red squares, at fixed positions on the x-axis of 5,10,25,50 and 100
keVnr. The uncertainty on the extrapolation is reflected in the top and
bottom curves of the one sigma blue band. Note that recoil energy
refers specifically to nuclear-recoils here.

The choice of the x-positions of these five knots being
somewhat arbitrary, we now perform another cubic spline in-
terpolation where we place the knots at 10, 25, 50, 75 and
100 keVnr. The translation of the lowest knot, from 5keVnr
to 10keVnr, has been performed to illustrate the effect of ig-
noring the potentially less-reliable data below 10keVnr. As
can be seen in Fig. 2, the greatest change due to the new knot

1 An attempt was made by [32] to measure Leff using the nuclear-recoil band
of XENON10. This data is not considered in our fits, but does provide
an interesting alternative method of determining the relative scintillation
efficiency of Xenon.

positions (5 → 10 keVnr and the additional knot at 75 keVnr)
appears to be the enlargement of the errors in the extrapolated
region for energies below the first knot. However there are
also clear alterations to the interpolation around 75keVnr.

FIG. 2: A fit of a natural cubic spline to data for the relative scin-
tillation efficiency of Xenon, shown as a yellow line, along with the
one sigma contour, shown in blue. The knots used to draw the best-
fit spline are shown as red squares, at positions on the x-axis of 10,
25, 50, 75 and 100 keVnr. The uncertainty on the extrapolation is
reflected in the top and bottom curves of the one sigma blue band.

Changing the knots influences the Leff energy dependence.
In particular, it changes the shape at high and very low energy.
By adding a knot at 75 keVnr, we actually gave some weight
to the single point at (55.2,0.268) which has for effect to drag
the curve up around 50 keVnr. Removing the knot at 5 keVnr
and instead extrapolating also changes the behaviour of Leff
at low energy. In particular, the uncertainties on Leff become
larger below 10 keVnr and notably the constant extrapolation
moves to higher values of Leff.

B. Leff extrapolation

Since there are no data-points below nuclear-recoil energies
of 3keVnr there is a great uncertainty on the energy depen-
dence of Leff at low recoil energies. The empirical behaviour
found in [20] seems to imply that Leff falls down to 0 at low
energy in a way which would be consistent with the spline fit
of Leff at higher energy. However, [23] suggests that based
on the physics of Xenon recoil and an understanding of both
the ionisation yield and scintillation efficiency, Leff should be
constant below 10 keVnr. Such an energy behaviour would be
supported by [33] where it is argued that the drop in the scin-
tillation efficiency observed by [20] could be due to the drop
in sensitivity in the experiment.

Given the lack of data, we will perform an extrapolation
of our curves at low energy as in [1]. I.e. we adopt either a
constant Leff below a certain energy threshold or a drop to 0.
For this latter case, we either extend the spline fit to 1 keVnr
or to 2 keVnr (as in [1]). The uncertainty on the extrapolation

One needs to assume the same Leff as for neutrons

none of them are really consistent and there is no theoretical expression to use for Leff to perform a best fit 
so the solution is to perform a cubic spline interpolation

no 
data
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of fact new data should be published soon). Also we base
our analysis on several assumptions which are explained in
the sections below. However, despite all these limitations, we
could recover the exclusion limit that XENON100 collabora-
tion has obtained and can therefore highlight the large impact
the low energy behaviour of Leff has on the exclusion limit.
Note that in this paper we focus on Leff uncertainties only; the
astrophysical uncertainties will be addressed elsewhere.

In Section II, we recall the spline interpolation to Leff
dataset as well as the extrapolation at low energies and discuss
the robustness of the fit using an extended filter formalism. We
use different types of interpolation and extrapolation (consis-
tent with the 1-sigma contour defined by XENON100 in [1]).
In Section III, we derive the exclusion limit for the mean Leff
interpolation and compute the exclusion limits for more ex-
treme Leff behaviour at low energies. Results are given in IV
and conclusion in V.

II. Leff

The XENON100 experiment aims at detecting dark matter
particles via their elastic scattering interactions with Xenon
nuclei in a two-phase (liquid and gas) time-projection cham-
ber (TPC) detector. A DM signal is then expected to have two
signatures. The first one, referred to as the primary scintilla-
tion signal S1, arises directly from the interaction of a DM par-
ticle with the liquid Xenon and measure the scintillation light
in the liquid detector. The second, referred to as S2, happens
in the upper part of the detector – at the liquid-gas interface –
and measures the scintillation light which results from the drift
of the free electrons that originate from the ionisation of the
Xenon nuclei in the liquid phase after the DM interaction and
which survived the recombination with ionised atoms. Both
signals are measured in photon-electrons units (PE) [19] and
are used to calibrate the detector’s response to nuclear recoil
events and ultimately to determine whether the experiment has
actually detected dark matter events.

The discrimination parameter is defined as

log
�

S2

S1

�
−ERmean.

Events below the threshold of ER = −0.4 in the expected
energy range are considered as potential DM events. The
XENON100 experiment uses the ratio of the two signals S1
and S2 to discriminate between a DM and a background event
so the identification of signal is actually sensitive to the pri-
mary scintillation yield of recoiling Xenon nuclei in the liquid
part of the detector. As the measurement of the absolute scin-
tillation yield is difficult, the quantity that is used by the col-
laboration is the scintillation yield of nuclear recoils relative
to that of 122 keV γ rays from a 60Co source. This is called
the relative scintillation efficiency and is referred to as Leff.

The nuclear-recoil energy threshold Enr (in units of keVnr)
of a signal is then determined by both S1 and Leff according
to the relation,

Enr =
S1

Ly Leff

Ser

Snr
,

where Ly is a normalisation factor for the light-yield of the
122 keV gamma rays and Se, Sn are scintillation quenching
factors for electronic and nuclear recoil respectively, due to
the presence of an electric field (for XENON100, the values
used are Se = 0.58 and Sn = 0.95).

The determination of Ly and Leff are therefore of utmost
importance. While Ly has been measured precisely to Ly =
2.20±0.09 PE

keVee , there is no theoretical prediction for the en-
ergy dependence of Leff. An empirical formula was obtained
in [20, 21] by fitting the data obtained in the same reference,
namely

Leff = qncl qesc qel

with qncl the Lindhard factor (cf [20]), qesc reduction of the
scintillation light yield and qel a quench factor due to bi-
excitonic collisions [22].

Such an empirical fit reproduces the observation that the
Leff data decrease with decreasing energy and is also the as-
sumption made by the XENON100 collaboration in [1] in or-
der to obtain a conservative exclusion limit. Yet there are no
measurement of Leff at low recoil energy. Besides, theoretical
considerations by [23] seem to favour a constant behaviour
of Leff at low energy. This would be consistent with the fit
obtained by the XENON10 collaboration [24].

The XENON100 collaboration’s strategy to incorporate the
uncertainties on Leff is to consider Leff as a nuisance param-
eter and profile out the uncertainties with a Gaussian Likeli-
hood centred on the mean value of Leff, that is the best fit.
Similar assumptions are made for the other parameters which
enter the analysis. Although this seems a robust approach, it
is not very transparent. In particular, one loses the correspon-
dence between the exclusion limit and the uncertainties on Leff
which arise due to a specific spline interpolation of the data
and extrapolation at low energies. Indeed, the 1-sigma con-
tour for Leff does not show on the exclusion curve obtained in
[1] but since these uncertainties are due to the lack of data, one
does expect to be able to keep track of them. In addition, it
is hard to tell whether the final exclusion curve does take into
account possible changes in the knots of the interpolation.

In the following, we therefore adopt a different strategy. We
still use a profile Likelihood analysis but we do not treat Leff
as a nuisance parameter. As a result, we can directly see the
effect of the uncertainties on Leff interpolation and extrapola-
tion on the exclusion limit. We thus obtain several exclusion
limits where the mean should be seen as the exclusion limit
corresponding to the best fit of Leff and where the edges of
the contours correspond to the upper and lower parts of the
Leff 1-sigma bands. Said differently, instead of obtaining one
exclusion curve which would correspond to the best fit given
all the uncertainties in the analysis, we prefer to draw the ex-
clusion curves corresponding to the mean value and 1-sigma
bands of Leff and let the reader marginalise ’by eyes’ the ef-
fect of Leff on the exclusion curve. This approach enables us
to anticipate the effect of a possible change in the physics of
Leff below 3 keVnr.

Recoil energy depends crucially on Leff but lack of data below 3keV
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for moderate variations in the definition of any of the data
quality cuts. These events were observed on January 23,
February 12, and June 3, at 30.2 keVnr, 34.6 keVnr, and
12.1 keVnr, respectively. The event distribution in the
TPC is shown in Fig. 4. Given the background expecta-
tion of (1.8±0.6) events, the observation of 3 events does
not constitute evidence for dark matter, as the chance
probability of the corresponding Poisson process to re-
sult in 3 or more events is 28%.
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FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
σ as function of WIMP mass mχ. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method tak-
ing into account all relevant systematic uncertainties, is shown
as the thick (blue) line together with the expected sensitivity
of this run (yellow/green band). The limits from XENON100
(2010) [7], EDELWEISS (2011) [6], CDMS (2009) [5] (re-
calculated with vesc = 544 km/s, v0 = 220 km/s), CDMS
(2011) [19] and XENON10 (2011) [20] are also shown. Ex-
pectations from CMSSM are indicated at 68% and 95% CL
(shaded gray [21], gray contour [22]), as well as the 90% CL ar-
eas favored by CoGeNT [23] and DAMA (no channeling) [24].

The statistical analysis using the Profile Likelihood
method [17] does not yield a significant signal excess ei-
ther, the p-value of the background-only hypothesis is
31%. A limit on the spin-independent WIMP-nucleon
elastic scattering cross-section σ is calculated where
WIMPs are assumed to be distributed in an isothermal
halo with v0 = 220 km/s, Galactic escape velocity vesc =
(544+64

−46) km/s, and a density of ρ = 0.3GeV/cm3. The
S1 energy resolution, governed by Poisson fluctuations of
the PE generation in the PMTs, is taken into account.
Uncertainties in the energy scale as indicated in Fig. 1,
in the background expectation and in vesc are profiled
out and incorporated into the limit. The resulting 90%
confidence level (CL) limit is shown in Fig. 5 and has
a minimum σ = 7.0 × 10−45 cm2 at a WIMP mass of
m = 50GeV/c2. The impact of Leff data below 3 keVnr

is negligible at m = 10GeV/c2. The sensitivity is the
expected limit in absence of a signal above background
and is also shown in Fig. 5. Due to the presence of
two events around 30 keVnr, the limit at higher m is

weaker than expected. Within the systematic differences
of the methods, this limit is consistent with the one from
the optimum interval analysis, which calculates the limit
based only on events in the WIMP search region. Its
acceptance-corrected exposure, weighted with the spec-
trum of a m = 100GeV/c2 WIMP, is 1471 kg × days.
This result excludes a large fraction of previously unex-
plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [21]. Moreover, the new result challenges
the interpretation of the DAMA [24] and CoGeNT [23]
results as being due to light mass WIMPs.
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One option is to extrapolate the fit of data below 3 keV...but there is some choice!

How come such an uncertainty 
does not translate 

into the exclusion curve?

black curve = exclusion limit; 
yellow/green colour band= what XENON100 expected
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Likelihoodratio test is used in hypothesis testing (signal/background).

Takes care of systematic uncertainties by profiling over the nuisance parameters. 
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The nuclear recoil energy scale is well 
determined down to energies of 3keV.

Below 3 keV extrapolation is used. 

Sensitivity at low masses is only due to 
the energy resolution of the detector.

Dependence of the sensitivity on the 
energy scale below threshold of 8.4 keV.

Xenon100 threshold

Even when an unphysical cut on the 
production of scintillation light below 
measured values is applied, this does not 
affect the result when compared to the 
CoGeNT claim.
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WIMP spectrum is given by

L1 =

K�

j

Poiss(n
j |�jsNs + �jbNb)

×
nj�

i=1

�jsNsfs(S1i) + �jbNbfb(S1i)

�jsNs + �jbNb

(20)

where fs is given by Equation 17. In accordance with

both observation and Monte Carlo simulations, the elec-

tronic recoil background spectrum fb is assumed to be

flat in energy [36].

Collecting all the likelihood terms together, the full

likelihood function reads

L =

K�

j=1

Poiss(n
j |�jsNs + �jbNb)

×
nj�

i=1

�jsNsfs(S1) + �jbNbfb(S1)

�jsNs + �jbNb

×Poiss(m
j
b|�

j
bMb)× Poiss(m

j
s|�jsMs)

×e
−(t−tobs)2/2 × fv(vobs|vesc). (21)

Differentiating logL with respect to the expected num-

ber of signal events Ns and with respect to �js, �
j
b, we find

the following relations between the MLEs:

N ≡ N̂s + N̂b =

K�

j=1

n
j

(22)

(Ns +Ms)�̂
j
s + (Nb +Mb)�̂

j
b = n

j
+m

j
s +m

j
b. (23)

These relations prove useful in the minimization of the

likelihood.

V. WIMP EXCLUSION

To assess the statistical power of the experiment, the

exclusion sensitivity can be calculated even before ana-

lyzing the actual data. The sensitivity of the experiment

is the limit that can be expected for given exposure and

experimental conditions. The test statistic qσ is obtained

by plugging the likelihood (Equation 21) into equations 2

and 3. To verify the validity of Wilks’ theorem, we gen-

erate a signal for a given WIMP mass and add it to a

background simulation. The resulting test statistic dis-

tribution f(qσ|Hσ) for a 5GeV/c2 WIMP is shown in

Figure 5 (thick red histogram). One can clearly see that

the distribution is well approximated by a chi-square dis-

tribution. This allows to estimate ps analytically.

To estimate the exclusion sensitivity, background-only

experiments are simulated, based on a Poisson distribu-

tion with the expectation of 22 events as observed in [8].

The test statistic distribution f(qσ|H0) is shown as the

thin (blue) curve in Figure 5. The sensitivity is defined
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FIG. 5: The probability density functions f(qσ|Hσ) (thick red

histogram) and f(qσ|H0) (thin blue histogram) for a WIMP

with mχ = 5GeV/c
2
and σ = σup

. One can clearly see the

distribution is well approximated by a chi-square distribution

(dashed red line). The median value of f(qσ|H0) is indicated

together with the test statistic q
obs
σ observed in data.

as the median med[qσ] of f(qσ|H0), also indicated in

the figure. One can see that a large fraction of exper-

iments under the background-only hypothesis (thin blue

histogram) result in a test statistic qσ that is similar to

or even more signal-like (the area to the left of qobsσ ) than

that of experiments with a signal (thick red histogram).

Figure 6 shows the sensitivity as its 1σ (dark shaded) and

2σ (light shaded) bands. For completeness of the statis-

tical analysis we note that the p-value of the background-

only hypothesis is 50% as there are less events than ex-

pected, σ̂ < 0 and q0 = 0.

To derive the upper bound on the WIMP cross-section

as function of WIMP mass, we solve Equation 7 for the

cross-section σ = σup(mχ) that satisfies p
�
s = 10% (see

Section II). The test statistic q
obs
σ actually observed in

data is shown in Figure 5, and the actual limit is shown

in Figure 6. This limit has a minimum of σup = 2.4 ×
10−44 cm2 at mχ ∼ 50GeV/c2.

Two major advantages of the method presented here

manifest themselves when comparing this new limit to

the conventionally calculated one previously published

in [8]. In the high WIMP mass region, the limit obtained

here is stronger by about 20%-30%. This simply reflects

the fact that in [8], only half of the available parame-

ter space (50% nuclear recoil acceptance) was defined a

priori as the signal acceptance region. In contrast, the

current analysis considers the full available discrimina-

tion parameter space, also taking the background in each

band j into account. Since there are no events observed

in the data even in the 1σ region above the nuclear recoil

median (see Figure 3 in [8]), the limit improves accord-

ingly.

The second major difference between these two analy-

ses appears in the low WIMP mass region, which is most

arXiv:1203.6823
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FIG. 7: The XENON100 exclusion curve using the best-fit cubic-
spline for Leff from figure 1, shown in red, with logarithmic extrap-
olation below 3keV to Leff = 0 at 1keV, along with the one sigma
systematic uncertainty due to Leff from the fit of figure 1, in blue, and
the one sigma uncertainty from the fit of figure 2, in yellow. Note that
all exclusion curves have a natural uncertainty of log10 σ = ±0.02.
Also shown are the best-fit CoGeNT [2] and DAMA [35] regions, for
comparison.

uncertainty in fitting the χ2 distribution to the pdfs of qσ, but
also the flexibility in the actual method of dataset simulation,
and the overlap of background and signal regions on the S1-S2
plane (as discussed in section III B 3).

B. Discussion and Implications

The relative size of the variation of the XENON100 exclu-
sion curve with Leff at low masses compared to that at high
masses, can be understood in terms of the WIMP recoil spec-
trum, an example of which is shown in figure 9, and equations
(4) to (6).

The equation for dR
dn (4) has two terms in the integrand: the

WIMP recoil spectrum dR
dE and a Poisson distribution. The

Poisson term is peaked at a particular value of energy, which
increases for larger numbers of photoelectrons n. Hence for
a certain value of n, there will be a region along the energy
axis, of dR

dE , which contributes most to the integral. By chang-
ing the functional form of Leff, the value of the nuclear recoil
energy at which the Poisson distribution peaks will change
(by approximately 1keVnr for the different parameterisations
considered here). Hence for a particular value of n, the inte-
gral of equation (4) will now receive dominant contributions
from different areas of dR

dE along the energy axis, when Leff is
altered.

To explain the different variation in the final exclusion
curve due to Leff seen at large and small WIMP masses, one
must compare recoil spectra. For low masses, the recoil spec-
trum changes rapidly at low energies (see e.g. figure 9), be-
fore falling off at a few keVnr. However, at larger masses, the

FIG. 8: The XENON100 exclusion curve as shown above with also
the expectation if Leff has a sharp cut-off below 10 keV. The red plain
curve uses the mean fit spline for Leff from Fig. 1, with logarith-
mic extrapolation below 3keV to Leff = 0 at 1keV; the blue dotted
curve has been calculated using the bottom Leff curve of the 1-sigma
contour in Fig. 2, with logarithmic extrapolation below 10keV to
Leff = 0 at 2keV, and the green dashed line represents the exclusion
curve associated with a Leff function, using the same spline as for the
blue dotted curve, but with a sharp cut-off to Leff = 0 below 10 keV.
Also shown are the best-fit CoGeNT [2] and DAMA [35] regions, for
comparison.

FIG. 9: The recoil spectrum for a WIMP of mass 5GeV and cross-
section of σN = 10−39cm2. From zero to 2.5keVnr the differential
reaction rate dR

dE changes by many orders of magnitude.

spectrum is largely constant until much higher energies be-
fore falling off; in the case of mχ = 500GeV the cut-off is at
approximately 100keVnr. Clearly, the greatest change of dR

dn
with Leff will be seen for values of n where the Poisson term
of equation (4) is peaked at recoil energies where dR

dE varies
most rapidly. Since the peak of the Poisson in energy is at
larger values for higher n, the largest variation in dR

dn will be
seen for higher masses at high n, while for lower masses it

Same Likelihood but without 
the parameterisation for Leff

The importance of measuring Leff at low Enr

flat Leff

3

A. Leff interpolation

To overcome the lack of knowledge about the low energy
behaviour of Leff, it was suggested by the XENON100 collab-
oration to perform an interpolation of the Chepel et al. [25],
Manzur et al. [20], Plante et al. [26] and Aprile et al. [27] Leff
data sets and perform an extrapolation below 3 keVnr. Since
older data sets (e.g. [28], [29],[30],[31]) were disregarded in
[1], we will only consider them to understand their impact on
the Leff interpolation1.

Like in [1], we perform a cubic spline interpolation to the
four datasets previously mentioned and use five knots, placed
at recoil energies of 5,10,25,50 and 100 keVnr respectively.
The best-fit cubic spline is found by freely varying the y-axis
positions of these knots, while minimising the least-squares
χ2 goodness-of-fit parameter between the interpolated spline
and the data (see [33] for a good discussion of the methodol-
ogy). The result is shown in figure 1, along with the one sigma
contour, obtained by looking for the maximum and minimum
y-axis positions of the knots which satisfy χ2 < χ2

min +5.89.

FIG. 1: A fit of a natural cubic spline to data for the relative scin-
tillation efficiency of Xenon, shown as a yellow line, along with the
one sigma contour, shown in blue. The fit uses five knots, shown as
red squares, at fixed positions on the x-axis of 5,10,25,50 and 100
keVnr. The uncertainty on the extrapolation is reflected in the top and
bottom curves of the one sigma blue band. Note that recoil energy
refers specifically to nuclear-recoils here.

The choice of the x-positions of these five knots being
somewhat arbitrary, we now perform another cubic spline in-
terpolation where we place the knots at 10, 25, 50, 75 and
100 keVnr. The translation of the lowest knot, from 5keVnr
to 10keVnr, has been performed to illustrate the effect of ig-
noring the potentially less-reliable data below 10keVnr. As
can be seen in Fig. 2, the greatest change due to the new knot

1 An attempt was made by [32] to measure Leff using the nuclear-recoil band
of XENON10. This data is not considered in our fits, but does provide
an interesting alternative method of determining the relative scintillation
efficiency of Xenon.

positions (5 → 10 keVnr and the additional knot at 75 keVnr)
appears to be the enlargement of the errors in the extrapolated
region for energies below the first knot. However there are
also clear alterations to the interpolation around 75keVnr.

FIG. 2: A fit of a natural cubic spline to data for the relative scin-
tillation efficiency of Xenon, shown as a yellow line, along with the
one sigma contour, shown in blue. The knots used to draw the best-
fit spline are shown as red squares, at positions on the x-axis of 10,
25, 50, 75 and 100 keVnr. The uncertainty on the extrapolation is
reflected in the top and bottom curves of the one sigma blue band.

Changing the knots influences the Leff energy dependence.
In particular, it changes the shape at high and very low energy.
By adding a knot at 75 keVnr, we actually gave some weight
to the single point at (55.2,0.268) which has for effect to drag
the curve up around 50 keVnr. Removing the knot at 5 keVnr
and instead extrapolating also changes the behaviour of Leff
at low energy. In particular, the uncertainties on Leff become
larger below 10 keVnr and notably the constant extrapolation
moves to higher values of Leff.

B. Leff extrapolation

Since there are no data-points below nuclear-recoil energies
of 3keVnr there is a great uncertainty on the energy depen-
dence of Leff at low recoil energies. The empirical behaviour
found in [20] seems to imply that Leff falls down to 0 at low
energy in a way which would be consistent with the spline fit
of Leff at higher energy. However, [23] suggests that based
on the physics of Xenon recoil and an understanding of both
the ionisation yield and scintillation efficiency, Leff should be
constant below 10 keVnr. Such an energy behaviour would be
supported by [33] where it is argued that the drop in the scin-
tillation efficiency observed by [20] could be due to the drop
in sensitivity in the experiment.

Given the lack of data, we will perform an extrapolation
of our curves at low energy as in [1]. I.e. we adopt either a
constant Leff below a certain energy threshold or a drop to 0.
For this latter case, we either extend the spline fit to 1 keVnr
or to 2 keVnr (as in [1]). The uncertainty on the extrapolation
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is reflected in the top and bottom curves of the one sigma blue
band in both Figs.1 and 2. Finally, we also try a sharp cut-off
of Leff at low energy for the bottom curve of Fig.2 in order to
obtain the most conservative limit.

C. Robustness of the fit

Figures 1 and 2 show that even with slight modifications in
the fitting procedure, the results for Leff as a function of recoil
energy can change significantly. In order to check the quality
of a certain fit to the data, we employ the extended critical fil-
ter formalism presented in [34]. This formalism finds a fit to a
noisy data set by making use of the error statistics of the data
points as well as a Gaussian prior probability distribution for
the underlying curve. It is taking into account the possibility
of outliers in the data, i.e. data points with significantly under-
estimated error bars. This seems to be beneficial in the case
of the Leff measurements due to the wide spread and apparent
inconsistency of the different data sets.

Here, we feed the algorithm with different Leff-curves as
mean for the Gaussian prior. If the prior mean is already a
sufficiently good fit to the data set, the result of the extended
critical filter procedure will not deviate from it. If, on the
other hand, the result of the data filtering differs from the prior
mean input, it is a sign that the data prefer a different curve,
even though the possibility of individual data points being out-
liers is accounted for. These outliers are accounted for in the
algorithm by the inclusion of a correction factor for the er-
ror bar of each data point (see [34] for all technical details).
By narrowing the prior probability distribution for these cor-
rection factors, we can force the algorithm to take each data
point more seriously and thus find out which of the fits is most
consistent with the data.

In this way, we study the quality of the two cubic spline
fits shown in Figs. 1 and 2, as well as the Leff-curves given
by the upper and lower one-sigma contours (i.e. the edges of
the blue-shaded regions in Figs. 1 and 2). Using a reasonably
wide prior for the error bar correction factors, we find that
all of these curves are consistent with the data, except the top
edge of the one-sigma region in Fig. 1. The exclusion of this
one curve might, however, well be due to its behavior at large
recoil energies and is likely not to be related to the extrapola-
tion at lowest energies since the top one-sigma curve in Fig. 2
is not excluded although it is a more extreme extrapolation.
Note also that the behavior at recoil energies below 3 keVnr
is not constrained by this analysis.

When narrowing the prior for the error bar correction fac-
tors to more and more extreme shapes, more curves are suc-
cessively excluded. It can thus be determined that the central
fit in Fig. 1 is the most consistent one with the data. The mul-
titude of Leff-curves that is consistent with the present data,
however, clearly underlines the importance of studying their
influence on the resulting exclusion curve. In fact, yet an-
other fit can be obtained by using a constant curve as prior
mean for the extended critical filter and narrowing the prior
for the error bar correction factors until deviations from this
constant become significant. The resulting curve is shown in

Fig. 3, along with the one-sigma contours of the two spline-
fits shown in Figs. 1 and 2.

FIG. 3: Reconstruction of the calibration curve when using the ex-
tended critical filter with a constant prior mean (corresponding to the
mean of all data points), shown as a yellow line, along with the one
sigma contours around the fits of Figs. 1 and 2.

III. EXCLUSION LIMIT

Now that we have determined the uncertainties on Leff, we
can compute the counting rate of dark matter events expected
in the XENON100 detector and deduce an exclusion limit for
a given Leff. For this purpose, we use a profile Likelihood ratio
method and compute p-values for the signal and background,
as done in [1] after randomly simulating 10000 ’mock’ data
sets based on the XENON100 data published in [1].

A. Counting rate

The recoil rate (per nucleus) is parameterised in the stan-
dard form of [35],

dR
dE

=
σ(q)
2mµ2 ρη(E, t), (1)

where σ is the WIMP-nucleus cross-section, q =
√

2mNE
is the nuclear recoil momentum (with mN being the nucleus
mass), m is the WIMP mass, µ is the WIMP-nucleus reduced
mass, ρ is the local WIMP density and η(E, t) is the WIMP
mean speed, given by the expression

η(E, t) =
� ∞

vmin(E)

f (v,ue(t))
v

d3v . (2)

In the above integral, ue(t) is the relative velocity between the
Earth-based detector and the WIMPs, with time-dependence
arising from the motion of the Earth around the Sun, and
vmin(E) is the minimum velocity for a WIMP producing a
nuclear-recoil of energy E. Any astrophysical uncertainties,
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ror bar of each data point (see [34] for all technical details).
By narrowing the prior probability distribution for these cor-
rection factors, we can force the algorithm to take each data
point more seriously and thus find out which of the fits is most
consistent with the data.

In this way, we study the quality of the two cubic spline
fits shown in Figs. 1 and 2, as well as the Leff-curves given
by the upper and lower one-sigma contours (i.e. the edges of
the blue-shaded regions in Figs. 1 and 2). Using a reasonably
wide prior for the error bar correction factors, we find that
all of these curves are consistent with the data, except the top
edge of the one-sigma region in Fig. 1. The exclusion of this
one curve might, however, well be due to its behavior at large
recoil energies and is likely not to be related to the extrapola-
tion at lowest energies since the top one-sigma curve in Fig. 2
is not excluded although it is a more extreme extrapolation.
Note also that the behavior at recoil energies below 3 keVnr
is not constrained by this analysis.

When narrowing the prior for the error bar correction fac-
tors to more and more extreme shapes, more curves are suc-
cessively excluded. It can thus be determined that the central
fit in Fig. 1 is the most consistent one with the data. The mul-
titude of Leff-curves that is consistent with the present data,
however, clearly underlines the importance of studying their
influence on the resulting exclusion curve. In fact, yet an-
other fit can be obtained by using a constant curve as prior
mean for the extended critical filter and narrowing the prior
for the error bar correction factors until deviations from this
constant become significant. The resulting curve is shown in

Fig. 3, along with the one-sigma contours of the two spline-
fits shown in Figs. 1 and 2.

FIG. 3: Reconstruction of the calibration curve when using the ex-
tended critical filter with a constant prior mean (corresponding to the
mean of all data points), shown as a yellow line, along with the one
sigma contours around the fits of Figs. 1 and 2.

III. EXCLUSION LIMIT

Now that we have determined the uncertainties on Leff, we
can compute the counting rate of dark matter events expected
in the XENON100 detector and deduce an exclusion limit for
a given Leff. For this purpose, we use a profile Likelihood ratio
method and compute p-values for the signal and background,
as done in [1] after randomly simulating 10000 ’mock’ data
sets based on the XENON100 data published in [1].

A. Counting rate

The recoil rate (per nucleus) is parameterised in the stan-
dard form of [35],

dR
dE

=
σ(q)
2mµ2 ρη(E, t), (1)

where σ is the WIMP-nucleus cross-section, q =
√

2mNE
is the nuclear recoil momentum (with mN being the nucleus
mass), m is the WIMP mass, µ is the WIMP-nucleus reduced
mass, ρ is the local WIMP density and η(E, t) is the WIMP
mean speed, given by the expression

η(E, t) =
� ∞

vmin(E)

f (v,ue(t))
v

d3v . (2)

In the above integral, ue(t) is the relative velocity between the
Earth-based detector and the WIMPs, with time-dependence
arising from the motion of the Earth around the Sun, and
vmin(E) is the minimum velocity for a WIMP producing a
nuclear-recoil of energy E. Any astrophysical uncertainties,
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tained in the calibration data obtained by the XENON100 ex-
periment, who used a 60Co source for samples of electronic
recoils and an 241AmBe source for nuclear recoils.

In practice this calibration data is binned and normalised,
to give a pdf for signal and background events, shown in fig-
ure 4. Given a desired number of signal (nuclear-recoil) and
background (electronic-recoil) events, a simple Monte Carlo
algorithm can be used to generate simulated datasets.

FIG. 4: Contour plots of calibration data on the S1-S2 plane, showing
the distribution of nuclear recoils in red and electronic recoils in blue.

It is possible to extend the simulation algorithm further, and
improve the accuracy of the simulated datasets, by incorporat-
ing information about the WIMP energy spectrum, equation
(6), into the determination of the nuclear-recoil data-points3.
However, since there are very few candidate signal points seen
in the data, and to avoid possible problems with bias, this ex-
tension has not been incorporated into the current analysis.
Even so, the uncertainty in exactly how to simulate datasets
most accurately will contribute a source of uncertainty to the
final exclusion curve.

The above method was used to generate 10000 simulated
datasets, with an expected number of 2 signal events (nuclear-
recoils) and 534 background events (electronic-recoils), be-
tween S1 = 4 and S1 = 20, as seen in the data obtained by
the run of the XENON100 experiment [1] after 100 live days
of data-taking 4. In addition to these ’signal + background’
datasets, so-called ’background-only’ datasets were gener-
ated, with an expected number of 536 background events and
no signal events.

3 Such an extension is not necessary for the background points, as electronic
recoils have been shown to have a flat spectrum at the energies considered
here [19]

4 As an aside, by extending the S1 region down to zero, discrimination be-
tween signal and background points would be easier in principle, due to
the clear difference in shape between the probability contours of nuclear
and electronic recoils at low S1, as seen in figure 4. However the increase
in sensitivity is granted at the cost of greater susceptibility to systematics,
especially the Leff uncertainty.

A plot of one such signal+background simulated dataset is
shown in figure 5. The analysis itself is blind to whether a
point was generated as a nuclear or electronic recoil, how-
ever the fitting of the cross-section is more sensitive to the
lower bands, where fewer background events are expected.
Due to the abundance of electronic-recoil events compared to
nuclear-recoils, determining which points are due to which is
a difficult challenge, and so a clearer discrimination between
signal and background only arises statistically when consider-
ing many such datasets, motivating the choice of a confidence
limit other than 100% for the XENON100 limit. Hence, even
with high statistics, the ability of the analytical tools to dis-
criminate signal from background is limited, contributing a
natural source of error to any determination of the best-fit val-
ues of the cross-section and number of background events,
and so ultimately to the final exclusion curve.

FIG. 5: An example of a simulated dataset, with two nuclear-recoil
(signal) events, shown in red. The rest of the points are electronic-
recoil (background), shown in blue. The black lines divide the S1-S2
plane into the bands used for the analysis.

Values of qσ were calculated for each dataset under the
prescription of section III B. The signal+background and
background-only qσ values were then binned separately into
two normalised histograms (for each value of cross-section
and WIMP mass), to give the pdfs f (qσ,Hσ) and f (qσ,H0)
respectively. In this way, the signal+background datasets rep-
resent the signal hypothesis Hσ, as they are generated under
the assumption that the two candidates-signal events seen in
the XENON100 data are in fact due to nuclear recoils. Con-
versely the background-only datasets take these points to be
due to background electronic-recoils, thereby coming under
the background hypothesis.

An example of f (qσ,Hσ), for a specific WIMP mass and
cross-section, is shown in figure 6. Note that, due to Wilks’
theorem one expects the pdf to approach a χ2 distribution as
the number of sampled datasets increases, a trend which is
indeed observed. Each pdf is fitted with an analytical χ2 func-
tion, to speed up computation and to avoid susceptibility to
statistical fluctuations at higher values of qσ. The value of σ
which satisfies equation (13) is sensitive to this fit, for both

We proposed a new analysis bases 
on pixel discretisation of the data 

instead of using bands in order to be 
sensitive to the DM signature
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We obtained a new limit using the 2011 data which is in fact 
competitive with the XENON100 limit based on the 2012 data!
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FIG. 7: The XENON100 exclusion curve using the best-fit cubic-
spline for Leff from figure 1, shown in red, with logarithmic extrap-
olation below 3keV to Leff = 0 at 1keV, along with the one sigma
systematic uncertainty due to Leff from the fit of figure 1, in blue, and
the one sigma uncertainty from the fit of figure 2, in yellow. Note that
all exclusion curves have a natural uncertainty of log10 σ = ±0.02.
Also shown are the best-fit CoGeNT [2] and DAMA [35] regions, for
comparison.

uncertainty in fitting the χ2 distribution to the pdfs of qσ, but
also the flexibility in the actual method of dataset simulation,
and the overlap of background and signal regions on the S1-S2
plane (as discussed in section III B 3).

B. Discussion and Implications

The relative size of the variation of the XENON100 exclu-
sion curve with Leff at low masses compared to that at high
masses, can be understood in terms of the WIMP recoil spec-
trum, an example of which is shown in figure 9, and equations
(4) to (6).

The equation for dR
dn (4) has two terms in the integrand: the

WIMP recoil spectrum dR
dE and a Poisson distribution. The

Poisson term is peaked at a particular value of energy, which
increases for larger numbers of photoelectrons n. Hence for
a certain value of n, there will be a region along the energy
axis, of dR

dE , which contributes most to the integral. By chang-
ing the functional form of Leff, the value of the nuclear recoil
energy at which the Poisson distribution peaks will change
(by approximately 1keVnr for the different parameterisations
considered here). Hence for a particular value of n, the inte-
gral of equation (4) will now receive dominant contributions
from different areas of dR

dE along the energy axis, when Leff is
altered.

To explain the different variation in the final exclusion
curve due to Leff seen at large and small WIMP masses, one
must compare recoil spectra. For low masses, the recoil spec-
trum changes rapidly at low energies (see e.g. figure 9), be-
fore falling off at a few keVnr. However, at larger masses, the

FIG. 8: The XENON100 exclusion curve as shown above with also
the expectation if Leff has a sharp cut-off below 10 keV. The red plain
curve uses the mean fit spline for Leff from Fig. 1, with logarith-
mic extrapolation below 3keV to Leff = 0 at 1keV; the blue dotted
curve has been calculated using the bottom Leff curve of the 1-sigma
contour in Fig. 2, with logarithmic extrapolation below 10keV to
Leff = 0 at 2keV, and the green dashed line represents the exclusion
curve associated with a Leff function, using the same spline as for the
blue dotted curve, but with a sharp cut-off to Leff = 0 below 10 keV.
Also shown are the best-fit CoGeNT [2] and DAMA [35] regions, for
comparison.

FIG. 9: The recoil spectrum for a WIMP of mass 5GeV and cross-
section of σN = 10−39cm2. From zero to 2.5keVnr the differential
reaction rate dR

dE changes by many orders of magnitude.

spectrum is largely constant until much higher energies be-
fore falling off; in the case of mχ = 500GeV the cut-off is at
approximately 100keVnr. Clearly, the greatest change of dR

dn
with Leff will be seen for values of n where the Poisson term
of equation (4) is peaked at recoil energies where dR

dE varies
most rapidly. Since the peak of the Poisson in energy is at
larger values for higher n, the largest variation in dR

dn will be
seen for higher masses at high n, while for lower masses it
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mχ0
1

ξ �σv�×1027 BRττ̄ BRbb̄ BRss̄ R

[GeV] [cm3s−1]

0.976 0.373 0.209 0 0 0.997 0
2.409 1.00 0.297 0.964 0 0.026 0.040
3.342 0.935 0.345 0.972 0 0.018 0.044
4.885 0.465 3.298 0.0970 0.901 0.0016 0.041
5.626 0.376 5.389 0.0698 0.929 0.0011 0.040
6.551 0.528 3.547 0.0618 0.937 0 0.046
7.101 0.689 2.425 0.0586 0.940 0 0.050
8.513 0.829 2.161 0.0416 0.958 0 0.055
9.274 0.827 2.497 0.0533 0.946 0 0.060
10.27 0.906 2.323 0.0634 0.935 0 0.063
11.50 0.960 2.575 0.0611 0.937 0 0.074
12.74 0.955 3.224 0.102 0.897 0 0.088
13.51 0.558 9.571 0.0781 0.921 0 0.085
14.48 0.147 148.4 0.0748 0.924 0 0.088

TABLE I: Benchmark points: main characteristics and ratio of the
dark radio emissivity at 330MHz to observation (R).

FIG. 9: Spin independent cross section versus the neutralino mass.
In red are the points which over predict the gamma ray flux in dSph.

section is smaller than the latest XENON100 limit while the
XENON100 limits exclude points where the gamma ray flux
in dSph is not yet accessible by the Fermi searches. In the
framework of the NMSSM, this complementarity is directly
connected to the light Higgs spectrum as discussed in the next
subsection.

If we now remove the points which do not have the cor-
rect abundance today and exclude the points which pro-
duce too many gamma rays in Draco and non observed
events in XENON100 (see Fig.10, lower panel), we ob-
tain that, statistically, light neutralinos are likely to produce
[10−14,10−10] γ/cm2/s and have a spin independent cross sec-
tion of [10−48,10−44] cm2.

FIG. 10: Correlation between the gamma ray flux and spin inde-
pendent cross section of NMSSM neutralinos. Top: all points are
included. The yellow points correspond to scenarios with a too large
spin independent cross section. The dashed line corresponds to the
Fermi limit for the Draco dSph. Bottom: all points overpredicting
the gamma ray flux or with a too large spin independent cross sec-
tion and which do not completely explain the dark matter today have
been removed.

We have also computed the gamma ray flux for points
which are in the region favoured by the CoGeNT experiment
[1]. All these points lie in the region excluded by Xenon100.
However, since CoGeNT claims detection at 2 σ of an annual
modulation signal [42], it is worth investigating the astrophys-
ical limits for such candidates.

Since we have demonstrated that indirect and direct detec-
tion experiments were probing different regions of the param-
eter space and these candidates are within XENON100 sen-
sitivity, we do not expect that they produce large gamma ray
and cosmic ray fluxes. However, to check this statement, we
shall consider three benchmark points (cf Table II).

For these points, we found ξ2 σv/m2
χ ≤ 6 ×

10−31cm3s−1GeV−2 which is one or two orders of magnitude
below the Draco limit in section III A. Hence, it seems that
NMSSM neutralinos in the CoGeNT region are not excluded

mean value of Leff (with extrapolated fit but not necessarily physical Leff)

XENON10 may probe to be 
useful (cf  R. Essig)

Light candidates 
interact weakly
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Standard model parameter Mean value Experimental uncertainty
mt 172.9 GeV 1.5

mb(mb)
MS 4.19 GeV +0.18

−0.06
αs(mZ)MS 0.1184 0.0007

α−1
EM(mZ)MS 127.916 0.015

TABLE III. Constraints used to calculate likelihoods for standard
model parameters, from Ref. [19].

initial point in parameter space is randomly chosen. Follow-
ing this steps in the random walk are taken along randomly se-
lected directions in the parameters space and an initial “burn-
in” phase is used to adjust the magnitude of the proposed step
size for each direction to optimise the exploration of the pa-
rameter space, this is periodically adjusted during “burn-in” to
ensure that the parameter space is covered as fully as possible.
The directions in which steps are taken were generated from
the eigenvectors of the covariance matrix found in preliminary
scans. The “burn-in” phase also ensures that the chain has al-
ready converged towards a high likelihood before points are
recorded. The total likelihood function is formed by the prod-
uct of partial likelihoods for each observable in Table II. As in
Ref. [27] we use a Gaussian distribution for observables with
a preferred value

F2(x,µ,σ) = e−
(x−µ)2

2σ2 , (1)

where µ is the preferred value of the observable and σ is the
tolerance. For observables with only an upper or lower limit a
distribution of the form,

F3(x,µ,σ) =
1

1+ e−
(x−µ)

σ
, (2)

is used. Here σ is positive for lower bounds and negative for
upper bounds. For the relic abundance, the masses of the spar-
ticles and the Higgs masses, the partial likelihood is either one
or zero as no uncertainties are included.

Uncertainties in standard model parameters were in-
cluded in the form of nuisance parameters which are then
marginalised as part of the random walk. The mean values
and uncertainties of the nuisance parameters are shown in Ta-
ble III.

A. Scan A: results for scenarios with mχ̃0
1
< 100 GeV

Previous supersymmetric parameter scans either looked for
scenarios with the correct relic density (e.g. [28–35]) or re-
laxed the constraint on the relic density, allowing for very
small ΩFOh2, and did not assume the presence of regenera-
tion mechanism [27, 36]. In this paper we will both relax the
lower bound on the relic density and assume that the freeze-
in mechanism can regenerate the relic density to the observed
value.

In FIG. 1, we show the relic density versus DM mass for
candidates found by the MCMC. In most scenarios more than

FIG. 1. Plot of ΩFOh2 against mχ̃0
1
. The colour coding represents

the process with the largest contribution to the neutralino annihila-
tion rate, which determines the freeze-out relic abundance. Green
points correspond to resonant annihilation via Z, red points to res-
onant annihilation via the light Higgs boson (h0), orange points to
resonant annihilation via the pseudo-scalar Higgs (A0), blue points to
stau co-annihilation or annihilation via stau exchange, violet points
to chargino co-annihilations or chargino exchange, black points to
squark co-annihilation (all squark flavours).

one process will contribute to the freeze-out relic abundance
but in FIG. 1 the largest single contribution to the annihilation
rate, which in the majority of scenarios dominates the others,
is indicated. In all of the following plots the points found by
the random walk are plotted as semi-transparent dots, faint re-
gions therefore correspond to a low density of points while
regions of strong colour correspond to denser regions. As
expected there are two visible resonance regions [6], corre-
sponding to Z gauge boson and light CP-even Higgs (h0) s-
channel resonances. In addition there are the usual points
corresponding to heavier neutralinos that can annihilate via
s-channel exchange of the CP-odd Higgs (A0) [31], as is well
known from traditional freeze-out scenarios. These points ap-
pear as a smeared out region due to the large variation in the
value of mA0 .

In addition to the s-channel processes the well known t-
channel exchange and co-annihilations processes involving
charginos, staus and squarks are also found by the MCMC.
It is likely that the majority of the points corresponding to
squark exchange and co-annihilation will be excluded by the
LHC or Tevatron. However, we still include these points as
our focus here is to examine the effect of regeneration and the
resulting DM detection constraints on the possible regions of
the parameter space.

The composition of the neutralino LSP in terms of the weak
eigenstates, the Bino, Higgsinos and Wino differs slightly for
the various regions displayed in FIG. 1.

For the Z and h0 resonance regions the neutralino is mostly
Bino with a small Higgsino component. As is well known,
(see for example [37, 38]), the size of the Higgsino compo-
nent will play a central role in determining the cross section
for DM annihilations via s-channel Z and h0. This Higgsino
component will also lead to the dominant contributions to the
spin-independent elastic scattering cross section in direct de-
tection experiments, where the main process is the t-channel
exchange of a Higgs. This connection is important for what

4

FIG. 2. Plot of ΩFOh2 against mχ̃0
1
. Colour coded for the process with

the largest contribution to the total neutralino annihilation rate, which
determines the freeze-out relic abundance. Red points correspond to
chargino co-annihilation, green points to annihilation via chargino
t-channel exchange, blue points to annihilation via s-channel Higgs
(roughly speaking the blue points above the green band correspond
to annihilation via an s-channel h0 into tt̄ and bb̄, the few below are
s-channel annihilation via A0), yellow points correspond to a either
squark co-annihilation or gluino-gluino annihilations (the latter in
the case where the gluino is approximately mass degenerate with the
neutralino DM and its freeze-out sets the neutralino relic abundance).

follows in the later sections.
In the cases where t-channel exchange and co-annihilation

processes, involving light SUSY squarks and sleptons, domi-
nate the freeze-out dynamics, the neutralino can have a much
smaller Higgsino component. This is because, in contrast to
the s-channel annihilation processes, the t-channel annihila-
tion and co-annihilation diagrams can occur for pure Bino
neutralinos.

B. Scan B: results for scenarios with mχ̃0
1
> 100 GeV

In the case of neutralinos heavier than 100 GeV, one does
not expect any resonance structure in the (mχ̃0

1
,ΩFOh2) plane

since there are no fixed mass neutral particles (such as the
light CP-even Higgs3 or Z boson) that can be produced in an s-
channel resonance. Instead resonant annihilation through A0

will appear over a range of different neutralino masses. Non-
resonant annihilation via the h0 and Z bosons can still produce
a large enough cross section to reduce the relic abundance
for masses above 200 GeV. Chargino or squark t-channel ex-
change and co-annihilations also lead to an enhanced cross
section but this does not appear as a fixed mass resonance. As
a result, we find a smooth homogeneous distribution of points
in the (mχ̃0

1
,ΩFOh2) plane, as shown in FIG. 2.

The most visible trend in FIG. 2 is that the minimum relic
abundance found by the MCMC increases quadratically as a
function of mass. This dependence of the relic abundance on
the mass of the neutralino DM arises due to the fact that the

3 Although the h0 mass is not fixed, it is restricted to a narrow range in the
MSSM.

relic abundance scales as the inverse of the thermally averaged
cross section, which in turn scales approximately as the in-
verse of the neutralino mass squared. As a result the minimum
relic abundance will increase quadratically with the mass of
the neutralino. Co-annihilation with light stops is expected
to add a few more points (below the “quadratic” limit) when
there is a large fine-tuning between the neutralino and the stop
mass. However, the stop and neutralino self-annihilation cross
sections both decrease with the mass of these particles and an
increase in the fine tuning becomes less and less effective in
compensating for the lack of efficiency of the co-annihilation
process when the neutralino mass increases. Besides, these
points become more difficult to find by the MCMC as they
require smaller variance (i.e. more dedicated searches).

The compositions of the higher mass neutralinos is more
varied than the lower mass states. For example, in points
whose freeze-out annihilation rate is dominated by chargino
co-annihilation and t-channel chargino exchange the neu-
tralino DM can be mostly Wino. For points whose freeze-out
annihilation is dominated by s-channel Higgs processes, the
Higgsino component of these neutralinos can be much larger
(even dominating the composition) than that for neutralino
DM with masses below 100 GeV.

III. DM REGENERATION IN THE LIGHT OF FERMI-LAT
AND XENON100 LIMITS

To examine the impact of a possible regeneration mecha-
nism we apply limits arising in direct and indirect detection
experiments to the points found by the MCMC. We do so in
two cases. The first where there is no regeneration and the
DM density is set by the value determined by freeze-out. The
second where regeneration of the DM density has taken place
after freeze-out and has been regenerated to the WMAP ob-
served value. The limits for direct and indirect detection are
applied as 95% confidence level exclusions to the points found
by the MCMC after the scans have completed rather than in-
cluding these limits in the likelihood calculations. This allows
the two scenarios to be compared directly using the same set
of points.

We look at the effect of regeneration in the planes
(σSI,mχ̃0

1
), (σSI,ΩFOh2), (ΦPP,mχ̃0

1
) and (ΦPP,σSI), where σSI

is the spin-independent elastic scattering rate, ΩFOh2 is the
relic abundance generated by freeze-out only and ΦPP, which
encodes the “particle physics input” to the total flux of gamma
rays from annihilating DM in the dSphs. The quantity ΦPP is
defined as

ΦPP =
�σv�

8πm2
χ̃0

1

� Emax

E0

dN
dE

dE, (3)

where �σv� is the thermally averaged cross section for DM
annihilation, E0 is the minimum threshold energy considered,
Emax is the maximum photon energy the limit is sensitive to
and dN

dE is the gamma ray spectrum averaged over all of the
different annihilation channels. Neglecting propagation the

What else has changed? The notion of Relic density

Low mass neutralino High mass neutralino

HiggsZ,   Higgs,   A,....
before 4th July!

chargino exchange

chargino co-annihilation

To some extent this means that one does not need to worry too much about the FO relic density!
One can consider larger cross section, i.e. in particular larger degenracies
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* A candidate can be a subdominant DM component (multi DM)

* DM particles could be regenerated (FI, reannihilation)
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Astrophysical constraints
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FIG. 5: Integrated γ-ray flux from the Draco dwarf spheroidal galaxy
as a function of the neutralino mass in the mχ0

1
< 30 GeV search. We

show limits from Fermi-LAT. Same color code as Fig. 4.

FIG. 6: Integrated γ-ray flux from the Draco dwarf spheroidal galaxy
as a function of the neutralino mass in the mχ0

1
< 15 GeV search. We

show limits from Fermi-LAT. Same color code as Fig. 4.

mass, furthermore they rely critically on the exact value taken
for the limit on light sleptons. These results are in qualitative
agreement with the recent results of [8].

IV. OTHER COLLIDER OBSERVABLES

We now consider the prospects for probing these scenarios at
the LHC. For this, we have computed the value for all the
observables used for the fit as well as the masses of spar-
ticles. One observable that is promising in the flavour sec-
tor is B(Bs → µ+µ−), since it is enhanced at large values of
tanβ and low values of MA. Even though this region is al-
ready constrained from Higgs searches, the predictions for
B(Bs → µ+µ−) together with the recent limit obtained from a

combination of LHCb and CMS results [31] as well as expec-
tations for the reach of LHCb [32] show that many scenarios
would be either further constrained or lead to a signal in the
very near future, see Fig. 7. However most of the configura-
tions with the best likelihood with neutralinos below 20 GeV
predict a rate much below the foreseen limit. These all belong
to the scenarios with light sleptons.

FIG. 7: Predictions for Br(Bs → µ+µ−) as a function of the LSP mass
in the mχ0

1
< 30 GeV search. The current Tevatron limit (full), the

combined LHCb and CMS limit (dot) [31] as well as the projected
LHCb limit (dash) [32] are also displayed. The color code is the
same as in Fig. 4

.

As mentioned above, we have not imposed the LHC con-
straints on squarks and gluinos in the MCMC analysis. We
have however checked a posteriori that these constraints did
not impact the lower limit on the neutralino mass. For this
we have used the limits set by ATLAS, mq̃ > 850 GeV and
mg̃ > 800 GeV [33], in a simplified model where the squarks
of the first generations are degenerate and assumed to decay
uniquely in jets plus missing energy. In our case the limits
are somewhat weaker as the squarks have reduced branching
ratios in jets plus missing energy. In any case, many of the
scenarios with a good likelihood have first generation squarks
and/or gluinos above the TeV scale (as indicated by the soft
mass distributions in Fig. 1). In particular many scenarios
with the best likelihoods have mg̃ > 2 TeV, that is above the
mass range that can be probed with the high energy, high lumi-
nosity LHC (

√
s = 14 TeV and L = 100fb−1). This is not sur-

prising since the color sector affects only the light neutralino
scenarios through some of the B-physics observables.
The points that survive all collider and astrophysical limits
nevertheless predict some light particles and can therefore be
probed further at the LHC. These points are displayed in the
mτ̃ −mχ̃ plane in Fig. 8 where it is shown that sleptons with
a mass below 120 GeV are predicted in all scenarios where
the LSP is below 26 GeV. The slepton pair production cross
section at the LHC-7TeV is around 20-50 fb and leads to a sig-
nature with two leptons and missing energy. These scenarios
can easily be studied at a future linear collider [34]. Finally
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We now consider the prospects for probing these scenarios at
the LHC. For this, we have computed the value for all the
observables used for the fit as well as the masses of spar-
ticles. One observable that is promising in the flavour sec-
tor is B(Bs → µ+µ−), since it is enhanced at large values of
tanβ and low values of MA. Even though this region is al-
ready constrained from Higgs searches, the predictions for
B(Bs → µ+µ−) together with the recent limit obtained from a

combination of LHCb and CMS results [31] as well as expec-
tations for the reach of LHCb [32] show that many scenarios
would be either further constrained or lead to a signal in the
very near future, see Fig. 7. However most of the configura-
tions with the best likelihood with neutralinos below 20 GeV
predict a rate much below the foreseen limit. These all belong
to the scenarios with light sleptons.

FIG. 7: Predictions for Br(Bs → µ+µ−) as a function of the LSP mass
in the mχ0

1
< 30 GeV search. The current Tevatron limit (full), the

combined LHCb and CMS limit (dot) [31] as well as the projected
LHCb limit (dash) [32] are also displayed. The color code is the
same as in Fig. 4

.

As mentioned above, we have not imposed the LHC con-
straints on squarks and gluinos in the MCMC analysis. We
have however checked a posteriori that these constraints did
not impact the lower limit on the neutralino mass. For this
we have used the limits set by ATLAS, mq̃ > 850 GeV and
mg̃ > 800 GeV [33], in a simplified model where the squarks
of the first generations are degenerate and assumed to decay
uniquely in jets plus missing energy. In our case the limits
are somewhat weaker as the squarks have reduced branching
ratios in jets plus missing energy. In any case, many of the
scenarios with a good likelihood have first generation squarks
and/or gluinos above the TeV scale (as indicated by the soft
mass distributions in Fig. 1). In particular many scenarios
with the best likelihoods have mg̃ > 2 TeV, that is above the
mass range that can be probed with the high energy, high lumi-
nosity LHC (

√
s = 14 TeV and L = 100fb−1). This is not sur-

prising since the color sector affects only the light neutralino
scenarios through some of the B-physics observables.
The points that survive all collider and astrophysical limits
nevertheless predict some light particles and can therefore be
probed further at the LHC. These points are displayed in the
mτ̃ −mχ̃ plane in Fig. 8 where it is shown that sleptons with
a mass below 120 GeV are predicted in all scenarios where
the LSP is below 26 GeV. The slepton pair production cross
section at the LHC-7TeV is around 20-50 fb and leads to a sig-
nature with two leptons and missing energy. These scenarios
can easily be studied at a future linear collider [34]. Finally
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straints on squarks and gluinos in the MCMC analysis. We
have however checked a posteriori that these constraints did
not impact the lower limit on the neutralino mass. For this
we have used the limits set by ATLAS, mq̃ > 850 GeV and
mg̃ > 800 GeV [33], in a simplified model where the squarks
of the first generations are degenerate and assumed to decay
uniquely in jets plus missing energy. In our case the limits
are somewhat weaker as the squarks have reduced branching
ratios in jets plus missing energy. In any case, many of the
scenarios with a good likelihood have first generation squarks
and/or gluinos above the TeV scale (as indicated by the soft
mass distributions in Fig. 1). In particular many scenarios
with the best likelihoods have mg̃ > 2 TeV, that is above the
mass range that can be probed with the high energy, high lumi-
nosity LHC (

√
s = 14 TeV and L = 100fb−1). This is not sur-

prising since the color sector affects only the light neutralino
scenarios through some of the B-physics observables.
The points that survive all collider and astrophysical limits
nevertheless predict some light particles and can therefore be
probed further at the LHC. These points are displayed in the
mτ̃ −mχ̃ plane in Fig. 8 where it is shown that sleptons with
a mass below 120 GeV are predicted in all scenarios where
the LSP is below 26 GeV. The slepton pair production cross
section at the LHC-7TeV is around 20-50 fb and leads to a sig-
nature with two leptons and missing energy. These scenarios
can easily be studied at a future linear collider [34]. Finally

Relatively light DM (but not sub GeV) could be excluded by FERMI-LAT data 
Thi needs to be checked for each individual model !!!

black :    excluded by LHC (tan beta,mA) + FERMI/LAT+XENON100&CDMS
red:         excluded by 2 of these ‘experiments’
yellow:   excluded by 1 of these ‘experiments’
green:     ok

low mass
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Should we go back to 100 GeVish DM? 
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FIG. 4: Upper limits on the velocity averaged DM annihilation cross-section including a model of the astrophysical background
compared with the limits obtained with no modeling of the background. Upper panel: Limits on models in which DM annihilates
into bb̄, for a DM distribution given by the NFW distribution (left) and isothermal distribution (right). In the left panel we
also add an uncertainty band (red dotted lines) in the 3σ no-background limits which would result from varying the local DM
density ρ0 in the range 0.2-0.7 GeV cm−3. A similar band, not shown in the plot for clarity, would be present for the limits
including a model of the astrophysical background (see discussion in the text). The horizontal line marks the thermal decoupling
cross section expected for a generic WIMP candidate. Middle panel: Upper limits for DM annihilation to µ+µ−. Lower panel:
The same, for DM annihilation to τ+τ−. The region excluded by the analysis with no model of the astrophysical background is
indicated in light blue, while the additional region excluded by the analysis with a modeling of the background is indicated in
light green. The regions of parameter space which provide a good fit to PAMELA [42] (purple) and Fermi LAT [43] (blue) CR
electron and positron data are shown, as derived in [6] and are scaled by a factor of 0.5, to account for different assumptions
on the local DM density (see text for more details).

Possible evidence for 2 lines: 130 and 111 GeV

signal offset: 1deg from GC but compatible with new simulations

Problem: Gamma-ray continuum

h

h

Impossible to fit in the MSSM but ...

Needs to be boosted

but then ...
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FIG. 7. ΦPP vs the neutralino mass for Scan B. The limit shown is from FERMI-LAT observations of dSphs [39]. The right panel shows the
case with the regeneration of the DM relic density to the correct value, the left panel shows the case without. Colour coding is the same as in
FIG. 3.

FIG. 8. Spin-independent cross section versus the neutralino relic density with mχ̃0
1
> 100 GeV. The right panel shows the case with the

regeneration of the DM relic density to the correct value, the left panel shows the case without. Colour coding is the same as in FIG. 3.

FIG. 9. Neutralino mass versus the freeze-out neutralino relic density
where the regeneration of the DM density is assumed. Colour coding
is the same as in FIG. 3.

3% of the WMAP observed value being constrained.
In addition, FIG. 8 shows that direct detection still plays

an important role in constraining neutralino DM with masses
above 100 GeV. In particular, it constrains points with a large
range of freeze-out abundances and consequently provides a
useful complementary constraint to the dSph limits.

The result of applying the indirect and direct detection lim-
its in the (ΩFOh2,mχ̃0

1
) plane after regeneration is shown in

FIG. 9. The majority of excluded points come from the lower
end of the mass distribution with all points with relic abun-

dances less than around 3% of the WMAP observed value
being ruled out by a combination of the direct detection and
dSph limits applied in our analysis. Spin-independent direct
detection limits also lead to a reduction of points with larger
masses and abundances.

IV. DISCUSION AND CONCLUSION

Using a familiar framework (neutralinos in the MSSM), we
have investigated the configurations for which the expected
freeze-out relic density could be much smaller than the upper
limit of the WMAP observed value. We have found many con-
figurations where ΩFOh2 could be down to 10−5ΩWMAPh2.
In particular, for low neutralino masses, resonant annihilation
through Higgs or Z boson appear to be very efficient.

However, we have demonstrated that if a mechanism is ca-
pable of regenerating the candidate DM number density to
the present observed value, the combination of FERMI-LAT
gamma ray observations in dSph and DM direct detection lim-
its from XENON100 make such scenarios difficult to realise,
thereby suggesting that candidates with very small freeze-out
relic density (less than a percent of the WMAP upper limit)
cannot be the sole explanation to the DM problem even if one
assumes that after freeze-out the DM density is regenerated.

One of the central points of this study is the link between
the DM annihilation process at freeze-out and the predicted

killed by Indirect detection

Direct detection

XENON1T (or similar) again welcome+LHC analysis

One cannot boost the cross section arbitrarily mdm>100 GeV
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Conclusion

• Whole mass range looked at but there is still a lot of work to do 
(especially if we forget about possible astrophysical evidence and check 
which models are really plausible)

• Astrophysical constraints must now be taken into account (they kill many 
models)!

•  Direct detection results also kill many models now;  Claims of possible 
evidence but exclusion limit from XENON100 and CDMS should not be 
forgotten!

• The relic density argument is not so much driving the field now. 
Experimental& astrophysical constraints + possible anomalies became 
more important. 

LHC searches (including displaced vertex, mono photon/jet, Higgs) are becoming crucial

Let us hope that the field will be soon ‘positive data’  driven!!!

Thursday, 18 October 2012
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Increasing the mass range:
Cross-correlating Indirect and Direct Detection

FERMI

XENON100 (& CDMSII)

Model = pMSSM + relic density > 3% WMAP,  mdm < 100 GeV (no mass below 20 GeV)

Combining both types of limits, one excludes a region 
that was not explored previously but there is still progress to do.

XENON1T (or experiments with similar potential) welcome!

red/black: excluded 

yellow: excluded by 1 
experiment

green:     ok
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Zoom in the small mass region (pMSSM)
3

Standard model parameter Mean value Experimental uncertainty
mt 172.9 GeV 1.5

mb(mb)
MS 4.19 GeV +0.18

−0.06
αs(mZ)MS 0.1184 0.0007

α−1
EM(mZ)MS 127.916 0.015

TABLE III. Constraints used to calculate likelihoods for standard
model parameters, from Ref. [19].

initial point in parameter space is randomly chosen. Follow-
ing this steps in the random walk are taken along randomly se-
lected directions in the parameters space and an initial “burn-
in” phase is used to adjust the magnitude of the proposed step
size for each direction to optimise the exploration of the pa-
rameter space, this is periodically adjusted during “burn-in” to
ensure that the parameter space is covered as fully as possible.
The directions in which steps are taken were generated from
the eigenvectors of the covariance matrix found in preliminary
scans. The “burn-in” phase also ensures that the chain has al-
ready converged towards a high likelihood before points are
recorded. The total likelihood function is formed by the prod-
uct of partial likelihoods for each observable in Table II. As in
Ref. [27] we use a Gaussian distribution for observables with
a preferred value

F2(x,µ,σ) = e−
(x−µ)2

2σ2 , (1)

where µ is the preferred value of the observable and σ is the
tolerance. For observables with only an upper or lower limit a
distribution of the form,

F3(x,µ,σ) =
1

1+ e−
(x−µ)

σ
, (2)

is used. Here σ is positive for lower bounds and negative for
upper bounds. For the relic abundance, the masses of the spar-
ticles and the Higgs masses, the partial likelihood is either one
or zero as no uncertainties are included.

Uncertainties in standard model parameters were in-
cluded in the form of nuisance parameters which are then
marginalised as part of the random walk. The mean values
and uncertainties of the nuisance parameters are shown in Ta-
ble III.

A. Scan A: results for scenarios with mχ̃0
1
< 100 GeV

Previous supersymmetric parameter scans either looked for
scenarios with the correct relic density (e.g. [28–35]) or re-
laxed the constraint on the relic density, allowing for very
small ΩFOh2, and did not assume the presence of regenera-
tion mechanism [27, 36]. In this paper we will both relax the
lower bound on the relic density and assume that the freeze-
in mechanism can regenerate the relic density to the observed
value.

In FIG. 1, we show the relic density versus DM mass for
candidates found by the MCMC. In most scenarios more than

FIG. 1. Plot of ΩFOh2 against mχ̃0
1
. The colour coding represents

the process with the largest contribution to the neutralino annihila-
tion rate, which determines the freeze-out relic abundance. Green
points correspond to resonant annihilation via Z, red points to res-
onant annihilation via the light Higgs boson (h0), orange points to
resonant annihilation via the pseudo-scalar Higgs (A0), blue points to
stau co-annihilation or annihilation via stau exchange, violet points
to chargino co-annihilations or chargino exchange, black points to
squark co-annihilation (all squark flavours).

one process will contribute to the freeze-out relic abundance
but in FIG. 1 the largest single contribution to the annihilation
rate, which in the majority of scenarios dominates the others,
is indicated. In all of the following plots the points found by
the random walk are plotted as semi-transparent dots, faint re-
gions therefore correspond to a low density of points while
regions of strong colour correspond to denser regions. As
expected there are two visible resonance regions [6], corre-
sponding to Z gauge boson and light CP-even Higgs (h0) s-
channel resonances. In addition there are the usual points
corresponding to heavier neutralinos that can annihilate via
s-channel exchange of the CP-odd Higgs (A0) [31], as is well
known from traditional freeze-out scenarios. These points ap-
pear as a smeared out region due to the large variation in the
value of mA0 .

In addition to the s-channel processes the well known t-
channel exchange and co-annihilations processes involving
charginos, staus and squarks are also found by the MCMC.
It is likely that the majority of the points corresponding to
squark exchange and co-annihilation will be excluded by the
LHC or Tevatron. However, we still include these points as
our focus here is to examine the effect of regeneration and the
resulting DM detection constraints on the possible regions of
the parameter space.

The composition of the neutralino LSP in terms of the weak
eigenstates, the Bino, Higgsinos and Wino differs slightly for
the various regions displayed in FIG. 1.

For the Z and h0 resonance regions the neutralino is mostly
Bino with a small Higgsino component. As is well known,
(see for example [37, 38]), the size of the Higgsino compo-
nent will play a central role in determining the cross section
for DM annihilations via s-channel Z and h0. This Higgsino
component will also lead to the dominant contributions to the
spin-independent elastic scattering cross section in direct de-
tection experiments, where the main process is the t-channel
exchange of a Higgs. This connection is important for what

2

Ab = Aτ = 0. These parameters only play a role in the mix-
ing in the down sector (∝ Ab(τ)−µ tanβ), while a large mixing
can be induced by µ tanβ. To explore the parameter space we
have used the Markov Chain Monte-Carlo code presented in
[10] which is based on micrOMEGAs [20–22] for the compu-
tation of collider and flavour constraints as well as for dark
matter observables. We rely on Suspect [23] for the com-
putation of the spectrum. The constraints imposed are listed
in Table I of Ref. [10]. They include the WMAP constraint
on the abundance of dark matter [24], branching ratios for
B(b → sγ),B(Bs → µ+µ−),R(B → τν), the muon anomalous
magnetic moment, (g− 2)µ as well as LEP limits on sparti-
cle masses, on the invisible width of the Z and on the asso-
ciated production of the LSP with a heavier neutralino. For
the LEP limits we have used the values implemented in mi-
crOMEGAs, corresponding in particular to the values for the
sleptons, mẽ > 100 GeV, mµ̃ > 99 GeV, ml̃1 > 80.5 GeV and
mν̃ > 43 GeV. 1

In this analysis we have replaced the limit on the light Higgs
mass with improved limits on the Higgs sector obtained
from the HiggsBounds3.1.3 package [25, 26] linked to mi-
crOMEGAs2.4. In this way, we take into account both the
LEP constraints on the light Higgs as well as Tevatron con-
straints on heavy Higgs searches at large tanβ. The likeli-
hood for the Higgs constraint is taken to be 0 when a point is
rejected by HiggsBounds and 1 otherwise. We compute the
global weight Q by multiplying the global likelihood to the
global prior of each scenario. We use the likelihood and prior
functions described in [10].

Parameter Minimum Maximum Tolerance

M1 1 1000 3
M2 100 2000 30
M3 500 6500 10
µ 0.5 1000 0.1

tanβ 1 75 0.01
MA 1 2000 4
At -3000 3000 100

Ml̃R 70 2000 15
Ml̃L 70 2000 15

Mq̃1,2 300 2000 14
Mq̃3 300 2000 14

TABLE I: Intervals for MSSM free parameters (GeV units).

We have not included recent LHC results on heavy Higgs
searches [13, 14] in the fit but impose them a posteriori. Also
we have not included the recent results from the LHC on

1 We have not included the flavour constraint from K → lν, although con-
straining the light charged Higgs as shown in [6], this has no direct influ-
ence on the light neutralino.

squarks and gluino searches as they are somewhat model de-
pendent. Note that when imposing cosmological constraints
we allow for the possibility that neutralinos do not explain all
of the dark matter in the universe but only a fraction taken to
be as small as 10%, this has no major impact on our conclu-
sions since light neutralinos tend to be over abundant.
Light neutralinos can also be constrained by direct and indi-
rect detection. We will apply these constraints only after hav-
ing selected the best scenarios from a global fit. Specifically
we will consider the XENON100 results from direct detection
searches. In all cases with two scalar Higgses with a mass
around 100 GeV that must couple sufficiently to the LSP to
provide enough annihilation in the early universe, we expect
an important contribution of both Higgses to the spin indepen-
dent neutralino nucleon elastic scatttering cross section. This
will turn out to be an important constraint on light neutralinos
as will be discussed in the next section.
Pair annihilation of neutralino DM into quarks and/or τ’s
leads, after hadronization, to the production of gamma-rays.
Photons can also be radiated directly from an internal line
or from a final state before it decays. The photon flux is
proportional to 1/m2

χ0
1

thus a large flux is expected for light
dark matter. The observation of the photon flux from dwarf
spheroidal galaxies (dSph) by Fermi-LAT therefore provides
a constraint on light neutralino dark matter. For each viable
scenario found by the MCMC, we have computed the gamma
ray flux expected in the eight dwarfs observed by the Fermi
experiment. This value is then compared with the Fermi-LAT
95% limits [27] with the procedure described in [15]. The
most stringent limits are obtained for the Draco dSph.

III. THE LOWER LIMIT ON THE NEUTRALINO MASS

Viable scenarios with light neutralinos can be difficult to
find. Therefore, we have imposed the prior mχ0

1
< 30 GeV.

Since we already know that there are neutralinos at around
∼ 28GeV [10], there is no need to probe higher masses, which
would make the run less efficient.
Performing the MCMC analysis, we found the maximum
weight to be Qmax � 0.72. Nevertheless, only 2.9% of the
points have weights Q ≥ 0.23 (1σ away from Qmax), while
57% have weights Q ≥ 2.2×10−3 (3σ away from Qmax). We
find neutralinos with masses as low as 10.5 GeV, although
most points are located near 30 GeV, the prior upper bound
on the neutralino mass. The allowed parameter space, rep-
resented in Fig. 1, is best described in terms of the prop-
erties of the neutralinos that satisfy the relic density upper
limit. There are three dominant mechanisms that provide effi-
cient neutralino annihilation: A) annihilation into lepton pairs
through slepton exchange, B) annihilation via exchange of a
light pseudoscalar Higgs, C) annihilation via a Z boson. The
latter works better for masses near MZ/2, therefore neutrali-
nos below � 25 GeV are expected to correspond to scenarios
A and B.
The first scenarios (A) require a bino LSP and light slep-
tons, in particular right-handed sleptons which couple more
strongly to the bino. Consequently, we observe a large peak

4

FIG. 3: Allowed points in the tanβ vs. MA plane with the prior
mχ0

1
< 15 GeV showing only the region where MA < 150 GeV. The

exclusion limit from CMS is also displayed. The color code is the
same as in Fig. 2

A. Constraints from astroparticle physics

We now consider two different astroparticle constraints on the
light neutralino scenarios. First we consider the spin indepen-
dent direct detection limits from XENON100 as it provides
the most stringent limit on light neutralinos. Figure 4 repre-
sents the yields in the ξσSI vs. mχ0

1
plane along with limits

from XENON100 and CDMS-II. The three types of scenar-
ios have very different predictions for the spin independent
cross section on nucleons. In scenario A, the LSP can be pure
bino and therefore couples weakly to the Higgs, cross sec-
tions can therefore be much suppressed. It is in this class of
scenarios (green points) that we find the lightest viable neu-
tralino. In case B, cross sections which receive a contribu-
tion from both light scalar Higgses are large. All these points
are ruled out by XENON100 as was found in the previous
analysis. In scenario C, the LSP also has a higgsino compo-
nent but tends to have a lower cross section on nucleons since
it receives only the contribution of one light Higgs. Since
a smaller higgsino component is needed as one approaches
the Z resonance, some of these scenarios with mass near 30
GeV predict an elastic scattering cross section below the limit
of XENON100. When computing these predictions, we have
chosen rather conservative values for the quark coefficient in
the nucleon (σπN = 45 MeV, σ0 = 40 MeV) although recent
lattice QCD results [28] indicate that the s-quark content could
be smaller than previously thought, leading to a suppression of
the SI cross sections. Taking the central value from the result
would only lead to a 20% further reduction in the neutralino
proton cross section. This is not enough to make some of the
scenarios B drop below the XENON100 exclusion limit. An
improvement on the SI direct detection limit by a factor 4-8 is
required to close light neutralino scenarios up to 30 GeV.
We now compute the gamma ray flux originating from DM
annihilation in dSph assuming an NFW [30] profile and com-

FIG. 4: Points of the mχ0
1
< 30 GeV search represented in the ξσSI

vs. neutralino mass plane. Exclusion limits from CDMS-II [29] and
XENON100 are shown. The color code is the same as in Fig. 2,
green points are allowed.

pare this with the 95% limits from Fermi-LAT considering an
angular region of 0.5◦ and an integrated flux from 0.1GeV <
E < mχ̃0

1
. We found that many configurations -more specifi-

cally with the characteristics of scenario B- are excluded by
both limits (red points) while others are also constrained by
XENON100 (yellow points). The configurations allowed by
XENON100 (green points) satisfy all collider and astrophysi-
cal constraints. All these belong to scenario A for neutralinos
below 28 GeV. In these configurations, the photon flux just
reached the maximal value allowed by Fermi for the smallest
mass (recall that the flux goes as 1/m2

χ0
1
).

Since the parameter space allowing for light neutralinos is
rather fine-tuned, one might argue that somewhat lighter neu-
tralinos could be found with a refined analysis. With an ad-
ditional run with a prior set at mχ̃ < 15 GeV, we found that
the lower bound on the neutralino could be extended by a few
GeV’s when considering collider constraints. However the
lighter neutralinos were constrained by dSphs as displayed in
Fig. 6. In this run we found the lower limit on the neutralino
mass to be 12.6 GeV, corresponding to a point of weight
Q � 0.11 that is safe regarding XENON100, Fermi-LAT and
CMS. As before, it corresponds to scenarios with light slep-
tons.
After taking into account constraints from direct and indirect
DM searches and considering only the points with the highest
likelihood we find that the lightest neutralino has a mass of
mχ10 � 18.6 GeV, while 12.6 GeV is possible with the prior
mχ0

1
< 15 GeV. Other constraints are not a critical issue as

the light slepton is favorable for the muon anomalous mag-
netic moment and the large value for MA implies that the B-
physics constraints are weak. Furthermore the almost pure
bino LSP easily evades the LEP constraints on the Z invisible
width. These new configurations were not found in our pre-
vious study where we had assumed one common soft slepton

MSSM-EWSB; scans with mdm<30 GeV

1) There are points below 30 GeV but not that much below 20 GeV
(caveat:  light neutralinos with very light sbottoms; may not be killed by monophoton 
searches, arXiv:1205.2557)

2) most of the points are excluded by XENON100 (but...) and CDMS

3) An improvement of the XENON100 limit at low mass would be 
extremely useful to probe these scenarios

black :    excluded by LHC (tan beta,mA) + FERMI/LAT+XENON100&CDMS
red:         excluded by 2 of these ‘experiments’
yellow:   excluded by 1 of these ‘experiments’
green:     ok

astrophysical uncertainties
are not accounted for
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at low values of the soft parameter, ml̃R . Furthermore, large
values of tanβ will induce a large mixing in the stau sector,
thus decreasing the lightest stau mass. As a result, all sleptons
are just above the LEP exclusion region. The tanβ distribution
thus extends to the highest values probed. The other two sce-
narios (B and C) require a LSP with as large as possible hig-
gsino component to ensure sufficient coupling to the Z or the
Higgs -this means small µ- even though the LSP is dominantly
bino since M1 � µ. Scenario B further requires a light pseu-
doscalar, hence the large peak in the distribution at low values
of MA. In this case, large values of tanβ also are needed for
efficient annihilation. However the low MA - large tanβ region
is strongly constrained by Tevatron searches. Furthermore the
R(Bu → τντ) ratio in the case of a light charged Higgs drops to
very low values around tanβ = 25, thus these values are disfa-
vored. Other parameters are constrained from several observ-
ables. For example, a squark contribution is needed to cancel
the Higgs contribution in the B(b → sγ), hence the peak at low
values of third generation squark masses Mq̃3 . This is relevant
only for scenario B.

FIG. 1: Frequency distributions of free parameters in the light MSSM
neutralino scenarios. Blue curves contain all allowed points while
green curves show the distribution for the points that pass all as-
troparticle physics constraints.

FIG. 2: Allowed points in the tanβ vs. MA plane in the mχ0
1
< 30 GeV

search. We show only the region where MA < 500 GeV. The ex-
clusion limit from CMS is also displayed. In yellow (red), points
excluded by one (two) constraint and in black those excluded by
three constraints (CMS, XENON100 and dSph as described in sec-
tion III A). The shading represents Q : weights of darker points are at
most at 1σ from Qmax while the lighter points are at most at 2σ and
3σ.

The allowed region displayed in the tanβ−MA plane, Fig. 2,
shows that when the pseudoscalar is light, large values of tanβ
are ruled out after taking into account Tevatron constraints on
Higgs decaying into tau pairs. Furthermore, the newer exclu-
sion limit from CMS [14] in the same channel (black line in
Fig. 2) further cuts into the parameter space, the only remain-
ing points for MA < 150 GeV correspond to tanβ ≤ 14.

To ensure that we have probed completely light neutralino sce-
narios, we did a further run imposing a prior mχ0

1
< 15 GeV.

The maximum weight in that region is of 0.22, and the maxi-
mum weight for the points with MA < 150 GeV is Q = 0.085
which is much lower than in the previous sample. The allowed
points in the MA − tanβ are displayed in Fig. 3, here we show
only the region with a light pseudoscalar, other points with
very large values of tanβ and light sleptons were also found
and will be discussed below. With the incorporation of the lat-
est Tevatron bounds, we have not found the same configura-
tions as in our previous analysis [10]. Those with large values
of tanβ are now ruled out by Higgs searches. We found more
scenarios where all Higgs bosons are around 100 GeV, indeed
all Higgs bosons have to be light in order to overcome the lim-
its on the Higgs mass from LEP. However most of these points
are now constrained by the latest CMS exclusion [14] imposed
after performing the fit. In this sample, there were neutralinos
below 10 GeV that passed all collider constraints, albeit with a
low weight. However, we will show that all these neutralinos
are ruled out by astroparticle limits (both from XENON100
and Fermi-LAT).

5

FIG. 5: Integrated γ-ray flux from the Draco dwarf spheroidal galaxy
as a function of the neutralino mass in the mχ0

1
< 30 GeV search. We

show limits from Fermi-LAT. Same color code as Fig. 4.

FIG. 6: Integrated γ-ray flux from the Draco dwarf spheroidal galaxy
as a function of the neutralino mass in the mχ0

1
< 15 GeV search. We

show limits from Fermi-LAT. Same color code as Fig. 4.

mass, furthermore they rely critically on the exact value taken
for the limit on light sleptons. These results are in qualitative
agreement with the recent results of [8].

IV. OTHER COLLIDER OBSERVABLES

We now consider the prospects for probing these scenarios at
the LHC. For this, we have computed the value for all the
observables used for the fit as well as the masses of spar-
ticles. One observable that is promising in the flavour sec-
tor is B(Bs → µ+µ−), since it is enhanced at large values of
tanβ and low values of MA. Even though this region is al-
ready constrained from Higgs searches, the predictions for
B(Bs → µ+µ−) together with the recent limit obtained from a
combination of LHCb and CMS results [31] as well as expec-

tations for the reach of LHCb [32] show that many scenarios
would be either further constrained or lead to a signal in the
very near future, see Fig. 7. However most of the configura-
tions with the best likelihood with neutralinos below 20 GeV
predict a rate much below the foreseen limit. These all belong
to the scenarios with light sleptons.

FIG. 7: Predictions for Br(Bs → µ+µ−) as a function of the LSP mass
in the mχ0

1
< 30 GeV search. The current Tevatron limit (full), the

combined LHCb and CMS limit (dot) [31] as well as the projected
LHCb limit (dash) [32] are also displayed. The color code is the
same as in Fig. 4

.

As mentioned above, we have not imposed the LHC con-
straints on squarks and gluinos in the MCMC analysis. We
have however checked a posteriori that these constraints did
not impact the lower limit on the neutralino mass. For this
we have used the limits set by ATLAS, mq̃ > 850 GeV and
mg̃ > 800 GeV [33], in a simplified model where the squarks
of the first generations are degenerate and assumed to decay
uniquely in jets plus missing energy. In our case the limits
are somewhat weaker as the squarks have reduced branching
ratios in jets plus missing energy. In any case, many of the
scenarios with a good likelihood have first generation squarks
and/or gluinos above the TeV scale (as indicated by the soft
mass distributions in Fig. 1). In particular many scenarios
with the best likelihoods have mg̃ > 2 TeV, that is above the
mass range that can be probed with the high energy, high lumi-
nosity LHC (

√
s = 14 TeV and L = 100fb−1). This is not sur-

prising since the color sector affects only the light neutralino
scenarios through some of the B-physics observables.
The points that survive all collider and astrophysical limits
nevertheless predict some light particles and can therefore be
probed further at the LHC. These points are displayed in the
mτ̃ −mχ̃ plane in Fig. 8 where it is shown that sleptons with
a mass below 120 GeV are predicted in all scenarios where
the LSP is below 26 GeV. The slepton pair production cross
section at the LHC-7TeV is around 20-50 fb and leads to a sig-
nature with two leptons and missing energy. These scenarios
can easily be studied at a future linear collider [34]. Finally
the points with a neutralino near 30 GeV that belong to sce-

Prospects for the MSSM Higgs  

31 

The properties of particularly the CP-odd A Higgs are important for  
calculating the relic density 

This may be difficult if tanβ is small 

CMS-HIG-11-008 

1108.1338

2

Ab = Aτ = 0. These parameters only play a role in the mix-
ing in the down sector (∝ Ab(τ)−µ tanβ), while a large mixing
can be induced by µ tanβ. To explore the parameter space we
have used the Markov Chain Monte-Carlo code presented in
[10] which is based on micrOMEGAs [20–22] for the compu-
tation of collider and flavour constraints as well as for dark
matter observables. We rely on Suspect [23] for the com-
putation of the spectrum. The constraints imposed are listed
in Table I of Ref. [10]. They include the WMAP constraint
on the abundance of dark matter [24], branching ratios for
B(b → sγ),B(Bs → µ+µ−),R(B → τν), the muon anomalous
magnetic moment, (g− 2)µ as well as LEP limits on sparti-
cle masses, on the invisible width of the Z and on the asso-
ciated production of the LSP with a heavier neutralino. For
the LEP limits we have used the values implemented in mi-
crOMEGAs, corresponding in particular to the values for the
sleptons, mẽ > 100 GeV, mµ̃ > 99 GeV, ml̃1 > 80.5 GeV and
mν̃ > 43 GeV. 1

In this analysis we have replaced the limit on the light Higgs
mass with improved limits on the Higgs sector obtained
from the HiggsBounds3.1.3 package [25, 26] linked to mi-
crOMEGAs2.4. In this way, we take into account both the
LEP constraints on the light Higgs as well as Tevatron con-
straints on heavy Higgs searches at large tanβ. The likeli-
hood for the Higgs constraint is taken to be 0 when a point is
rejected by HiggsBounds and 1 otherwise. We compute the
global weight Q by multiplying the global likelihood to the
global prior of each scenario. We use the likelihood and prior
functions described in [10].

Parameter Minimum Maximum Tolerance

M1 1 1000 3
M2 100 2000 30
M3 500 6500 10
µ 0.5 1000 0.1

tanβ 1 75 0.01
MA 1 2000 4
At -3000 3000 100

Ml̃R 70 2000 15
Ml̃L 70 2000 15

Mq̃1,2 300 2000 14
Mq̃3 300 2000 14

TABLE I: Intervals for MSSM free parameters (GeV units).

We have not included recent LHC results on heavy Higgs
searches [13, 14] in the fit but impose them a posteriori. Also
we have not included the recent results from the LHC on

1 We have not included the flavour constraint from K → lν, although con-
straining the light charged Higgs as shown in [6], this has no direct influ-
ence on the light neutralino.

squarks and gluino searches as they are somewhat model de-
pendent. Note that when imposing cosmological constraints
we allow for the possibility that neutralinos do not explain all
of the dark matter in the universe but only a fraction taken to
be as small as 10%, this has no major impact on our conclu-
sions since light neutralinos tend to be over abundant.
Light neutralinos can also be constrained by direct and indi-
rect detection. We will apply these constraints only after hav-
ing selected the best scenarios from a global fit. Specifically
we will consider the XENON100 results from direct detection
searches. In all cases with two scalar Higgses with a mass
around 100 GeV that must couple sufficiently to the LSP to
provide enough annihilation in the early universe, we expect
an important contribution of both Higgses to the spin indepen-
dent neutralino nucleon elastic scatttering cross section. This
will turn out to be an important constraint on light neutralinos
as will be discussed in the next section.
Pair annihilation of neutralino DM into quarks and/or τ’s
leads, after hadronization, to the production of gamma-rays.
Photons can also be radiated directly from an internal line
or from a final state before it decays. The photon flux is
proportional to 1/m2

χ0
1

thus a large flux is expected for light
dark matter. The observation of the photon flux from dwarf
spheroidal galaxies (dSph) by Fermi-LAT therefore provides
a constraint on light neutralino dark matter. For each viable
scenario found by the MCMC, we have computed the gamma
ray flux expected in the eight dwarfs observed by the Fermi
experiment. This value is then compared with the Fermi-LAT
95% limits [27] with the procedure described in [15]. The
most stringent limits are obtained for the Draco dSph.

III. THE LOWER LIMIT ON THE NEUTRALINO MASS

Viable scenarios with light neutralinos can be difficult to
find. Therefore, we have imposed the prior mχ0

1
< 30 GeV.

Since we already know that there are neutralinos at around
∼ 28GeV [10], there is no need to probe higher masses, which
would make the run less efficient.
Performing the MCMC analysis, we found the maximum
weight to be Qmax � 0.72. Nevertheless, only 2.9% of the
points have weights Q ≥ 0.23 (1σ away from Qmax), while
57% have weights Q ≥ 2.2×10−3 (3σ away from Qmax). We
find neutralinos with masses as low as 10.5 GeV, although
most points are located near 30 GeV, the prior upper bound
on the neutralino mass. The allowed parameter space, rep-
resented in Fig. 1, is best described in terms of the prop-
erties of the neutralinos that satisfy the relic density upper
limit. There are three dominant mechanisms that provide effi-
cient neutralino annihilation: A) annihilation into lepton pairs
through slepton exchange, B) annihilation via exchange of a
light pseudoscalar Higgs, C) annihilation via a Z boson. The
latter works better for masses near MZ/2, therefore neutrali-
nos below � 25 GeV are expected to correspond to scenarios
A and B.
The first scenarios (A) require a bino LSP and light slep-
tons, in particular right-handed sleptons which couple more
strongly to the bino. Consequently, we observe a large peak

mH± ≥ mt + mb

4

FIG. 3: Allowed points in the tanβ vs. MA plane with the prior
mχ0

1
< 15 GeV showing only the region where MA < 150 GeV. The

exclusion limit from CMS is also displayed. The color code is the
same as in Fig. 2

A. Constraints from astroparticle physics

We now consider two different astroparticle constraints on the
light neutralino scenarios. First we consider the spin indepen-
dent direct detection limits from XENON100 as it provides
the most stringent limit on light neutralinos. Figure 4 repre-
sents the yields in the ξσSI vs. mχ0

1
plane along with limits

from XENON100 and CDMS-II. The three types of scenar-
ios have very different predictions for the spin independent
cross section on nucleons. In scenario A, the LSP can be pure
bino and therefore couples weakly to the Higgs, cross sec-
tions can therefore be much suppressed. It is in this class of
scenarios (green points) that we find the lightest viable neu-
tralino. In case B, cross sections which receive a contribu-
tion from both light scalar Higgses are large. All these points
are ruled out by XENON100 as was found in the previous
analysis. In scenario C, the LSP also has a higgsino compo-
nent but tends to have a lower cross section on nucleons since
it receives only the contribution of one light Higgs. Since
a smaller higgsino component is needed as one approaches
the Z resonance, some of these scenarios with mass near 30
GeV predict an elastic scattering cross section below the limit
of XENON100. When computing these predictions, we have
chosen rather conservative values for the quark coefficient in
the nucleon (σπN = 45 MeV, σ0 = 40 MeV) although recent
lattice QCD results [28] indicate that the s-quark content could
be smaller than previously thought, leading to a suppression of
the SI cross sections. Taking the central value from the result
would only lead to a 20% further reduction in the neutralino
proton cross section. This is not enough to make some of the
scenarios B drop below the XENON100 exclusion limit. An
improvement on the SI direct detection limit by a factor 4-8 is
required to close light neutralino scenarios up to 30 GeV.
We now compute the gamma ray flux originating from DM
annihilation in dSph assuming an NFW [30] profile and com-

FIG. 4: Points of the mχ0
1
< 30 GeV search represented in the ξσSI

vs. neutralino mass plane. Exclusion limits from CDMS-II [29] and
XENON100 are shown. The color code is the same as in Fig. 2,
green points are allowed.

pare this with the 95% limits from Fermi-LAT considering an
angular region of 0.5◦ and an integrated flux from 0.1GeV <
E < mχ̃0

1
. We found that many configurations -more specifi-

cally with the characteristics of scenario B- are excluded by
both limits (red points) while others are also constrained by
XENON100 (yellow points). The configurations allowed by
XENON100 (green points) satisfy all collider and astrophysi-
cal constraints. All these belong to scenario A for neutralinos
below 28 GeV. In these configurations, the photon flux just
reached the maximal value allowed by Fermi for the smallest
mass (recall that the flux goes as 1/m2

χ0
1
).

Since the parameter space allowing for light neutralinos is
rather fine-tuned, one might argue that somewhat lighter neu-
tralinos could be found with a refined analysis. With an ad-
ditional run with a prior set at mχ̃ < 15 GeV, we found that
the lower bound on the neutralino could be extended by a few
GeV’s when considering collider constraints. However the
lighter neutralinos were constrained by dSphs as displayed in
Fig. 6. In this run we found the lower limit on the neutralino
mass to be 12.6 GeV, corresponding to a point of weight
Q � 0.11 that is safe regarding XENON100, Fermi-LAT and
CMS. As before, it corresponds to scenarios with light slep-
tons.
After taking into account constraints from direct and indirect
DM searches and considering only the points with the highest
likelihood we find that the lightest neutralino has a mass of
mχ10 � 18.6 GeV, while 12.6 GeV is possible with the prior
mχ0

1
< 15 GeV. Other constraints are not a critical issue as

the light slepton is favorable for the muon anomalous mag-
netic moment and the large value for MA implies that the B-
physics constraints are weak. Furthermore the almost pure
bino LSP easily evades the LEP constraints on the Z invisible
width. These new configurations were not found in our pre-
vious study where we had assumed one common soft slepton
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dR

dS1

with P(n, ν(E)) =
νn E−ν

n!

dR

dn
=

�
dE

dR

dE
P (n, ν(e))ν(E)

This rate is proportional to the rate per number of photo-electrons 
that are generated in the detector

: rate per number of photo-electrons detected

7

tained in the calibration data obtained by the XENON100 ex-
periment, who used a 60Co source for samples of electronic
recoils and an 241AmBe source for nuclear recoils.

In practice this calibration data is binned and normalised,
to give a pdf for signal and background events, shown in fig-
ure 4. Given a desired number of signal (nuclear-recoil) and
background (electronic-recoil) events, a simple Monte Carlo
algorithm can be used to generate simulated datasets.

FIG. 4: Contour plots of calibration data on the S1-S2 plane, showing
the distribution of nuclear recoils in red and electronic recoils in blue.

It is possible to extend the simulation algorithm further, and
improve the accuracy of the simulated datasets, by incorporat-
ing information about the WIMP energy spectrum, equation
(6), into the determination of the nuclear-recoil data-points3.
However, since there are very few candidate signal points seen
in the data, and to avoid possible problems with bias, this ex-
tension has not been incorporated into the current analysis.
Even so, the uncertainty in exactly how to simulate datasets
most accurately will contribute a source of uncertainty to the
final exclusion curve.

The above method was used to generate 10000 simulated
datasets, with an expected number of 2 signal events (nuclear-
recoils) and 534 background events (electronic-recoils), be-
tween S1 = 4 and S1 = 20, as seen in the data obtained by
the run of the XENON100 experiment [1] after 100 live days
of data-taking 4. In addition to these ’signal + background’
datasets, so-called ’background-only’ datasets were gener-
ated, with an expected number of 536 background events and
no signal events.

3 Such an extension is not necessary for the background points, as electronic
recoils have been shown to have a flat spectrum at the energies considered
here [19]

4 As an aside, by extending the S1 region down to zero, discrimination be-
tween signal and background points would be easier in principle, due to
the clear difference in shape between the probability contours of nuclear
and electronic recoils at low S1, as seen in figure 4. However the increase
in sensitivity is granted at the cost of greater susceptibility to systematics,
especially the Leff uncertainty.

A plot of one such signal+background simulated dataset is
shown in figure 5. The analysis itself is blind to whether a
point was generated as a nuclear or electronic recoil, how-
ever the fitting of the cross-section is more sensitive to the
lower bands, where fewer background events are expected.
Due to the abundance of electronic-recoil events compared to
nuclear-recoils, determining which points are due to which is
a difficult challenge, and so a clearer discrimination between
signal and background only arises statistically when consider-
ing many such datasets, motivating the choice of a confidence
limit other than 100% for the XENON100 limit. Hence, even
with high statistics, the ability of the analytical tools to dis-
criminate signal from background is limited, contributing a
natural source of error to any determination of the best-fit val-
ues of the cross-section and number of background events,
and so ultimately to the final exclusion curve.

FIG. 5: An example of a simulated dataset, with two nuclear-recoil
(signal) events, shown in red. The rest of the points are electronic-
recoil (background), shown in blue. The black lines divide the S1-S2
plane into the bands used for the analysis.

Values of qσ were calculated for each dataset under the
prescription of section III B. The signal+background and
background-only qσ values were then binned separately into
two normalised histograms (for each value of cross-section
and WIMP mass), to give the pdfs f (qσ,Hσ) and f (qσ,H0)
respectively. In this way, the signal+background datasets rep-
resent the signal hypothesis Hσ, as they are generated under
the assumption that the two candidates-signal events seen in
the XENON100 data are in fact due to nuclear recoils. Con-
versely the background-only datasets take these points to be
due to background electronic-recoils, thereby coming under
the background hypothesis.

An example of f (qσ,Hσ), for a specific WIMP mass and
cross-section, is shown in figure 6. Note that, due to Wilks’
theorem one expects the pdf to approach a χ2 distribution as
the number of sampled datasets increases, a trend which is
indeed observed. Each pdf is fitted with an analytical χ2 func-
tion, to speed up computation and to avoid susceptibility to
statistical fluctuations at higher values of qσ. The value of σ
which satisfies equation (13) is sensitive to this fit, for both

ν(E) = E Ly Leff
Snr

Ser

number of photo-electrons expected for a given recoil energy
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To obtain the exclusion curve, XENON100 uses a profile Likelihood ratio

Likelihood maximised with 

λ =
Lmax(σ)

Lmax(σ̂)

σ

Likelihood maximised withoutσ

qσ = −2 lnσ if σ > σ̂

qσ = 0 if σ < σ̂

ps =

� ∞

qσobs

f(qσ, Hσ)dqσ

For the present data, for a given mass and vesc, one obtains 

3

of a hypothesis test based on the profile likelihood ra-

tio [19, 20]. This technique can be used both to exclude

a WIMP with a specific mass and cross-section, or to

establish the significance of a discovery.

A. Exclusion

A test statistic qσ reduces the observed data to only

one value and is constructed in order to test the signal

hypothesis Hσ. It is given by

qσ =

�
−2 lnλ(σ) σ̂ < σ

0 σ̂ > σ
(2)

where σ̂ is the maximum likelihood estimator (MLE) of

σ, i.e. the value of σ that maximizes the likelihood Equa-

tion 1. λ(σ) is the Profile Likelihood ratio and is given

by

λ(σ) =

max
σ fixed

L (σ;Leff , vesc, Nb, �s, �b)

maxL (σ,Leff , vesc, Nb, �s, �b)

≡
L

�
σ, ˆ̂Leff ,

ˆ̂vesc,
ˆ̂
Nb,

ˆ̂�s, ˆ̂�b
�

L
�
σ̂, L̂eff , ˆvesc, N̂b, �̂s, �̂b

� . (3)

The double-hat parameters in the numerator are the con-

ditional MLEs of the nuisance parameters when the sig-

nal cross-section is fixed to a given value σ. The ‘single-

hat’ parameters in the denominator are the MLEs of all

parameters allowing also σ to vary. By construction,

0 ≤ λ(σ) ≤ 1, hence qσ ≥ 0. qσ equals zero when the

best-fit value of the cross-section (σ̂) equals the hypoth-

esized value (σ), which corresponds to the most signal-

like outcome. Larger values of the test statistic qσ in-

dicate that the data are less compatible with the signal

hypothesisHσ. Since we are concerned with calculating a

one-sided upper bound, we only consider outcomes with

σ̂ < σ as an evidence against the signal hypothesis and

set qσ to zero otherwise.

Let f(qσ|Hσ) be the probability distribution function

of the test statistic qσ under the signal hypothesis Hσ,

and let q
obs
σ be the value of the test statistic obtained

with the observed data. The signal p-value ps, is the

probability that the outcome of a hypothetical, random

XENON100 experiment results in a test statistic larger

(less signal-like) than the observed one, when the signal

hypothesis Hσ is true. Therefore, ps given by

ps =

� ∞

qobsσ

f(qσ|Hσ) dqσ. (4)

The signal hypothesis Hσ is rejected at 90% CL if ps ≤
10%.

Downward fluctuations of the background might lead

to exclusions of very small cross-sections to which the

experiment is not sensitive. To protect against such an

effect, ps is modified [21, 22] to

p
�
s =

ps

1− pb
(5)

where

1− pb =

� ∞

qobs
σ

f(qσ|H0) dqσ (6)

is the probability of the test statistic qσ to be larger than

the observed one under the background-only hypothesis

Hσ=0 ≡ H0. Other protection procedures would also

be conceivable, but this particular extension has a con-

servative over-coverage nature. It has been verified by

Monte Carlo simulations that the coverage of our claimed

90% CL upper bound on the cross-section is in the range

(92-95)% and thus larger than 90%, in accordance with

the conservative nature of the method.

The upper limit σup(mχ) on the cross-section σ for a

given WIMP mass mχ is found by solving

p
�
s(σ = σup

(mχ)) = 10%. (7)

Wilks’ theorem [23] states that qσ follows a chi-square

distribution in the limit of a large number of observa-

tions, which in this context not only includes the ob-

served WIMP candidate events, but also all of the control

measurements. It has been verified by Monte Carlo sim-

ulations that this asymptotic behavior indeed describes

the distribution of the test statistic to a good approxi-

mation. We therefore use the chi-square approximation

in order to estimate the signal p-value ps. pb is estimated

from Monte Carlo simulations of background only events.

B. Discovery

We can also use the above statistical method in a nat-

ural way to quantify the significance of a possible addi-

tional event population or signal discovery. To this end,

we test the background-only hypothesis (σ = 0), and try

to reject it. Similar to Equation 2, the discovery test

statistic q0 is defined as

q0 =

�
−2 lnλ(0) σ̂ > 0

0 σ̂ < 0.
(8)

Setting σ = 0 in Equation 3 yields

λ(0) =
L

�
σ = 0,

ˆ̂Leff ,
ˆ̂vesc,

ˆ̂
Nb,

ˆ̂�s, ˆ̂�b
�

L
�
σ̂, L̂eff , ˆvesc, N̂b, �̂s, �̂b

� . (9)

The p-value is defined as

p0 =

� ∞

qobs

f(q0|H0) dq0, (10)

when  σ = σ̂λ = 1

qσobs

But one experiment so not enough statistics...to compensate, XENON100 simulated Mock data giving rise to many values of qσ

3

of a hypothesis test based on the profile likelihood ra-
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a WIMP with a specific mass and cross-section, or to

establish the significance of a discovery.

A. Exclusion

A test statistic qσ reduces the observed data to only

one value and is constructed in order to test the signal

hypothesis Hσ. It is given by

qσ =
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−2 lnλ(σ) σ̂ < σ

0 σ̂ > σ
(2)

where σ̂ is the maximum likelihood estimator (MLE) of

σ, i.e. the value of σ that maximizes the likelihood Equa-

tion 1. λ(σ) is the Profile Likelihood ratio and is given

by
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σ̂, L̂eff , ˆvesc, N̂b, �̂s, �̂b

� . (3)

The double-hat parameters in the numerator are the con-

ditional MLEs of the nuisance parameters when the sig-

nal cross-section is fixed to a given value σ. The ‘single-

hat’ parameters in the denominator are the MLEs of all

parameters allowing also σ to vary. By construction,

0 ≤ λ(σ) ≤ 1, hence qσ ≥ 0. qσ equals zero when the

best-fit value of the cross-section (σ̂) equals the hypoth-

esized value (σ), which corresponds to the most signal-

like outcome. Larger values of the test statistic qσ in-

dicate that the data are less compatible with the signal

hypothesisHσ. Since we are concerned with calculating a

one-sided upper bound, we only consider outcomes with

σ̂ < σ as an evidence against the signal hypothesis and

set qσ to zero otherwise.

Let f(qσ|Hσ) be the probability distribution function

of the test statistic qσ under the signal hypothesis Hσ,

and let q
obs
σ be the value of the test statistic obtained

with the observed data. The signal p-value ps, is the

probability that the outcome of a hypothetical, random

XENON100 experiment results in a test statistic larger

(less signal-like) than the observed one, when the signal

hypothesis Hσ is true. Therefore, ps given by

ps =

� ∞

qobs
σ

f(qσ|Hσ) dqσ. (4)

The signal hypothesis Hσ is rejected at 90% CL if ps ≤
10%.

Downward fluctuations of the background might lead

to exclusions of very small cross-sections to which the

experiment is not sensitive. To protect against such an

effect, ps is modified [21, 22] to

p
�
s =

ps

1− pb
(5)

where

1− pb =

� ∞

qobsσ

f(qσ|H0) dqσ (6)

is the probability of the test statistic qσ to be larger than

the observed one under the background-only hypothesis

Hσ=0 ≡ H0. Other protection procedures would also

be conceivable, but this particular extension has a con-

servative over-coverage nature. It has been verified by

Monte Carlo simulations that the coverage of our claimed

90% CL upper bound on the cross-section is in the range

(92-95)% and thus larger than 90%, in accordance with

the conservative nature of the method.

The upper limit σup(mχ) on the cross-section σ for a

given WIMP mass mχ is found by solving

p
�
s(σ = σup

(mχ)) = 10%. (7)

Wilks’ theorem [23] states that qσ follows a chi-square

distribution in the limit of a large number of observa-

tions, which in this context not only includes the ob-

served WIMP candidate events, but also all of the control

measurements. It has been verified by Monte Carlo sim-

ulations that this asymptotic behavior indeed describes

the distribution of the test statistic to a good approxi-

mation. We therefore use the chi-square approximation

in order to estimate the signal p-value ps. pb is estimated

from Monte Carlo simulations of background only events.

B. Discovery

We can also use the above statistical method in a nat-

ural way to quantify the significance of a possible addi-

tional event population or signal discovery. To this end,

we test the background-only hypothesis (σ = 0), and try

to reject it. Similar to Equation 2, the discovery test

statistic q0 is defined as

q0 =

�
−2 lnλ(0) σ̂ > 0

0 σ̂ < 0.
(8)

Setting σ = 0 in Equation 3 yields

λ(0) =
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Nb,

ˆ̂�s, ˆ̂�b
�

L
�
σ̂, L̂eff , ˆvesc, N̂b, �̂s, �̂b

� . (9)

The p-value is defined as

p0 =

� ∞

qobs
f(q0|H0) dq0, (10)

p-value
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of a hypothesis test based on the profile likelihood ra-
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A. Exclusion

A test statistic qσ reduces the observed data to only

one value and is constructed in order to test the signal

hypothesis Hσ. It is given by
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σ, i.e. the value of σ that maximizes the likelihood Equa-

tion 1. λ(σ) is the Profile Likelihood ratio and is given

by
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max
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The double-hat parameters in the numerator are the con-

ditional MLEs of the nuisance parameters when the sig-

nal cross-section is fixed to a given value σ. The ‘single-

hat’ parameters in the denominator are the MLEs of all

parameters allowing also σ to vary. By construction,

0 ≤ λ(σ) ≤ 1, hence qσ ≥ 0. qσ equals zero when the

best-fit value of the cross-section (σ̂) equals the hypoth-

esized value (σ), which corresponds to the most signal-

like outcome. Larger values of the test statistic qσ in-

dicate that the data are less compatible with the signal

hypothesisHσ. Since we are concerned with calculating a

one-sided upper bound, we only consider outcomes with

σ̂ < σ as an evidence against the signal hypothesis and

set qσ to zero otherwise.

Let f(qσ|Hσ) be the probability distribution function

of the test statistic qσ under the signal hypothesis Hσ,

and let q
obs
σ be the value of the test statistic obtained

with the observed data. The signal p-value ps, is the

probability that the outcome of a hypothetical, random

XENON100 experiment results in a test statistic larger

(less signal-like) than the observed one, when the signal

hypothesis Hσ is true. Therefore, ps given by

ps =

� ∞

qobs
σ

f(qσ|Hσ) dqσ. (4)

The signal hypothesis Hσ is rejected at 90% CL if ps ≤
10%.

Downward fluctuations of the background might lead

to exclusions of very small cross-sections to which the

experiment is not sensitive. To protect against such an

effect, ps is modified [21, 22] to

p
�
s =

ps

1− pb
(5)

where

1− pb =

� ∞

qobsσ

f(qσ|H0) dqσ (6)

is the probability of the test statistic qσ to be larger than

the observed one under the background-only hypothesis

Hσ=0 ≡ H0. Other protection procedures would also

be conceivable, but this particular extension has a con-

servative over-coverage nature. It has been verified by

Monte Carlo simulations that the coverage of our claimed

90% CL upper bound on the cross-section is in the range

(92-95)% and thus larger than 90%, in accordance with

the conservative nature of the method.

The upper limit σup(mχ) on the cross-section σ for a

given WIMP mass mχ is found by solving

p
�
s(σ = σup

(mχ)) = 10%. (7)

Wilks’ theorem [23] states that qσ follows a chi-square

distribution in the limit of a large number of observa-

tions, which in this context not only includes the ob-

served WIMP candidate events, but also all of the control

measurements. It has been verified by Monte Carlo sim-

ulations that this asymptotic behavior indeed describes

the distribution of the test statistic to a good approxi-

mation. We therefore use the chi-square approximation

in order to estimate the signal p-value ps. pb is estimated

from Monte Carlo simulations of background only events.

B. Discovery

We can also use the above statistical method in a nat-

ural way to quantify the significance of a possible addi-

tional event population or signal discovery. To this end,

we test the background-only hypothesis (σ = 0), and try

to reject it. Similar to Equation 2, the discovery test

statistic q0 is defined as

q0 =

�
−2 lnλ(0) σ̂ > 0

0 σ̂ < 0.
(8)

Setting σ = 0 in Equation 3 yields

λ(0) =
L

�
σ = 0,
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ˆ̂vesc,

ˆ̂
Nb,
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L
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The p-value is defined as

p0 =

� ∞

qobs
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