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About my work

● I work with FPGAs (SoC) and the AI Engines of 
the Versal

● I am implementing “Artificial Intelligence” 
algorithms such as:

○ CNNs
○ RNNs

● Big thanks to my co-Supervisor Andrea Triossi 
for his incredible support:



Courses and Workshops

This Year (1st) I passed 3 PhD courses:

● Neuromorphic Computing with Andrea Duggento (1.5 CFU)

● Programmable System on Chip (SoC) for data acquisition and processing 
with Andrea Fabbri (4 CFU)

● Big Data Modelling and Learning with Ester Pantaleo (1.5 CFU)



What are ACAPs and AIEs

● ACAP = Adaptive Compute Acceleration 
Platform = CPU + FPGA + AIE

● AIE = 400 real-time RISC-V CPU cores 
placed in a Tiled Array like this:

YOU are tasked to program them from 
scratch! From their (inter)-connectivity and 
functionality up to their physical placement!



Project 0: Porting the Particle Flow algo

● In the first 2 months of my PhD I was tasked with implementing the CMS 
Particle Flow algorithm on the Versal AI Engines

● A partial implementation showed that the algorithm - as it is written in HLS - 
does not really benefit in running exclusively on the AI Engines

● Even if we decide to do some numericals in the AIE and the rest of the logic in 
the FPGA the main problem remains:

The interface Tiles between PL and AIE are a significant bottleneck for 
extreme latency applications



Project 1: Deployment of Recurrent Neural Networks on the AMD 
Versal AI Engine
● Continuing my Master Thesis, I designed a fully parallel AI Engines 

execution of the Gated Recurrent Unit. The implementation is general and 
can apply to any low - latency application. The AIEs allow for Floating Point 
operations and models that scale up to millions of FP parameters.

● In contrast with the previous bottleneck problem, the ability of the AI 
Engines FP data paths to broadcast data, works in our advantage! 
(everyone accepts the same input vector)



An “exercise” that took almost 1 year to complete

● The Versal AI Engines is the “new kid” in the block ( AMD documentation / bugs )
● The complexity of coordinating all the modules and data transfers between DDR 

Memory, FPGA and PS scales exponentially with introducing the AIE.

● Invaluable experience gained by programming the AIE 
● Most EE / CA PhDs spend their time in trying to get closer to the theoretical throughput 

of the device in a mock-up GEMM (Matrix-Matrix Mult) scenario. That's because the 
device is being marketed as a GPU alternative.

● We are one of the very few that are trying to use the AIE for Real Time - Ultra Low 
Latency Applications. Targeting low-latency also changes the way you compute!



Project 1: Deployment of Recurrent Neural Networks on the AMD 
Versal AI Engine
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And use Cascade
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Multiply Accumulate: Rows
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Multiply Accumulate: Rows
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Aggregate partial results w Packet Stream: Merge
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Project 2: AI-Enhanced Data Processing on the CAEN 2745 Digitizer

● The objective of this project is to enhance the CAEN 2745 digitizer’s 
performance by deploying AI algorithms on the Xilinx Zynq-7000 SoC. Two 
primary use cases are being explored:

1. A convolutional neural network (CNN) peak detector to function as a trigger 
mechanism, transferring data only when significant peaks are detected.

2. A CNN-based autoencoder that continuously encodes fixed time windows of 
digitized data, significantly improving the throughput of the device.



Project 2: AI-Enhanced Data Processing on the CAEN 2745 Digitizer
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Attended Conferences, Schools and Workshops

This Year (1st) I attended 1 Workshop, 1 School and 3 Conferences:

● Workshop on Electronics for Physics Experiments and Applications @INFN 
Mar 5 – 7, 2025 Torino





Attended Conferences, Schools and Workshops

● Conference - 2nd FPGA Developers' Forum (FDF) meeting May 20 – 23, 
2025 CERN



https://cds.cern.ch/record/2932736

OR

https://www.youtube.com/watch?v=0G2Np1h4uVM

https://cds.cern.ch/record/2932736
https://www.youtube.com/watch?v=0G2Np1h4uVM


Attended Conferences, Schools and Workshops

● Attended School - ISOTDAQ 2025 - International School of Trigger and Data 
AcQuisition Jun 17 – 26, 2025 Vilnius, Lithuania





Attended Conferences, Schools and Workshops

● Conference - TWEPP 2025 Topical Workshop on Electronics for Particle 
Physics Oct 6 – 10, 2025 Rethymno, Crete, Greece



Attended Conferences, Schools and Workshops
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For the Second Year

I need to do the CAEN project of running CNNs on the ZYNQ 7000:

● Hyperparameter tuning of the model with resource constraints
● Kernel Pruning to minimize resource consumption (there is also a method of 

imposing orthogonal kernels)
● Deploy with HLS4ML
● Quantize efficiently
● Test

● Estimated Time for delivery ~ 4-5 months



Future Conferences, Schools and Workshops



3rd year Internship

● I have been contacted by my former thesis supervisor
● He is working on machine Learning models at SLAC
● The project idea is to develop a tools that deploys AI models in the AI Engines 

just like HLS4ML
● Scheduled interview on the 24th of October



Thank you for your time!

Hit me up with any curiosities you may have.

More about my projects here:


