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· Research activity carried out during the year 
	Project 1: Deployment of Recurrent Neural Networks on the AMD Versal AI Engine

This project aims to deploy Recurrent Neural Network (RNN) algorithms on the AI Engine (AIE) of the AMD Versal System-on-Chip (SoC). One primary application is jet tagging for the CMS detector at the LHC. The AIE is a novel component of the Versal architecture, featuring an array of 400 RISC-V vector processors alongside traditional CPUs and FPGA fabric. It enables extremely fast (6.4 ns) vectorized floating-point operations, eliminating the need for model quantization.
RNN deployment is not natively supported by AMD's development tools and therefore requires custom implementation from the ground up. This includes the design of a distributed computation strategy by the user. Given the objective of operating at the lowest possible latency, we are implementing row-wise matrix-vector dot products, a mode of computation not inherently supported by AMD’s existing tools. At the project's inception, AMD’s runtime support for matrix-vector operations with dynamic parameters was lacking. The primary challenge remains efficient data aggregation. Our current approach addresses this by offloading aggregation to the programmable logic (PL) rather than relying solely on AIE constructs. This necessitates close coordination among three Versal components: 1. CPU, 2. FPGA fabric, 3. AI Engine. To achieve this integration, we have developed custom PL logic for data aggregation and implemented look-up tables for activation functions (e.g., tanh, sigmoid). Additionally, we are utilizing the AI Engine Interface Tiles as data pathways for aggregation and communication between components.

Project 2: AI-Enhanced Data Processing on the CAEN 2745 Digitizer

The objective of this project is to enhance the CAEN 2745 digitizer’s performance by deploying AI algorithms on the Xilinx Zynq-7000 SoC. Two primary use cases are being explored:
1. A convolutional neural network (CNN) peak detector to function as a trigger mechanism, transferring data only when significant peaks are detected.
2. A CNN-based autoencoder that continuously encodes fixed time windows of digitized data, significantly improving the throughput of the device.
The models have been initially developed in PyTorch; however, for hardware deployment using hls4ml, they must be reimplemented in TensorFlow due to compatibility issues. Model synthesis and optimization for FPGA implementation remain the main challenges going forward.



· List of attended courses and passed exams

1. Passed Exam - Introduction to Neuromorphic Computing - Andrea Duggento
2. Passed Exam - Programmable System on Chip (SoC) for data acquisition and processing - Andrea Fabbri
3. Currently Attending - Big Data modelling and learning

· List of attended conferences, workshops and schools, with mention of the presented talks

1. Attended conference: HiPEAC 2025
2. Attended Workshop with a Poster: Workshop on Electronics for Physics Experiments and Applications @INFN
3. Presented a talk at 2nd FPGA Developers' Forum (FDF) meeting: A low latency Gated Recurrent Unit Implementation for the AMD Versal AI Engine
4. Attended School: ISOTDAQ 2025 - International School of Trigger and Data AcQuisition 

· List of published papers/proceedings

· Thesis title ( even temporary )
· Low Latency RNNs in the Versal AI Engine for jet tagging

Date,  28 Jul 2025	
Seen, the supervisor
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