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The development started during the European H2020 project “INDIGO-DataCloud” (2015-2017) and 

continued during the DEEP-Hybrid DataCloud, eXtreme-DataCloud and EOSC-Hub projects

TOSCA: Topology and Orchestration Specification for Cloud Applications

REF: TOSCA Simple Profile in YAML version 1.0

A bit of history of the INDIGO PaaS Orchestration system

https://docs.oasis-open.org/tosca/TOSCA-Simple-Profile-YAML/v1.0/csprd01/TOSCA-Simple-Profile-YAML-v1.0-csprd01.html
https://docs.oasis-open.org/tosca/TOSCA-Simple-Profile-YAML/v1.0/csprd01/TOSCA-Simple-Profile-YAML-v1.0-csprd01.html
https://docs.oasis-open.org/tosca/TOSCA-Simple-Profile-YAML/v1.0/csprd01/TOSCA-Simple-Profile-YAML-v1.0-csprd01.html
https://docs.oasis-open.org/tosca/TOSCA-Simple-Profile-YAML/v1.0/csprd01/TOSCA-Simple-Profile-YAML-v1.0-csprd01.html
https://docs.oasis-open.org/tosca/TOSCA-Simple-Profile-YAML/v1.0/csprd01/TOSCA-Simple-Profile-YAML-v1.0-csprd01.html
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PaaS Orchestrator high-level architecture
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What is changed in the last two years
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➢ Development of the Federation Registry and 

Feeder

➢ Development of the AI-Ranker

➢ Development of a data streaming platform 

based on Kafka

➢ Features added in the Orchestrator

• Management of creation/deletion of IAM 

clients and S3 buckets

• Integration with the Federation Registry

• Integration with Kafka and AI-Ranker

➢ Renovation and introduction of many features 

in the Dashboard
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Data collection and aggregation using Kafka
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We decided to reorganize the PaaS Orchestration system using messages exchange between 

components

Apache Kafka is a distributed streaming platform designed for building real-time data pipelines and streaming applications. It 

provides a highly scalable, fault-tolerant, and durable mechanism for publishing and subscribing to streams of records.

➢ Data is organized into topics, further divided into partitions and replicated across the cluster for fault tolerance

➢ Actors that write data are called producers, while those that read data are called consumers

➢ A Kafka cluster can consist of one or more nodes (typically an odd number) to ensure high availability

➢ Kafka supports high-throughput and low-latency processing, ideal for log aggregation, stream processing, and event-

driven microservices

An internal evaluation compared Kafka and RabbitMQ, as both offer core features suitable for our needs. Kafka was ultimately chosen 

due to the team's existing expertise with this technology.
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Our current solution based on Kafka
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➢ Created many topics for the different 

components (more in the next slides)

➢ Cluster in HA with authentication (SSL), 

authorization (ACL), and encryption and 

ciphering (TLS/SSL) of messages
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Federation Registry
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CIP Feeder

SLAT

CMDB

Federation-
Registry

Federation Registry Feeder

➢ Periodic Python script

➢ Based on YAML configuration file to connect to federated providers

➢ Update the Federation Registry with up to date information (flavors, 

images, networks, quotas and more) retrieved directly from federated 

providers 

Federation Registry

➢ Micro-service used to store federated provider configurations and 

SLAs details

➢ Python REST API based on FastAPI

➢ Support for OAuth2/OIDC authentication and authorization

➢ Uses Neo4j as graph database
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Federation-Registry
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Micro-service used to store federated provider configurations and SLAs details
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AI-Ranker: a first study in 2024
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Target: Improve the Cloud Provider ranking system by identifying and using more 

appropriate information and metrics through an AI-based approach

1) Identification of data sources and available information

2) Data collection (manual) and dataset creation

➢ 6 months of data used: 08.2023 – 01.2024, 643 entries (very few!)

3) Data exploration, data cleaning, data transformation, and feature engineering

➢ Categorized the service type of the deployment according to the complexity

➢ Reduced  the number of features. Finally used 11

4) Model and training design, and performance evaluation

➢ Two ML models: classification for success/failure of a deployment, regression 

for creation/failure time of a deployment

➢ Defined the training procedure using data of recent and sliding time windows 

with fixed size
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AI-Ranker

➢ The AI-Ranker service is composed by three different services deployed 
as Docker containers

• AI-Ranker training

• AI-Ranker inference

• AI-Ranker model registry

➢ The AI-Ranker service uses ML models implemented with the scikit-learn 
library. Two types of models used:

• Classification for success/failure of a deployment

• Regression for creation/failure time of a deployment

➢ The AI-Ranker service uses the MLflow framework for managing the ML 
lifecycle. Mlflow helps us to 

• track experiments (log parameters, metrics, and artifacts from 
training runs)

• store models in a standardized format

• register and version models

Sviluppi PaaS, Bari, 08-10.09.2025 9



INSERIRE LOGO 

Sviluppi PaaS, Bari, 08-10.09.2025 10



INSERIRE LOGO 

Integration of the AI-Ranker with Kafka
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Producers

Consumer

Processors

➢ Template parser processor

• Reads from the orchestrator-logs topic

• Writes to the validated-template topic

➢ Provider selector processor

• Reads from the validated-template, federation-

registry-feeder, and rally

• Writes to the ai-ranker-inference topic

➢ AI-Ranker inference service processor

• Reads from the ai-ranker-inference and ai-ranker-

training topics

• Writes to the ranked-providers topic

➢ AI-Ranker training data processor

• Reads from the orchestrator-logs and ai-ranker-

inference topic

• Writes to the ai-ranker-training topic
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Orchestrator
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The log parser component 

extracts information about the 

TOSCA templates, user’s inputs, 

selected provider and status of 

the deployment
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The PaaS Orchestrator Dashboard
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https://my.cloud.infn.it

https://my.cloud.infn.it/
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Features for the users in the PaaS Orchestrator dashboard

➢ See the list of created deployments

➢ See the logs of the deployment configuration

➢ The deployments can be managed, for example by starting and stopping the 
VMs and managing ports. For deployments of type Kubernetes, nodes can also 
be added or removed

➢ in case of a deployment creation failure, a "Retry" option will be available in 
the drop-down menu, enabling users to resubmit the deployment request with 
the same parameters
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Features for the admins in the PaaS Orchestrator Dashboard
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List and manage other users’s 

deployments: deletion of  

deployments and full logs 

visualization

See the Deployments statistics section to visualize the 

number of deployments per type, user group, and 

provider
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Integration of the Orchestrator Dashboard with RUCIO
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Implementation of scenario 0: the user can choose the provider to submit the deployment depending on which RSE has a copy of the 
dataset (storage-binded)
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Deploy a TOSCA-based service with IM using a Kubernetes provider

➢ We did tests with TOSCA templates to create deployments with IM using a Kubernetes provider

• We enabled the access to the Kubernetes cluster through IAM tokens

• We deployed a containerized application as a POD on the Kubernetes cluster

• We successfully tested the use of storage class, PVC, and access point (nodeport and ingress)

➢ Now we are working on the IM connector that the Orchestrator will contact to create deployments with IM using a Kubernetes 
provider
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• Notebook as a Service

• INFN Cloud Registry (Harbor)

• INFN Cloud object storage 
(RGW)

• INFN Cloud monitoring 
(Grafana)

• Healthchecks

• Status

SaaS

• Virtual Machine

• Docker Compose

• Run Docker

• Kubernetes cluster (w/o Kafka 
or Interlink)

• Spark + Jupyter cluster

• HTCondor (mini or cluster)

• Jupyter (w/o Matlab) with 
persistence

• INDIGO IAM as a Service

• Elasticsearch & Kibana

• Sync & Share

• ML_INFN working station

• CYGNO working station

PaaS

• Start & Stop

• Hostname choice

• Open ports

IaaS

Portfolio of services
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PaaS services (1)
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All PaaS services are defined using an Infrastructure as Code paradigm, based on a procedural paradigm that aims to reduce manual 
processes and increase flexibility and portability across environments, via a combination of:

➢ TOSCA (Topology and Orchestration Specification for Cloud Applications) templates, to model an application stack

➢ Ansible roles, to manage the automated configuration of virtual environments

➢ Docker containers, to encapsulate high-level application software and runtime

➢ Helm charts, to manage the deployment of an application in Kubernetes clusters
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PaaS services (2)

➢ TOSCA templates has the reference to a specific version of the TOSCA types used where we define new custom types and the 
types we have extended from the normative types

➢ Known critical aspects

• Maintenance/updates of currently supported PaaS services is difficult, in particular for some of them (TOSCA services 
inventory)

• Some services requires renovation (e.g. IAMaaS)

• Addition of new services

• Ansible version used by the IM to deploy the PaaS services is old (2.10.7)
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https://confluence.infn.it/spaces/INFNCLOUD/pages/64389880/TOSCA+Services+and+Jenkins+pipelines
https://confluence.infn.it/spaces/INFNCLOUD/pages/64389880/TOSCA+Services+and+Jenkins+pipelines
https://confluence.infn.it/spaces/INFNCLOUD/pages/64389880/TOSCA+Services+and+Jenkins+pipelines
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DevOps Procedure

➢ Develop code and write related tests

➢ Run service and tests on your local machine

➢ Write and build the docker image on your local machine

➢ Write and configure Jenkins pipelines

➢ Write and test a docker-compose example on your local machine

➢ (As soon as ArgoCD will be available replace with) Convert the docker-compose in kubernetes configurations example (kompose)

➢ Write the ansible role and playbook based on the docker-compose example

➢ (As soon as ArgoCD will be available replace with) Write ArgoCD YAML configurations based on the kubernetes configurations 
example

➢ Deploy in pre-production with integration tests and debugging (unexpected crashes, wrong behaviors…)

➢ Deploy in production
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https://kompose.io/
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Code repositories management

➢ Github (INFN-Datacloud) Github Organization INFN-DataCloud

• Libraries and main code (fed-mgr, fed-reg, ai-ranker, orchestrator, …)

➢ INFN Baltig (INFN Cloud group)

• INFN Cloud specific configurations (indigopass-deploy, TOSCA templates, …)

➢ Development/Collaboration common strategies

• No forks - multiple branches (as much as possible: one task=one branch)

• Branch main protected and PR with at least one reviewer

• README.md

• Description on how to install and start the service, env variables, requirements, …

• Apache v2.0 LICENSE
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https://github.com/infn-datacloud
https://github.com/infn-datacloud
https://github.com/infn-datacloud
https://github.com/infn-datacloud
https://baltig.infn.it/infn-cloud
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CI/CD, code analysis and security

➢ Jenkins pipelines

• Code test and analysis

• Docker images creation: Upload on both INFN Harbor and DockerHub

• Shared libraries (repo with shared groovy functions used by jenkins pipelines)

• Tutorial Jenkins and Slides

➢ SonarCloud

• Analyzes code and shows coverage details

• Explicit projects addition

➢ Snyk and Github code scanning

• Checks code security (libraries deprecation or security problems)

• Explicit projects addition

➢ GitGuardian DO NOT PUBLISH UNCRYPTED PASSWORDS AND SECRETS

• Check password and secrets exposure

• Explicit projects addition
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https://jenkins.cloud.infn.it/
https://jenkins.cloud.infn.it/
https://harbor.cloud.infn.it/
https://hub.docker.com/u/indigopaas
https://github.com/infn-datacloud/jenkins-libraries
https://github.com/infn-datacloud/jenkins-libraries
https://istnazfisnucl.sharepoint.com/sites/INFNCloud9/_layouts/15/stream.aspx?id=%2Fsites%2FINFNCloud9%2FShared%20Documents%2FWP5%20%2D%20Middleware%2C%20Nuovi%20servizi%2FRecordings%2FJenkins%2D20240607%5F140831%2DRegistrazione%20della%20riunione%2Emp4&ga=1&referrer=StreamWebApp%2EWeb&referrerScenario=AddressBarCopied%2Eview%2Eeb7ad45a%2De108%2D4832%2D8574%2Df75a9729785c
https://istnazfisnucl.sharepoint.com/sites/INFNCloud9/_layouts/15/stream.aspx?id=%2Fsites%2FINFNCloud9%2FShared%20Documents%2FWP5%20%2D%20Middleware%2C%20Nuovi%20servizi%2FRecordings%2FJenkins%2D20240607%5F140831%2DRegistrazione%20della%20riunione%2Emp4&ga=1&referrer=StreamWebApp%2EWeb&referrerScenario=AddressBarCopied%2Eview%2Eeb7ad45a%2De108%2D4832%2D8574%2Df75a9729785c
https://istnazfisnucl.sharepoint.com/:b:/s/SviluppiPaaS/ERZW4PTAUFtGkEU3xdTPNcUBt9byGccRzdl_oVQid4sU-w?e=iEXey9
https://sonarcloud.io/organizations/infn-datacloud/projects
https://sonarcloud.io/organizations/infn-datacloud/projects
https://app.snyk.io/org/infn-datacloud
https://app.snyk.io/org/infn-datacloud
https://www.gitguardian.com/
https://www.gitguardian.com/
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Repository tools and others

➢ Useful tools (and VSCode extensions) to develop with python

• Ruff: code linting and formatting

• Poetry: dependency management

➢ Useful tools for commit management

• Pre-commit: automatically validate custom rules on staged code before committing

➢ INFN-CNAF Nexus

• Service hosted by INFN storing RPM and other compiled packages

➢ Bitwarden

• Service hosted by INFN with shared secrets and passwords
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https://docs.astral.sh/ruff/
https://docs.astral.sh/ruff/
https://python-poetry.org/
https://python-poetry.org/
https://pre-commit.com/
https://pre-commit.com/
https://pre-commit.com/
https://pre-commit.com/
https://repo.cloud.cnaf.infn.it/
https://repo.cloud.cnaf.infn.it/
https://repo.cloud.cnaf.infn.it/
https://repo.cloud.cnaf.infn.it/
https://vault.infn.it/
https://vault.infn.it/
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Documentation and tasks management

➢ Documentation links

• WP5 - INFN Confluence

• Software and service instances inventory

• WP5 meetings and lessons’ notes

• PaaS services documentation

• Architecture and design choices

• IaaS/PaaS/SaaS endpoints list

➢ INFN Jira Software

• Tasks list (tasks up to one week, issues, discussions on specific relevant topics)

• Track events or updates on target issues

• We will work mainly through these. Keep them up to date

➢ Communication channels

• Team Sviluppi PaaS in Teams

• Mailing list sviluppi-paas@lists.infn.it
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https://confluence.infn.it/display/INFNCLOUD/WP5+-+Middleware+e+nuovi+servizi
https://confluence.infn.it/display/INFNCLOUD/WP5+-+Middleware+e+nuovi+servizi
https://confluence.infn.it/display/INFNCLOUD/WP5+-+Middleware+e+nuovi+servizi
https://confluence.infn.it/display/INFNCLOUD/WP5+-+Middleware+e+nuovi+servizi
https://confluence.infn.it/display/INFNCLOUD/WP5+-+Middleware+e+nuovi+servizi
https://confluence.infn.it/spaces/INFNCLOUD/pages/67211948/INFN-DataCloud+PaaS
https://confluence.infn.it/spaces/INFNCLOUD/pages/67211948/INFN-DataCloud+PaaS
https://confluence.infn.it/spaces/INFNCLOUD/pages/67211948/INFN-DataCloud+PaaS
https://confluence.infn.it/x/g4k2Aw
https://confluence.infn.it/x/g4k2Aw
https://issues.infn.it/jira/secure/Dashboard.jspa
https://issues.infn.it/jira/secure/Dashboard.jspa
https://issues.infn.it/jira/secure/Dashboard.jspa
https://issues.infn.it/jira/secure/Dashboard.jspa
mailto:sviluppi-paas@lists.infn.it
mailto:sviluppi-paas@lists.infn.it
mailto:sviluppi-paas@lists.infn.it
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Thank you
luca.giommi@cnaf.infn.it,
giovanni.savarese@ba.infn.it
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