EINSTEIN TELESCOPE £ VIRGO

Stefano Bagnasco, INFN

Riunione C3SN

(IRUVIRGD il ety | ™ =%




MJIVIRGO

\.. S4ARA D/
PROPORZION/
COSMICHE!”

-+ MI FIGURAVO QUAL-
COSA DI GROSSO, MA

NON FINO A QUESTO J~7
PUNTO! /

. IMPRESSIONAN-
TE, EHP LE GALLERIE

GHE TRE CHILOME-

LATERALI SONO LUN- F

M. Bosco, G. Soldati, “Sogni d’oro zio Paperone”

Topolino 3838:45-70 (R023)

E-Infrastructure Board Summary| Stefano Bagnasco, INFN
XV ET Symposium - Bologna, May 29, 2025| 2/1260



S (1Q)VRGD  KACRA

GW231123: THE MOST MASSIVE BLACK HOLE BINARY

DETECTED THROUGH GRAVITATIONAL WAVES

On November 23, 2023, at 13:54:30 UTC, the LIGO-Virgo-KAGRA (LVK) collaboration detected GW231123, a gravitational-
wave signal likely caused by the merger of two black holes with the highest combined mass the LVK collaboration has ever
observed. These black holes would have been spinning incredibly fast, and their individual masses appear to fall into a range
that challenges existing theories about how massive stars evolve and end their lives.

DETECTING THE SIGNAL

This gravitational wave was observed by the two Advanced LIGO detectors in Hanford and Livingston during the first part of
the fourth LVK observing run (O4a). The coherence between the two observatories was essential in making a confident
detection. As shown in Figure 1, the signal lasted about a tenth of a second but stood out clearly, about 20 times louder than
the typical detector noise. To ensure this was not a random blip in the data, we performed careful statistical checks. Using
techniques that simulate thousands of years’ worth of fake data, we found that the probability of random noise mimicking
GW231123 is less than once in 10,000 years! This gives us extreme confidence in the non-terrestrial origin of the signal, and
thus in the reality of this gravitational-wave signal.
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Figure 1: GW231123 signal in data from the LIGO Hanford (left) and Livingston (right) detectors. The top panels show
the amplitude of the data over time (grey traces). The shaded blue band shows our estimate of the true signal. The
bottom panels are spectrograms, also known as time-frequency maps, which show the signal amplitude over time
(horizontal axis) and across frequencies (vertical axis). Brighter colors represent a stronger signal.

THE SOURCE BEHIND THE SIGNAL .
FIND OUT MORE:
The data strongly suggest that this signal came from the violent .
merger of two black holes. To learn more about these black holes— Visit our  www.ligo.org
like how massive they were and how fast they were spinning—we websites: WWW.virgo-gw.eu
used several models based on Einstein’s theory of general relativity gweenter.icrr.u-tokyo.ac.jp/en/

to simulate what such a signal would look like for different black
hole pairs.
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By comparing the data to these models, we found that these black 1 ’r =
holes weighed approximately 137 and 103 times the mass of the
Sun, respectively. Taking all uncertainties into account, their total
mass was likely between 190 and 265 solar masses, dethroning
GW190521 as the most massive black hole binary observed so far.
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GWTC-4.0: UPDATING THE CATALOG WITH OBSERVATIONS FROM THE
FIRST PART OF THE FOURTH LIGO-VIRGO-KAGRA OBSERVING RUN

In August 2025, the LIGO-Virgo-KAGRA (LVK) Collaborations released the interferometric strain data from the first part of the
fourth observing run (O4a), which ran from May 2023 to January 2024. In this data, we have discovered 128 new confident
gravitational-wave (GW) signals originating from merging black holes and neutron stars. Alongside the strain data release,
we publish version 4.0 of the Gravitational Wave Transient Catalog (GWTC-4.0), which contains lists of the candidate signals
and measurements of their properties. We are also publishing a set of papers that accompany the catalog. These papers are
submitted to the Astrophysical Journal Letters for publication as a Focus Issue. Here, we summarise the first three of these
papers that focus on the production and results from GWTC-4.0 itself.

INTRODUCTION o1 02

This paper, “GWTC-4.0: An
Introduction to Version 4.0 of bi V23
the Gravitational-Wave Transient
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of the focus issue, including GEO
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. . . Figure 1: A timeline of observing runs showing the data-taking periods for the gravitational-
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wave ies GEO, KAGRA, LIGO-Hanford (LHO), LIGO-Livingston (LLO), and Virgo.
(UTC). The (chronologically) first Numbers above the coloured blocks correspond to the approximate distance the detector can
new event in our Catalog, see a standard binary neutron star merger, providing a measure of the sensitivity. Along the
denoted  GW230518_125908, top, we provide markers for when events have been added to the GWTC as well as horizontal

bars showing the span of data in each catalog.
was detected on 18 May 2023 at

12:59:08 UTC. We add the prefix

GW to all of the candidate signals we detect (this is slightly different to what we did in the past, as signals which we think
were likely to be caused by terrestrial effects are now included in the catalog, but with additional data about why we think
they might not be genuine gravitational waves).

Cumulative catalogs

The GW transient catalog is cumulative - in other words, GWTC-4.0 contains not only the new results observed in O4a but
also all past catalogs. To illustrate this, in Figure 1 we show a timeline of all observing runs (colored bands) and the data
span of each catalog. You'll notice that our catalogs follow a naming convention GWTC-<major>.<minor>, where the major
number is incremented when the span of data increases and the minor

number increments if there is a change in the methods/data describing .

the signals (e.g. a re-analysis of the data as happened with GWTC-2.1). FIND OUT MORE:

In the past, we have routinely omitted the minor number when it was 0 Visitour ~ www.ligo.org
(see, e.g. GWTC-3). However, we found that this can lead to some websites: .
confusion - for example does GWTC-2 refer to GWTC-2.0 or GWTC- WWW.VIrgo-gw.ed

2.1? We will therefore now always include the minor number when gweenter.icrr.u-tokyo.ac.jp/en/
referring to a specific catalog. However, we still omit the minor number
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when referring only to the data span (as shown in Figure 1).

From Figure 1, you will also see that the two LIGO detectors were
online during O4a: all candidate signals and measurements were made £
on just data from these two detectors. KAGRA did briefly take data bhat

during the beginning of the run, but the sensitivity was insufficient to
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UPGRADE FOR O5
M2JINVIRGD <W

Conclusions

e Virgo O5 upgrade is a big enterprise, involving also infrastructural modifications to the Central
Building
o Good prospects for increasing the sensitivity, reducing the gap with LIGO
o  Will keep us busy for the next years

e First version of the TDR delivered in May 2025

o Consolidated resource loaded schedule will be available when money matrix (who pays what and
when) will be finalized

o Second version of the TDR will come after incorporating recommendations from External Review
Committee (that gave a positive evaluation of the project)

e Project Management

o Given the nature/size of the Project, the management structure has been deeply revised
o All major processes are defined by appropriate documentation

Virgo Upgrade — A. Rocchi 24
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THREE COMPUTING DOMAINS
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THE GENERAL MODEL
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OFFLINE DATA DISTRIBUTION

Custodial Data OSDF OSDF Cache Computing
storage producers Origin(s) Instances Centres
"""" I
I -
A Georgia
LIGO ! I N%T@ : > Techg
~2 |
| e : SBACUg,
o | Gegrrgiﬁ J& | —> s
/ ecC!
KACRA — R
‘EL T [ e
I I N
2 gwosc l " |
> pen  ——— - e
cwosc Data : S > @ PennState
- ]
Pre-processed I @ARA |
| I
_>: N |
(MRYVIRGD RS RN
< > 1< ;™ Nik|hef
| - >
=RLC > W ’ : |
— — h(t) & env. data distribution : gy .o @
I CNAF
C —» Open Data , < :
INFN —» Raw data & h(t) managed copies : @ I ...and
— —» Pre-processed data (e.g., SFTs) || — : many more!

/ { @}} \/ | RG:) E-Infrastructure Board Summary| Stefano Bagnasco, INFN
XV ET Symposium - Bologna, May 29, 2025| 7/1260 [(c) Tt



LYK OBSERVING SCENARIO TIMELINE
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BOUNDARY CONDITIONS

e Virgo is supposed to provide ~30% of the LVK computing
resources
« CPU, storage, services, personpower, support
« Nearly there for CPU and storage
« Very far for everything else
e Strong push from the Council to reduce on-site computing
« i.e.,, mostly LL analyses

e Long-standing “Virgo Computing Cloud” MoU ready to be
signed
« By CNAF and CC-INRP3, initially
= More and more sites will contribute CPU and storage (and possibly cloud)
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CLOUD RESOURCES

o Existing: LLAI (“Low-latency Alert Infrastructure”) réd
deployment on K8S
« Currently also used for Mock Data Challenges

e Ongoing: moving DQSegDB service away from CIT

« Possibly other “small footprint” service in future
= Then, move to K8S deployment

e Up next: LL analysis on virtualized HTCondor cluster
« Critical service, uptime is crucial

e The future: high-availability LLAI for production
instance®
» The most critical service for LVK
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GRACEDB (LLAI

() O GraceDB | LVK Public Alerts X + v

<« G % gracedb.ligo.org/superevents/public/04/ * = # # O ¥ B R O O} RN - )

N\/WGI’GCEDB Public Alerts v Latest Search Notifications Pipelines Documentation Logout

Authenticated as: Stefano Bagnasco

Possible Source

Event ID (Probability) Significant Location Comments  QScan
GCN Circular ) QH1
Sept. 4, 2025 - :
S250904ae BBH (>99%) Yes Query v oy s o 1 per 100.04 years Ll
03:33:07 UTC ’ o
Notices | VOE QV1
GCN Circular ‘ = QH1
Sept. 1, 2025 . v 1 per 9.9253e+05
S250901cb BBH (>99%) Yes Query i QL1
18:59:41 UTC 4 - years
Notices | VOE QVvi1
GCN Circular QH1
Aug. 30, 2025 . .
S250830bp  BBH (>99%) Yes Query o ot o e 1 per 100.04 years QL1
10:24:18 UTC S £
Notices | VOE QVi1
GCN Circular ‘ QH1
BBH (98%), Terrestrial Aug. 30, 2025 . |
S250830m Yes Query (0 1 per 2.6632 years QL1
(2%) 03:27:09 UTC . o
Notices | VOE QV1
GCN Circular ‘ QH1
Aug. 27, 2025 . .
S250827fo BBH (>99%) Yes Query SN 1 per 1405.1 years QL1
22:49:40 UTC ’ 3 4
Notices | VOE QVi1
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Disk usage Virgo
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ACCOUNTING INFO

Usage By Working Group Usage By Working Group
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ACCOUNTING INFO

Usage by pool
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CNAF RESOURCES EVOLUTION
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REQUESTS FOR 2026

CPU DISCO TAPE
Infrastruttura
HSO6 TB TB
(Incremento) 5000 80 200 Tier-1
(Pledge) 50000 1000
5M core CINECA
hours
1500 cores
INFN-Cloud
(150 VMs) Clou
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REQUESTS FOR 2026

E 50TB devono essere disco nVME ad alte prestazioni per ]

un upgrade della cache OSDF/Pelican (AKA StashCache

/ -

CPU DISCO TAPE
Infrastruttura
HSO6 TB

(Incremento) 5000 80 200 Tier-1
(Pledge) 50000 1000

CINECA

1500 cores

(150 VMs) °

INFN-Cloud

(
LRiohiesta, fortemente ridotta (50K core hours) ]
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English Italiano Espanol Deutsch Francais Sardu
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Sa traditzione Italiana  Sos Enattos, su giassu ideale  Su comitadu pro sa candidadura Italiana  Is progetos PNRR in agiudu de ET
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e Currently there are two

[ Euregio candidate sites being
Meuse-Rhine characterized to host ET:

» The Sardinia site, close to the Sos
Enattos mine

Saxony » The Euregio Meuse-Rhine site, close to
the NL-B-D border

[ Sardi Qﬁ = A newcomer in Saxony (Germany)
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lournal of Cosmology and Astroparticle Physics
An IOP and SISSA journal

Science with the Einstein Telescope: a
comparison of different designs
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The Science of the Einstein Telescope

Einstein Telescope collaboration
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e The unknown we know best* is the event rate
e Then there are less-known unknowns

Em
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LESCOPE

Key Challenges

e Long-Duration Signals: ET’s low-frequency sensitivity extends the duration of

signals in its band. For example, binary neutron star signals may persist for
hours, increasing computational demands for matched filtering and waveform
modeling. Additionally, Earth’s motion modulates the signal, complicating sky
localisation and template bank design.

Overlapping Signals: The high detection rate in ET will lead to frequent overlap-
ping signals in the data. Traditional single-signal models may introduce biases,
particularly for closely timed or comparable signal amplitudes. New methods to
separate and analyze overlapping signals simultaneously are crucial.

Noise Background Estimation: The dominance of GW signals complicates noise
characterisation, as there will be minimal signal-free data segments. Traditional
noise estimation techniques may overestimate the background. For a triangular
configuration for ET, the signal-free null stream can be leveraged to produce
correct background estimation.

*Thanks to past US Secretary of Defense D. Rumsfeld for the concept
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TOWARDS THE ET COMPUTING MODEL
The scale of ET computing | .

/I/lﬂ TELESCOPE

* Increased signal sensitivity for ET means signals are also in-
band for much longer (minutes, hours, days)

» Signal “pile-up” complicates things

e
=]

w

| * Naively, ET would need 40M cores just for low latency |

w

 Strain (1077

e 9 D
o

(=]

* Naive here means assuming we only need to double the
compute to handle pre-merger analysis

PRL 116, 061102 (2016)

Num
. Reconstructed (template)
T T

40M cores is 100 times what HL-ATLAS needs for a similar job; 400k cores is a lot of computing power!

Our target is ~10% of HL-ATLAS, significant but the wider community has experience and tools
e That implies a speed-up of 1000

The BlueBook studies show very promising results at the level of speeding up algorithms
e Latency is determined by the slowest step, e.g. reading/writing to/from files or databases, CPU time...

We need end-to-end tests to prove we can achieve the required latency for multi-messenger science

Paul.Laycock@unige.ch

AT : r \ GRAVITATIONAL

: 5 : @ W i

< SCIENCE
FACULTE DES SCIENCES \ , CENTER
Département d'astronomie
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ET LOW-LATENCY RESOURCES
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Sara.Vallero@to.infn.it
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PE computational cost (J. Veitch)

Traditional Inference
computing cost

Take SNRs and signal durations from ET

MDC1 (one month observation)

Extrapolate the bilinear fitting to estimate

sampling time

Ignore extra dimension in NSBH and

BNS. “Effective signal duration” when

adding CE

Sampling time histogram for MDC

Longer signal -> more acceleration

One ET can detect most BBH -> BBH

SNR increases when adding CE -> slower

sampling

One ET cannot detect all BNS/NSBH ->

adding CE brings more near-threshold

events (depends on astrophysical

population) -> some events are sampled

faster

Extrapolate total cost

* 4-9 orders or magnitude improvement

depends on signal duration & SNR

EINSTEIN
LESCOPE

Likelihood acceleration methods including relative binning,
multibanding, and reduced order quadrature can reduce the
amount of CPU required for PE by over three orders of
magnitude.

b

Cumulative Number of Events

¢ 2

Veitch arXiv:

1 ]
logio CPU Hours

BNS

~la5x100
Flr1x1
12108
" (14205

2412.02651

\\ " s | bort dinformacié
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iV > gr-qc > arXiv:2412.02651

General Relativity and Quantum Cosmology
[Submitted on 3 Dec 2024 (v1), last revised 5 Mar 2025 (this version, v2)]

Costs of Bayesian Parameter Estimation in
Third-Generation Gravitational Wave
Detectors: a Review of Acceleration Methods

Qian Hu, John Veitch

Bayesian inference with stochastic sampling has been widely used to obtain
the properties of gravitational wave (GW) sources. Although computationally
intensive, its cost remains manageable for current second-generation GW
detectors because of the relatively low event rate and signal-to-noise ratio
(SNR). The third-generation (3G) GW detectors are expected to detect
hundreds of thousands of compact binary coalescence events every year
with substantially higher SNR and longer signal duration, presenting
significant computational challenges. In this study, we systematically
evaluate the computational costs of source parameter estimation (PE) in the
3G era by modeling the PE time cost as a function of SNR and signal
duration. We examine the standard PE method alongside acceleration
methods including relative binning, multibanding, and reduced order
quadrature. We predict that PE for a one-month-observation catalog with
3G detectors could require billions to quadrillions of CPU core hours with
the standard PE method, whereas acceleration techniques can reduce this
demand to millions of core hours. These findings highlight the necessity for
more efficient PE methods to enable cost-effective and environmentally
sustainable data analysis for 3G detectors. In addition, we assess the
accuracy of accelerated PE methods, emphasizing the need for careful
treatment in high-SNR scenarios.
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THE CTLABHET IN TORINO

Inauguration on April 14", 2025

CTlab4ET, ICSC e TeRABIT QEY¥:N: silpliyis

Einstein Telescope
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Einstein Telescope e la candidatura italiona
Michele Punturo, INFN-Perugia

I Centro di Calcolo della Sezione INFN di Torino
Stefano Bagnasco, INEN-Torino
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v terabit

Lia.Lavezzi@to.infn.it

Rinfresco
Home / NEWS / Ci ing Technologies for the Einstein Tel pe: CTLAB4ET Laboratory inaugurated in Turin
[ NEws |
ey . COMPUTING TECHNOLOGIES FOR THE EINSTEIN TELESCOPE: CTLAB4ET LABORATORY INAUGURATED IN TURIN
- zlar:ﬁlrj‘f]'i?v?e europea (: MU\R ll Illlll(lom.ml 14Apn2025
b E . E .
XV ET Symposium — Bologna, May 26-30, 2025 3
EINSTEIN E-Infrastructure Board Summary| Stefano Bagnasco, INFN
TELESCOPE XV ET Symposium - Bologna, May 29, 2025| 26/1260




MOCK DATA CHALLENGES

e What we need to write in the Computing Model by Feb 2026

is not a set of numbers but a plan to get those numbers

« Also, we need to make sure they are realistic achievable numbers!
« Both for online (DAQ), time-critical (LL) and asynchronous (offline)

e SO Mock Data Challenges become a tool also to demonstrate
we will be able to do all the science we want to do, both offline

and for time-domain multimessenger (i.e., “low latency”)
« We will have to run “low-latency?” MDCs, not tomorrow but not in 2030 either.

« Obviously this does not mean really running anything in LL now, but making
sure that LL-related workflows (e.g., PE) are being progressively developed,
tested and optimised - and refine the CM estimates accordingly

« We have (many) years to do that, but we need to spell out the plan now for all
computing domains to make sure we don’t miss pieces
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e Use Mock .

GENERAL STRATEGY

Data Challenges as multi-purpose tools

= More about this later

e Provide and deploy “workflow evaluation kits”...

« Partial functionalities to evaluate tools and architectures
» And quickly evolve towards a common and uniform environment

e ...UsSIng |

>

NSCAT

B as the first toolbox

« But not the only one

e Exploit synergies with Virgo as much as possible
« IGWN computing infrastructure will be evolving, we cannot ignore it

e As usual, (skilled) personpower is the issue
« Keep this in mind, I will not repeat it every other slide!

s  [£|NSTEIN
Ell TELESCOPE
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MADDEN and ETAP: A Global View

« Wewant to implement a test setup that mimics a possible future research environment for GW experiments.

* Itwillbe used as atest bench for ET Mock Data Challenges, analysis algorithm development and technology tracking.

MADDEN realm ETAP realm

ET Rucio Server

=] #-

University of Geneva

(A\ APPTAINER
example ET Anah/s?s - :
o J‘\
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J\upyte{r ( ET Rich Metadata Ser\/i%
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FS
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Lia.Lavezzi@to.infn.it

Mock CE Rucio Server ! P - E
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] ] ,?,) 4 VRE Resource Usage Service
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Developed b Virgo Rucio S ! !
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ACOUNTING INFO

HSO6 ET : Disk usage ET
12K 60 TB
1K
10 K
50 TB
9K
8K
40TB
7K #
6K
5 K ' 3078
4K
3K jj\ A a 20 TB
2K A i |
_— h/\ My 1) h ﬁj\ y i
1K wvv Y WVW \JJ\)W \}I
10 TB
0
2024-11 2025-01 2025-03 2025-05 2025-07 2025-C
Name Mean Min Max
0GB
pledge 1.38 K 1.20K 1.66 K Name Last *
== assigned 196K 120K 520K == Pledge = Pledge S5TB 55 TB
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REQUESTS FOR 2026

CPU DISCO TAPE
Infrastruttura
HSO6 TB TB
(Incremento) 3500 55 O Tier-1
(Pledge) 4000 50° @)
1
OM core CINECA
hours

e Newtonian noise simulations for the Sos Enattos gite
e KTO Task Force activities
e Contribution to generic MDC activities
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e Questions?
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