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GPUs for real time event selections?

GPU

* Alot of computing power for highly
parallelizable tasks;

* High level programming (CUDA,
OpenCL);

 Commercial device — less
expensive than dedicated
hardware, continuous improvement
of performance;

 NOT designed for low latency
response

Real time events selection

e It is usually based on algorithms
well suited for parallelization;

e Atrigger system needs to be
flexible, to be adapted to
experiments changing conditions;

* It needs fixed (and low) latencies:

from few us to few tens of us.

In this talk a brief overview of the current efforts in:
 NA62 (G.Collazuol, G.Lamanna, M.Sozzi)

o ALICE (T.Kollegger et al)

o ATLAS (Atlas Edinburgh group, P.Clark et al.)

 CDF (D.Lucchesi et al)
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In one slide: GPU programming model

A GPU has N multiprocessors, each with
M cores

Instructions are executed in parallel by
threads.

Threads are organized into blocks
Blocks are organized into a grid.

A multiprocessor executes a block at a time.

A warp is the set of threads executed in
parallel.

32 threads in a warp, they can only
execute one particular common instruction.

Careful organization of the code to
reduce latency and fully exploit GPU
computing power.
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Each thread can:

* Read/Write per-thread registers

« Read/Write per-block shared memory
» Read/Write per-grid global memory

* Read Only per-grid constant memory

v

Different memory types with different
access speed — significant impact
on total latency.

Grid

Block (0, 0)

Block (1, 0)

Thread (0, 0) Thread (1, 0)
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Main goal: BR measurement of the ultrarare K- mvv (BR,,=(8.5+0.7)-10™").

I
Total Length 270m

High particle rates required — strong trigger rejection

and fitting.

- rate of tracks : 10 MHz
- average number of hits/track: ~ 20

GPUs for RICH trigger — single ring identification
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GPUs in the NA62 TDaq system

& The use of the GPU at the software GPU GPU
levels (L1/2) is “straightforward”: put Ay Y
the video card in the PC. RO [1MHz| |1 [100kHz | | >

& No particular changes to the hardware | "™ PC PC
are needed ) %

& The main advantages is to exploit the 2 o | D 7p
power of GPUs to reduce the number  ~ By

of PCs in the L1 farms

& The use of GPU at L0 is more

7 ¢ challenging:
L0 LOTP gPFixed and small latency
board &
GPU . :
10 MHz 10 MHz L — (dimension of the LO buffers)
! 1 MHz | ig@Deterministic behavior

(synchronous trigger)
ighVery fast algorithms (high rate)

Max 1 ms latency
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Algorithms for ring searches
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« Each GPU thread
computes the circle
center using 3 points —
Final ring center is the
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Results: GPU processing time

w Algorithms
‘_’:L 102 :_ ..................................................................................................................................... — POMH
g E — DOMH
. : = - HOUGH
MATH algorlthm is the fastest. ) = - TRIPL
o S SN OO SRR SRR BRSNS SO — MATH
For packets of > 1000 events, o 10
processing time is about 50 ns/ring. ' = [
E=
15 1 :_ ................................................................................. s e ST SN f ..........
o =
S I Processmg tlme VS # events
© (per algorlthm) on TESLA
10-1 L O ST UROOYFOUUUUOORUNS v SUUON NOOT TS SOONNOT OO SO /SOOI SOOIt SO
= C1 060 .
Best results on AMD Radeon HD - ;
5970 10-2 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1
2000 4000 6000 8000 10000 12000 14000 16000
— 20 : : N. of events
@ ~ = | . |GPU:
= : : L [ NVIDIA NVIDIA NVIDIA AMD Radeon
E" — Tesla c2050 Quadro 600 Tesla C1060 Tesla C2050 HD 5970
= il I Number of 2 30 14 20
% 10 —Radaon 5970 ' multi-processors
Total number 96 240 448 3200°
-E GPU of cores
o bndent  core frequency 0.64 13 1.15 0.725
S (GHz)
g_ Main mem. (GB) 1 4 3 22
£ : : : : Main mem. 25.6 102 144 2562
O ............... ..................... .......... bandWidLh (GB}rS}
©Q : : 5 5 Shared multi- 48 16 48 32
processor mem. (KB)
Computing power 0.246 0.93 1.03 462
: (TFLOPS)
- 2 : : : ; - Max power 40 188 247 294
-:_. ||||||||||||||||||||||||||||||||| consumplion(W)

2000 4000 6000 3000 10000 12000 14000 16000
N. of events




Data transfer time to copy data
from the host PC onto the GPU and
results back significant.

It depends on the number of events.

For 1000 events, about 175 us

Total latency comprises:

e processing time

 data transfer time

» overheads of the GPU operations.

For 1000 evts, total latency is 300
us (MATH algorithm)

500

__ ..................... ................ ..................... ............ eventsforTeslaczoso

Data transfer:
m—— CPU — GPU

— GPU—CPU | — — W R o e

— Total

Déta tr.?ansfér tin{e s#

1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 1 1 | 1
2000 4000 6000 8000 10000 12000 14000 16000
N. of events
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Total time:

Data tranfer+Execution time+Overheads | :

| 'él'otal élatenécy vs i
. — — — events for Tesla .
| C2050

1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1
2000 4000 6000 8000 10000 12000 14000 16000

N. of events
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NAG62 future perspectives

Summer 2012: integration of a prototype
in parasitic mode in NAG2 trigger system.
October 2012: tests with beam!
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Multiple ring finding algorithm already implemented
and tested.
Optimization in progress.

Computing time per ring (us)
(+-]
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Usage of GPUs for Online tracking at L1 ongoing.

2000 4000 6000 8000 10000 12000 14000 16000
N. of events

References:

i) IEEE-NSS CR 10/2009: 195-198

ii) Nucl.Instrum.Meth.A628:457-460,2011

iii) Nucl.Instrum.Meth.A639:267-270,2011

iv) “Fast online triggering in high-energy physics experiments !
using GPUs” Nucl.Instrum.Meth.A662:49-54,2012 LOLLT



The Time Projector Chamber @ ALICE
- main tracking detector of ALICE

- high occupancy (20 ktracks/interaction)
- 2000 evts/s (pp)

- 300 evts/s (pb-pb)

pb-pb interaction

TPC divided into 2 cylinders in z, 18 sectors each

Two relevant
Slices

Each sector, 159 rows

Barticledrajectony

FPUF #1047 L



High degree of parallellsrg

..1'-
1) Neighbor finder 11
For each hit at row k, the best pair of In parallel for every hit,:“:ﬁ'
neighboring hits from row k+1 and k-1is b
found (best = straight line) ERE

2) Evolution
Reciprocal links are determined
and saved

3) Tracklet construction
Tracklets are created following hit-to-hit
links;

Kalman filter to fit geometrical
trajectories

In parallel for every '
hit-to-hit link.

row i+ 1

S Very time Consummg,:
:> (50% of total %
- ing ti %

owr processing time) =
4) Tracklet selection S

In case of tracks with intersected : sty

: row r - T
parts, the longest is kept. | 13(
! .- Quahty CheCkS are performed Slr:setz:rssiﬁnie to th:ee(j(:trEaX;:r:tTS:\asg;t are searched i i ,1 E‘EE
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, m CPU (Old Code / Nehalem 3,2 GHz)
H e - 2 GH 2072
I apiss m CPU (Nehalem 3,2 GHz) s
B GPU (Nvidia GTX285)
30000 - - :
- 1500
25000
1861
20000 -+
- 1000
15000 +
10000 -
7078 5878 + 500
] 1307 1134 = m 72 1415 2328
784 771 698
- s . el sl L
Initialization Neighbour Finding Evolution Step (2) Tracklet Tracklet Selection  Tracklet Output Full
(1) Construction (3) () RUN

Impressive reduction of processing time for Tracklet Construction on GPU,;

Significant impact on Neighbor Finding;
3 Inizialization, Tracklet Selection and Tracklet Output better on CPU.

§ e Overall total processing time from 1 s to 300 ms.

~ References:

*h;;‘ . Nuclear Science, IEEE Transactions on, Volume: 58 , Issue: 4, Part: 1
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GPUs In ATLAS trigger system

75000 events / s 200 events / s
Detector — Level 2 ——31 Storage
—> Level 1 P Level 3
40 million events / s 2000 events /s

@ Level 1: Custom built
hardware with special

processor units. track
candid
@ Level 2: Software trigger PEInder z-<dordinate
operating independently on ?p?ie Fm;? s ] Tracks
= . Dln S “ un canal Loy
detector regions of interest - i

(Rols). Ideal for GPGPUs e

candidal

@ Event filter (Level 3):
Software trigger analysing
whole event signatures.

References:
https://twiki.cern.ch/twiki/bin/view/Main/AtlasEdinburghGPUComputing 14



EoEE

o
T

| 7 finder algorithm

Regions of
Interest

One GPU block per phi slice
Histogram per block in shared
memory

Phi slices processed independently

Up to 35x speed-up

improvement (on Fermi)

detector layer
]

== uuYr

genuine pairing

- false pairing @ spacepoint

It processes each combination of spacepoints and
extrapolates to the beamline.
The histogram peak is the chosen interaction point.

& lowlum

- 7.129 Il highlum
__ 6
E
GJ -
E° lowlum highlum
S Luminosity (em™2s™%)  O(10%)  O(10>)
3 3
g
2 2

0709 0.613
—0|,,*"o.1os 0'3581 o.zssj -4 o-.azs 0.134 0204
CPU Tesla Fermi Tesla (stream) Fermi (stream)
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§ /// x12

CPU: Intel Westemere 2.4 GHz ’ /
GPU: NVIDIA Tesla C2050 : ’ . _ _ _ |
Muon tracks, pt = 10 GeV/c, up : s oo 150 20 2500 “
to 3k tracks/event

In ATLAS HLT tracks are

| reconstructed using the Kalman
111 filter method. Track trajectory
predicted using detector hits.

Time/event (ms)

X =
(=]
k

E

>

+
L ]
L
L

GPU time, ms -1 W2 &3 4 ==5

A set of optimizations applied:
1) Original code

2) 32 threads/block

3) Reduced memory usage

4) Track state stored in shared
memory

5) Jacobian in shared memory ‘
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Goal: investigate the potential and limitations of GPUs for low latency (few tens %
i of us) real-time applications in a realistic HEP trigger environment (CDF Level-2 | ||
| trigger test stand).

Measurements:

« Latency of data transfers between
CPU and GPU

« Latency of a real time trigger
algorithm implemented on GPU

VME crate

Pulsar TX GG EEH

W

Our benchmark algorithm is CDF
Silicon Vertex Trigger linearized track
fitting

Track parameters

Pulsar : general purpose 9U VME boards. | . aiculated constants pi = f; xi -+ qi
GPU .GTX 285 Hit positions ;
(30 microprocessors, 240 cores) =

——

References:
http://indico.cern.ch/contributionDisplay.py?contribld=205&sessionld=19&confld=102998 i .

e
..... 3 [

T T Lt el VLT LT

-

i T i il Pl I P A
‘?s‘{i’hr{r..f‘ A A

i
1)
i




=EzzRdl

i_:f:_mResuIts

Total latency to fit 500 tracks is
about 60 us.

About half of the time is due to
data transfer between CPU and

GPU and back — Room for
improvement (e.qg. GPUDirect)

Significant latency reduction (10
us) using Register memory for
track fitting constants.

Further studies ongoing...

- Kalman filter

- Comparison of different GPU
cards

Latency Measurements for Calculations in GPU

Events /0.5 us

f

120(— o —
B J —— 1 Word Analyzed i
100 L -I_ _ —— 10 Words Analyzed —
B -_ —— 100 Words Analyzed ]
80 [ —— 500 Words Analyzed -
60— ]
40— -
20— _
0 [ A ! L N R T R ]
50 60 70 80
Latency (us)

GPU Latency for 100 Words Analyzed

Events /0.5 us

T T | 1 1 U U ]
[ 1 _|
100 = ———— Constant Memory Access -
B ——— Global Memory Access i
80— ]
= —— Register Memory Access .
60— ]
40— ]
T ﬂlﬂ[[ :
0 _I 1 L 1 .| L L I =t L I 1 1 L 1 l 1 1 1 ]
50 60 70 80 90

Latency (us)

Word = track
———
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Other developments: CARMA @ FermiLAT

A high performance, energy efficient development kit
featuring a NVIDIA® Tegra ARM CPU, NVIDIA® CUDA® GPU

and hardware developed by SECO.

The CUDA on ARM devKit, codename CARMA, is an ARM-based GPU computing development kit created to support the
growing demand for energy-efficient computing initiatives around the world.
Technical Specs for the Development Kit:

CPU
GPU

Fast processing of images (1500 pixels, 30 slices/pixel, 300 Hz = 15 MB/s)

Applications:

Calibration: correcting offsets and scales

Cleaning: removing Night Sky Background

Data reduction: Hillas analysis (Computation of image moments related to energy,
direction, hadronness, ...)

References: 19

)/ D:Bastieti (PD), L.A.Antonelli (INAF-OAR)



Summary

The usage of GPUs in real time event selections is being pursued by
several HEP experiments.

In High Level Triggers, where there is no latency restriction, their computing
power can help reduce the size of PC farms.

Applications to Low Level Trigger looks still very challenging, but first results
are promising.

The interest of the Italian community is increasing.
Different experiences that can be shared.
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NAG2: processing time stability

& The stability of the execution
time is an important
parameter in a synchronous
system

& The GPU (Tesla C1060,
MATH algorithm) shows a
“‘quasi deterministic” behavior
with very small tails.

The GPU temperature, during
long runs, rises in different
way on the different chips,
but the computing
performances aren’t affected.

Temperature (°C)
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i 12000 14000 16000 16000 20000
Packet number (1000 evis)
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100 150 200 250
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— GPU:
- — Tesla c1060
- —— Tesla c2050
- Quadro 600

60

55

50
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1 |1 |0

| 1111 | 1111 | 1111 | 1111 | 1111 | 1111 | 1111 | 1111 | 1111
00 2000 3000 4000 5000 6000 7000 8000 9000 10000
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NAG62: processing time vs # hits

10?2

X

10

10

Processing time per ring (us)

10_2IilllillIilllilIlilllilllillli|||i|||i|||i|||
6 8 10 12 14 16 18 20 22 24 26 28

N. of hits per ring

23



. ALICE track fitting: implementation on GPU

All threads within one warp must execute a common instruction — they have to
wait for the one thread processing the longest tracklet — GPU Utilization below
20%!

The introduction of a dynamic scheduler raised the GPU utilization to 70%.

Time
Time

Thread

To allow efficient scheduling the steps are pipelined asynchronously using both,
CPU and GPU, while data is transferred via DMA

DMA OF b O O A B B W A A I 1 1 |
EEEE T T 1} i 1 I 1 |
CPU | — = e e e e |

Tasks B initialization [“]Neighbour Finding  [] Tracklet Construction [ Tracklet Selection [l Tracklet Output

24
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