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4.1. Methods for measuring the noise spectrum

The power spectral density of the noise Sn(f ) is not known a priori and must be estimated from 
the data. One can perform a complex FFT of the entire data stream around some time to be 
searched for signals, but that yields only two samples (real and imaginary parts) per frequency 
bin, hence the variance in the estimate of Sn(f ) in any single frequency bin is large. To over-
come this, either some form of averaging is used [63], or a fit is made to a physical model for 
the spectrum [64]. For example, Welch averaging [65] can be used to reduce the variance in 
the estimated power spectrum, but at the cost of either reducing the frequency resolution or 
requiring longer stretches of data. The spectral estimate used to whiten the data in figure 3 was 
found by applying a Welch average to 1024 s of data centered on GPS time 1126259462 (the 
nearest integer GPS time to the peak of the GW150914 signal). The data were broken up into 
overlapping 4 s long chunks, each spaced by 2 s. The data in each chunk was Tukey filtered 
and Fourier transformed. The power spectrum from all the chunks was then averaged.

Figure 3. A sequence of processing steps applied to the calibrated strain from the LIGO-
Hanford detector showing 4 s of data centered on GPS time 1126259462 (September 
14, 2015 09:50:45 UTC). First a Tukey window with 0.5 s roll-off is applied, then the 
data are whitened using an estimate of the noise spectral density. Finally the data are 
bandpassed filtered to enhance features in the passband [35 Hz, 350 Hz], revealing the 
presence of gravitational-wave signal GW150914.

B P Abbott et alClass. Quantum Grav. 37 (2020) 055002
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Inspiral Merger Ringdown
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FIG. 7. Distribution of templates in two projections of the
search space. The top panel shows the e↵ect of the di↵erent
placement steps (compare with figure 6) while in the lower
panel one can see the e↵ect of the duration boundary shown
in figure 4.

than 5M� and mass ratio between 1 and 3 is the dense
initially covered BBH region. The lack of templates just
outside the stripe is due to the fact that templates at its
boundary also cover systems just outside of it, such that
the final covering step does not add templates there.

III. VALIDATION

In a matched-filter search, the maximum SNR that can
be ideally observed for a given astrophysical signal (opti-
mal SNR) requires a template that exactly matches the
signal waveform. Because the template bank is discrete
and finite and because the waveform model does not in-
clude the full physics of the system, the bank can only
recover a fraction of the optimal SNR, which is known
as the fitting factor ' between the signal and the bank
[51]. Thus, given a population of N sources detectable
with perfectly-matching templates, only ↵N source will
be observed on average with a realistic bank, where ↵ < 1
is known as the signal recovery fraction [52] and is related

to the fitting factor by

↵ =

R
d~x '3(~x)�3(~x)R

d~x �3(~x)
. (3)

Here ~x is the source’s parameter vector (excluding the
luminosity distance) and �(~x) is the distance at which
the optimal SNR of the source takes a fixed reference
value2. Banks are typically constructed to achieve at
least a 90% signal recovery fraction and it is customary
to evaluate the correct performance of a bank in terms
of fitting factor or signal recovery fraction. This can be
done by simulating a large population of compact binary
mergers at a fixed luminosity distance and calculating the
fitting factor between each signal and the bank. Then the
signal recovery fraction can be measured as

↵ ⇡
P

i '
3
i�

3
iP

i �
3
i

(4)

where i labels each simulated signal.
When testing a bank where all templates use the same

lower cuto↵ frequency, the optimal SNR of each signal
is calculated using the same cuto↵. As such, the fitting
factor only shows the SNR loss due to the discretization
of the bank and any disagreement between the true signal
and our waveform model. However, because templates
in the bank described here have a variable flow, optimal
SNRs must now use a lower cuto↵, which we choose to
be fixed at 15 Hz, i.e. the reference frequency used for
calculating each template’s flow. Therefore, our fitting
factors also account for the fact that some SNR is lost
due to a higher starting frequency of the templates. Since
by our definition of flow this loss is never smaller than
0.5%, our fitting factors cannot be larger than 99.5%.
We simulate three di↵erent classes of sources: BNS,

NSBH and BBH. The BBH set is split into two subsets
by M = 100M�, where the lighter set is uniformly dis-
tributed in component masses and covers the BBH mass
space used in O1, while the heavier set is distributed uni-
formly in M and mass ratio q and covers a mass range
similar to the search space of [27]. Each set contains
5 ⇥ 104 systems and the parameters of the simulations
can be found in table I. The waveform model used for the
BNS simulations is the same post-Newtonian model used
for templates with M < 4M�; NSBH and BBH simula-
tions use instead the same e↵ective-one-body model used
for templates with M > 4M�. Note that the BBH sim-
ulations contain signals falling into the region excluded
by the minimum-duration requirement, i.e. they span a
slightly larger parameter space than the bank is designed
to cover.
Figure 8 presents the signal recovery fractions and fit-

ting factor distributions for each class. We divide the

2 Normally taken to be 8, in which case the resulting � is referred
to as the horizon distance. However, the choice is arbitrary and
does not change the value of the signal recovery fraction.

Canton, Harry arXiv:1705.01845

• Maximize over time and phase shift

• Maximize over template bank
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• Maximize over time and phase shift

• Maximize over template bank

• Apply signal consistency tests

Gravity Spy 23

Figure 8: Two new O1 glitch classes uncovered during Gravity Spy beta testing: “Paired

Doves” (left) and “Helix” (right). “Paired Doves” [55] resemble chirps, but alternate between

increasing frequency and decreasing frequency. These glitches are potentially related to 0.4

Hz motion of the beamsplitter at the Hanford detector. “Helix” [56] are possibly related to

glitches in the auxiliary lasers (called photon calibrators) that are used to push the LIGO

mirrors and calibrate the detectors.

workflows and pairing machine learning confidence scores with user classifications to optimize

the retirement of images and classification accuracy. The project shows clear utility in aiding

LIGO detector characterization and creates an avenue to analyze the socio-computational

interaction.

Each day during LIGO’s upcoming observing runs, the Gravity Spy system will generate

Omega Scans of triggers that have passed low-latency data quality cuts and fit within the

SNR and frequency thresholds defined in Section 3.1. These newly-acquired images will be

analyzed using the most current renditions of the machine learning classifier, and integrated

into the testing sets available for human classification. As images are retired from the test

set, they are added to the machine learning training sets, which re-trains whenever 100 new

images are retired and appended. Daily pages summarizing the results are available to all

LSC members.

When new classes appear in the detector and trends in the “None of the Above” class

emerge (via clustering of descriptive features from the follow-up questions and collections

on the Gravity Spy Talk forum), new categories are added to the interface at the discretion

of the Gravity Spy team. By doing so, the project maintains the ability to evolve with the

detectors. In addition, the data synthesis for this project can adapt to the activity of the

users; adjusting the SNR threshold of triggers will greatly a↵ect the number of glitches that

are generated from the LIGO data stream, and lowering this threshold will provide many

more di�cult images for users to analyze.

As the project progresses, continual engagement of volunteers will be cultivated by

providing complementary data and new tools to aid in the classification (e.g. the ability

Zevin et al CQG 34, 064003 (2017) 
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ral range, which quantifies the average distance at which
a fiducial 1.4M� + 1.4M� BNS could be detected with a
signal-to-noise ratio (SNR) of 8 [20–22]. During O3b the
median BNS inspiral range for LIGO Livingston, LIGO
Hanford and Virgo was 133 Mpc, 115 Mpc and 51 Mpc,
respectively. In Fig. 1 we show the growth in the num-
ber of candidates in the LVK catalog across observing
runs. Here, the search sensitivity is quantified by the
BNS time–volume, which should be approximately pro-
portional to the number of detections [3]. This is defined
as the observing time multiplied by the Euclidean sen-
sitive volume for the detector network [22]. For O1 and
O2, the observing time includes periods when at least
two detectors were observing, and the Euclidean sensi-
tive volume is the volume of a sphere with a radius equal
to the BNS inspiral range of the second most sensitive
detector in the network. For O3, to account for the po-
tential of single-detector triggers, the observing time also
includes periods when only one detector was observing,
and the radius of the Euclidean sensitive volume is the
greater of either (i) the BNS inspiral range of the second
most sensitive detector, or (ii) the BNS inspiral range of
the most sensitive detector divided by 1.5 (correspond-
ing to a SNR threshold of 12) [3]. As the sensitivity of
the detector network improves [23], the rate of discovery
increases.

Further searches for GW transients in O3b data have
been conducted focusing on: intermediate-mass black
hole (IMBH) binaries (with a component & 65M� and a
final BH & 100M�) [24], signals coincident with gamma-
ray bursts [25], cosmic strings [26], and both minimally
modeled short-duration (. O(1) s, such as from super-
novae explosions) [27] and long-duration (& O(1) s, such
as from deformed magnetars or from accretion-disk insta-
bilities) [28] signals. However, no high-significance can-
didates for types of signals other than the CBCs reported
here have yet been found.

We begin with an overview of the status of the Ad-
vanced LIGO and Advanced Virgo detectors during O3b
(Sec. II), and the properties and quality of the data used
in the analyses (Sec. III). We report the significance of
the candidates identified by template-based and mini-
mally modeled search analyses, and compare this set of
candidates to the low-latency public GW alerts issued
during O3b (Sec. IV). We describe the inferred astro-
physical parameters for the O3b candidates (Sec. V). Fi-
nally, we show the consistency of reconstructed wave-
forms with those expected for CBCs (Sec. VI). In the
Appendices, we review public alerts and their multimes-
senger follow-up (Appendix A); we describe commission-
ing of the observatories for O3b (Appendix B); we de-
tail data-analysis methods used to assess data quality
(Appendix C), search for signals (Appendix D) and in-
fer source properties (Appendix E), and we discuss the
di�culties in assuming a source type when performing a
minimally modeled search analyses (Appendix F). A data
release associated with this catalog is available from the
Gravitational Wave Open Science Center (GWOSC) [29];
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Figure 1. The number of CBC detection candidates with
a probability of astrophysical origin pastro > 0.5 versus the
detector network’s e↵ective surveyed time–volume for BNS
coalescences [3]. The colored bands indicate the di↵erent ob-
serving runs. The final data sets for O1, O2, O3a and O3b
consist of 49.4 days, 124.4 days, 149.8 days (177.2 days) and
125.5 days (142.0 days) with at least two detectors (one de-
tector) observing, respectively. The cumulative number of
probable candidates is indicated by the solid black line, while
the blue line, dark blue band and light blue band are the me-
dian, 50% confidence interval and 90% confidence interval for
a Poisson distribution fit to the number of candidates at the
end of O3b.

this includes calibrated strain time-series around signif-
icant candidates, detection-pipeline results, parameter-
estimation posterior samples, source localizations, and
tables of inferred source parameters.

II. INSTRUMENTS

The Advanced LIGO [1] and Advanced Virgo [2] in-
struments are kilometer-scale laser interferometers [30–
32]. The advanced generation of interferometers be-
gan operations in 2015, and observing periods have
been alternated with commissioning periods [23]. After
O1 [13, 33] and O2 [14], the sensitivity of the interfer-
ometers has improved significantly [3, 34]. The main im-
provements were the adjustment of in-vacuum squeezed-
light sources, or squeezers, for the LIGO Hanford and
LIGO Livingston interferometers and the increase of the
laser power in the Virgo interferometer. The instrumen-
tal changes leading to improved sensitivities during O3b
are discussed in Appendix B.

Figure 2 shows representative sensitivities during O3b
for LIGO Hanford, LIGO Livingston and Virgo, as char-

LVK, Living Rev. Rel. 23, 3 (2020) 
https://observing.docs.ligo.org/plan/

GWTC-3: 90 candidates

+ 224 low-latency 
candidates in O4
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Figure 2. The bank of templates used to identify compact-
binary mergers in our search as a function of their detector-
frame masses. The binary neutron star (blue), neutron star–
black hole (orange), binary black hole (green), and focused
binary black hole (purple) regions are shown. The templates
associated with an observed merger are shown with stars.
Signals often have multiple templates which will produce a
candidate. Here, we only show the template which produced
a candidate with the lowest false alarm rate; the parame-
ters of the selected template can only be considered as crude
point estimate of the true parameters, so they may di↵er
significantly from the posterior estimates in Table 4.

and broad-parameter BBH banks which target SNR re-
covery > 97%.

The template bank is designed to recover
gravitational-wave signals from non-precessing quasi-
circular sources. Our search accounts only for the
e↵ects of the dominant-mode gravitational-wave signal
and does not include the e↵ects of higher-order modes.
Neglecting these e↵ects will reduce the search sensitivity
to sources which strongly exhibit these features, such as
for highly-inclined, high-mass-ratio, or highly precess-
ing binaries (Harry et al. 2016) or where there remains
residual eccentricity (Ramos-Buades et al. 2020; Wang
& Nitz 2021). Development of optimal search strate-
gies for these sources is an ongoing endeavor (Harry
et al. 2018, 2016) and techniques that don’t rely on
matched filtering also target these sources (Klimenko
et al. 2008, 2016; Tiwari et al. 2016). To model the
gravitational-wave signal, we use a combination of Tay-
lorF2 (for BNS sources) (Sathyaprakash & Dhurandhar
1991; Droz et al. 1999; Blanchet 2002; Faye et al. 2012),
SEOBNRv4 ROM (for BBH and NSBH) (Taracchini
et al. 2014; Bohéet al. 2016), and IMRPhenomD (fo-
cused BBH) (Husa et al. 2016a; Khan et al. 2016b).

2.3. Candidate Selection and Significance

Candidates are assigned a ranking statistic value ac-
cording to their SNR, consistency with the expected sig-
nal morphology (Allen 2005; Nitz 2018), and coherence
between observing detectors (Nitz et al. 2017; Davies
et al. 2020). The statistical significance of multi-detector
candidates is assessed by comparing to empirically es-
timated background from artificially produced analy-
ses. By construction these cannot contain astrophysical
sources as they are produced by time-shifting the data
from one or more detectors by a constant greater than
the light-travel-time between detectors (Babak et al.
2013; Usman et al. 2016). This technique has been used
in many past analyses (Nitz et al. 2019c; Venumadhav
et al. 2019b; Abadie et al. 2012; Abbott et al. 2009,
2020c, 2021e). For multi-detector candidates, the esti-
mated background distribution is used to establish the
false alarm rate (FAR) of the search as a function of
ranking statistic value. Candidates detected in a sin-
gle detector are instead assessed against o↵-source ob-
servation time. In particular, we use time when both
LIGO detectors are observing which allows for confi-
dent multi-detector observations to be excised from the
background, minimizing potential signal contamination.
To limit the e↵ects of non-stationary noise and non-
Gaussian noise transients, we further restrict our single-
detector analysis to candidates which arise from either
the BNS region, focused-BBH with chirp mass M < 60,
or NSBH with total mass M < 50. The highest mass
templates of each region are the most di�cult to dis-
tinguish from non-Gaussian transient noise due to their
short duration.

The probability of astrophysical origin Pastro is cal-
culated using the empirically measured background and
comparing to the distribution of observed ranking statis-
tic values produced by a simulated source population
as part of a two-component mixture model (Farr et al.
2015b). For the single-detector analysis, the background
distribution is extrapolated using the method of (Nitz
et al. 2020). This is the same methodology as previously
used the 3-OGC analysis. We limit our assignment of
Pastro to the single-detector analyses using the method
of (Nitz et al. 2020) and multi-detector candidates from
the focused-BBH region, where the vast majority of ob-
servations are found. Due to the uncertain population
distribution in other regions, we do not assign a proba-
bility of astrophysical origin.

In the 3-OGC analysis, we implicitly assumed a
detection-prior that is flat in redshifted chirp-mass (Nitz
et al. 2021a) within the focused-BBH region; we make a
marginal improvement to this step by averaging the ob-
tained astrophysical probability over this fiducial popu-

Nitz et al., arXiv: 2112.06878
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FIG. 1. In colored contours, we show properties of the 11
new candidate events found in our O3 search with pastro > 0.5
(pastro is the probability of events being of astrophysical ori-
gin, as opposed to being a noise transient). The color of
the contours corresponds to pastro values of the events. All
the previously reported events from O1–O3 runs (combining
the GWTC-3 LVK catalog, the OGC-4 catalog and the pre-
vious IAS catalogs) are shown in transparent gray contours
[3, 4, 6, 7, 10–12]. The source-frame primary mass and red-
shift (mass ratio) for events are shown in the top (bottom)
panels. The posterior contours are obtained from parameter
estimation runs using cogwheel [21] and enclose 50% of the
probability and median values are represented by dots. The
dashed lines in the upper panel give a rough indication of
the limits of our search under the current detector sensitivity,
see the text in Section III A 1 for further details. Interest-
ingly, some of the new candidate events have support in the
ranges corresponding to IMBH masses, pair-instability mass
gap, high redshift, and asymmetric mass ratio.

have the best measured mass ratios (e.g., [26, 27]). HM
become important in the strong gravity regime close to
merger and are thus useful to test the multipolar struc-
ture of gravity [28–34], and to study properties of the
merger remnant such as the recoil kick [35].

Multiple waveform models including HM have been re-
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FIG. 2. Same as Fig. 1, but for the e↵ective spin. Top:
Uniform prior on �e↵ (which is the fiducial prior adopted
throughout this paper). Bottom: Results with isotropic pri-
ors on individual spins (which favors �e↵ closer to zero), which
is also used in the GWTC-3 and 4-OGC catalogs. The rel-
ative significance for low SNR positive/negative �e↵ values
indeed decreases in the isotropic prior, but there are a few
events which still show preference for positive/negative �e↵ .
We show similar plots for �e↵–q and �e↵–z combinations in
Fig. 6 in the Appendix.

cently made available (e.g., [36–39]), and they are cur-
rently being used ubiquitously in parameter estimation
studies. However, HM are still not included in current

search pipelines (as of now, the only exception is Chan-
dra et al. [40], which however only searched for binaries
with nearly edge-on inclinations). The reason behind this
is that for making template banks with the (2, 2) mode,
one only needs to sample over the masses and spins of
black holes (m1, m2, �1z, �2z). However, for constructing
banks including HM, one needs to additionally sample
over the inclination and initial phase (◆, �initial). These
additional degrees of freedom can cause: (i) the size of
the template banks and the cost of search to increase

20

FIG. 20: Marginal probability distributions for the source chirp mass M, mass ratio q, e↵ective inspiral spin �e↵ ,
e↵ective precession spin �p and luminosity distance DL for the new candidate events identified by AresGW.

FIG. 21: Distribution of chirp masses (M) for the new
candidate events indentified by AresGW (orange),

compared to the corrsponding distribution of previously
published events (green).

events. Similarly, the chirp mass M vs. e↵ective spin
�e↵ distribution of our new candidate events is compara-
ble to the corresponding distribution of the events listed
in the catalogs of the GWTC and OGC catalogs. The
distribution of the IAS is wider, as depicted in Fig. 24.

However, our new candidate events exhibit some dis-
tinctive characteristics. For example, as illustrated in
Fig. 25, our candidate events tend to exhibit higher lu-
minosity distances DL compared to the average of pre-

FIG. 22: Same as Fig. 21, but for m1.

viously confirmed events. This observation underscores
the high sensitive distance of AresGW.
The successful detection of distant, high-redshift black

hole binaries can provide valuable insights into the evo-
lution of their merger rate over di↵erent redshifts [99].
This can further support the potential correlation with
other properties [100]. All of our new candidate events
exceed the median value of DL ⇠ 3000 Mpc for pub-
lished GW events. Interestingly, our new candidate
event GW190614 144749 constitutes the third most dis-
tant BBH merger ever detected in AresGW’s e↵ective
training range.

Koloniari et al., arXiv:2407.07820



10
LVK, Phys. Rev. X. 13, 041039  
(2023)

GWTC-3: All events through O3



11

GWTC-4: Adding observations from O4a

LVK, GWTC-4.0



GWTC-4.0

12



Overview of GWTC-4.0
• Cumulative catalog from O1 to O4a 

• Results presented in GWTC-4.0 
Focus Issue 

• Introduction, methods, 
observational results, open data 
guide 

• Population and cosmological 
inferences 

• Tests of GR 

• Searches for lensed events 

• Special event papers: GW231123

13

7

Figure 3. The number of CBC detection candidates with a probability of astrophysical origin greater than or equal to 50% versus the detector
network’s e↵ective surveyed hypervolume for BNS coalescences (Abbott et al. 2021b). The BNS e↵ective surveyed hypervolume is a valid
proxy for overall sensitivity to CBCs, though its scale is set to the case of canonical BNS signals. The colored bands indicate the di↵erent
observing runs. The final data sets for O1, O2, O3a, O3b, and O4a consist of 49.0 d, 122.2 d, 149.6 d (177.1 d), 124.6 d (141.9 d), and 126.5 d
(196.8 d) with at least two detectors (one detector) observing, respectively. The cumulative number of probable candidates is indicated by the
solid black line, while the blue line, dark blue band and light blue band are the median, 50% confidence interval and 90% confidence interval
for a Poisson distribution fit to the number of candidates at the end of O4a.

GWTC-4.0 contains events that occurred in O4a and earlier
observing runs only (see Section 1.2.1). O4b and O4c anal-
yses are underway and will be included in future versions of
the GWTC.

The two LIGO detectors were observing during O4a, both
having a BNS range of approximately 160 Mpc. During the
237.0 d there were 126.5 d (53%) of two-detector joint obser-
vation and 40.2 d (17%) when neither of the LIGO detectors
were observing. Virgo did not join joint observation until
O4b in order to continue commissioning to address a dam-
aged mirror that limited performance and to improve sensi-
tivity. KAGRA also continued commissioning to improve
sensitivity with the goal of joining O4 toward the end of the
run.

During O4a, the total e↵ective hypervolume VT accu-
mulated was 5.28 ⇥ 10�3 Gpc3 yr. This is divided into
3.85⇥ 10�4 Gpc3 yr during which LHO alone was observing,
4.57 ⇥ 10�4 Gpc3 yr during which LLO alone was observing,
and 4.44 ⇥ 10�3 Gpc3 yr during which both detectors were
observing.

4. OBSERVATORY EVOLUTION
The advanced detector era is characterized by a series of

technological improvements from the initial detectors that
deliver higher sensitivity and greater BNS range that made
possible the era of GW observation. Some of the key instru-
ment science elements of the advanced era detectors are: (i)
increases in the input laser power entering the interferome-
ter, and to the circulating power in the interferometer cavities

(a higher power in the arms produced a lower quantum shot
noise limited sensitivity above ⇠200 Hz); (ii) increases in test
mass mirror size to accommodate larger beams which miti-
gates coating thermal noise and heavier masses to reduce in-
ertial and quantum back-action e↵ects; (iii) implementation
of signal recycling (Meers 1988) in addition to power recy-
cling (Drever 1983), which alters the frequency band of the
detectors’ sensitivity (typically to give broader-band sensi-
tivity); (iv) implementation of monolithic test-mass suspen-
sions, which reduces the suspension thermal noise in the de-
tectors’ sensitivity band by using the same low mechanical
loss material (fused silica for LIGO and Virgo) for the sus-
pension fibers as for the mirror substrate, and low loss joint-
ing techniques and thermo-elastic nulling (Aston et al. 2012;
Travasso 2018); (v) improved passive and active seismic iso-
lation systems, and sensors to reduce ground motion coupling
to the detector and to damp suspension modes (Braccini et al.
2005; Matichard et al. 2015; Cooper et al. 2023); (vi) im-
proved low-thermal-noise, low-absorption, high-reflectivity
mirror coatings (Harry et al. 2007; Granata et al. 2020).

Throughout the advanced-detector era of GW observation,
the LIGO and Virgo detectors have undergone a series of
performance-improving detector upgrades and commission-
ing activities of which detail is given in this section. De-
tector upgrades include the installation of new hardware or
upgrades to existing hardware in a detector. Examples of
detector upgrades include the installation of new laser sys-
tems to provide higher power into the interferometer, instal-
lation of ba✏es to mitigate scattered light and the injection

218 GW Candidates

LVK, arXiv:2508.18080 
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Figure 1. The sensitive hypervolume hV T i for searches of O4a data applying a significance threshold FAR < 1 yr�1, evaluated at points in
component mass space. The Any results come from calculating the hV T i for injections found by at least one search analysis. The color of each
circle corresponds to the hV T i value. The plotted points correspond to the central points of log-normal distributions with widths 0.1 used to
estimate hV T i.
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Figure 6. Sensitive hypervolume hV T i from O3b for the various searches with pastro > 0.5 at the assessed points in the mass
parameter space. The Any results come from calculating the sensitive hypervolume for injections found by at least one search
analysis. The plotted points correspond to the central points of the log-normal distributions (with widths 0.1) used for the
calculation of hV T i. The values displayed are the same as those given in Table III.
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analysis. The plotted points correspond to the central points of the log-normal distributions (with widths 0.1) used for the
calculation of hV T i. The values displayed are the same as those given in Table III.
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Figure 6. Sensitive hypervolume hV T i from O3b for the various searches with pastro > 0.5 at the assessed points in the mass
parameter space. The Any results come from calculating the sensitive hypervolume for injections found by at least one search
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calculation of hV T i. The values displayed are the same as those given in Table III.
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25

1.5

5

10

20

35 5.3

3.1

0.033

1.71

0.77

0.029

0.32

0.13

0.021

0.074

0.01430.0039

M
=

2M
�

M
=

4M
�

M
=

8M
�

M

=
16M

�

M

=
32M

� q =
1Any

2.6

1.350.56

0.240.068

0.0130.005
M

=
2M

�

M
=

4M
�

M
=

8M
�

M

=
16M

�

M

=
32M

� q =
1cWB

1.5

5

10

20

35 4.1

2.3

0.018

1.34

0.60

0.019

0.26

0.10

0.016

0.058

0.01120.0027

M
=

2M
�

M
=

4M
�

M
=

8M
�

M

=
16M

�

M

=
32M

� q =
1GstLAL

3.3

1.8

0.019

1.10

0.51

0.019

0.26

0.10

0.015

0.045

0.01190.0034

M
=

2M
�

M
=

4M
�

M
=

8M
�

M

=
16M

�

M

=
32M

� q =
1MBTA

1.5 5 10 20 35

1.5

5

10

20

35 3.3

1.9

0.031

1.14

0.56

0.027

0.27

0.12

0.018

0.065

0.01210.0035

M
=

2M
�

M
=

4M
�

M
=

8M
�

M

=
16M

�

M

=
32M

� q =
1PyCBC-broad

1.5 5 10 20 35

4.3

2.51.42

0.650.28

0.110.050
M

=
2M

�

M
=

4M
�

M
=

8M
�

M

=
16M

�

M

=
32M

� q =
1PyCBC-BBH

10�3 10�2 10�1 100 101

Sensitive hypervolume hV T i [Gpc3 yr]

Primary mass m1 [M�]

Se
co

nd
ar

y
m

as
s

m
2

[M
�
]

Figure 6. Sensitive hypervolume hV T i from O3b for the various searches with pastro > 0.5 at the assessed points in the mass
parameter space. The Any results come from calculating the sensitive hypervolume for injections found by at least one search
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Figure 2. Representative noise amplitude spectral densities for LHO, LLO, and Virgo during O1 (LHO, LLO: 2015 October 24), O2
(LHO: 2017 June 10, LLO: 2017 August 06, Virgo: from Acernese et al. (2023a)), O3 (LHO: 2020 January 04, LLO: 2019 April 29, Virgo:
2020 February 09), and O4a (LHO: 2024 January 11, LLO: 2023 November 19). The BNS inspiral ranges, defined by Equation (1), for these
noise curves are given in the legend. Inset sunburst charts show the fraction of the run duration during which di↵erent combinations of detectors
were observing. Gray regions in each ring indicates portions when a detector is not operating. The segments of the sunburst chart, clockwise
from 12 o’clock, are: LHO–LLO, LHO alone, LLO alone, and neither for observing runs involving only LHO and LLO; and LHO–LLO–Virgo,
LHO–LLO, LHO– Virgo, LLO–Virgo, LHO alone, LLO alone, Virgo alone, and none for observing runs involving LHO, LLO, and Virgo.

with only a single detector observing was 4.47⇥10�5 Gpc3 yr,
7.47⇥ 10�5 Gpc3 yr, and 9.72⇥ 10�6 Gpc3 yr for LHO, LLO,
and Virgo, respectively.

The first operation of the KAGRA detector in an initial
configuration with a simple Michelson interferometer oc-
curred in March 2016 (Akutsu et al. 2018). In August 2019,
the first lock of the Fabry–Perot Michelson interferometer
was achieved, with power recycling accomplished in Jan-
uary 2020. By the end of March 2020, KAGRA obtained
a BNS range of approximately 1 Mpc (Abe et al. 2023) and,
although the LIGO and Virgo instruments had ended their
O3 run, KAGRA was operated jointly with GEO, which had

a comparable BNS range, in O3GK yielding 6.4 d of joint
observing time.

3.4. O4: The Fourth Observing Run
O4 began on 2023 May 24 at 15:00:00 UTC. This run is

again divided into parts: the first part of the fourth observ-
ing run (O4a) ended on 2024 January 16 at 16:00:00 UTC
and was followed by a commissioning break; the second part
of the fourth observing run (O4b) started on 2024 April 10
at 15:00:00 UTC. The O4b period continued until 2025 Jan-
uary 28 17:00:00 UTC, the original intended end of O4; how-
ever it was decided to continue observing into a third part
of the fourth observing run (O4c). The period covered by

O4a: Detectors and observing

LVK, arXiv:2508.18080 
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FIG. 2. Astrophysical range trends for the LIGO Hanford
(red) and LIGO Livingston (blue) observatories up to Octo-
ber 11, 2024, including the entirety of O4a and O4b*. The
left plot shows the median hourly binary neutron star (BNS)
range of the LIGO Hanford and LIGO Livingston detectors,
whereas the right plot shows the histogram of the ranges. Both
detectors have improved sensitivity compared to the median
sensitivity in observing runs 1–3 [4, 9, 10, 21]. Both detectors
increased sensitivity over the course of O4, especially the Han-
ford detector. During O4a, the detectors achieved median BNS
ranges of 148Mpc (Hanford) and 156Mpc (Livingston). Im-
provements during the break between O4a and O4b (data gap)
increased the detector median ranges to 152Mpc (Hanford)
and 160Mpc (Livingston), with a maximum hourly-median
range of 165 Mpc (Hanford) and 177 Mpc (Livingston) achieved
during O4b*. The Hanford detector spent additional time
offline during O4b* for emergency repairs to the output optics,
indicated by the second gap in the Hanford detector data
(discussed in Section II C).

on the calibrated strain sensitivity of the detectors. It
is the distance to which a 1.4 M�–1.4 M� BNS merger
can be observed with an amplitude signal-to-noise ratio
(SNR) of 8, accounting for the antenna pattern of the
two LIGO detectors, as described in [19]. For O4, the
strain calibration uncertainty was measured to be 10% in
magnitude and 10

� in phase from 20 Hz to 2 kHz [20].
In O4, the detectors achieved a BNS range of 130–

165Mpc for LIGO Hanford and 145–177Mpc for LIGO
Livingston. Detector commissioning work continued dur-
ing O4, increasing the detector sensitivity at both sites.
Fig. 2 shows that the O4 median range for the Livingston
detector is 160Mpc, while the Hanford detector has a
median range of 152 Mpc. The significant increases in the
Hanford detector sensitivity during the run came from the
reduction of input power shortly into the run that enabled
further low-frequency noise improvements (June 2023, de-
scribed in Section VID), and the recovery of squeezer
crystal losses which allowed squeezed light to further re-
duce detector quantum noise (October 2023, described in
Section V B). A significant increase in the Livingston de-
tector sensitivity came from cleaning the end test masses
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FIG. 3. Cumulative detections and candidates up to October
11, 2024, including the entirety of O4a and O4b*. Events
represented in O1 and O2 are all the identified candidates
from that observing period, as announced in GWTC-1 [4].
Candidates in O3 and O4 only include preliminary candidates
identified in online triggers [10, 22]. Including online and
offline detections, a total of 90 events were observed prior
to O4 [4, 9, 10]. In O4a, 81 candidates were identified in
online triggers. The grey dotted line represents the event
detection rate from O3, projected into the O4 observing time.
The difference between the grey dotted line and the black
event detection line in O4 highlights how the advancement
in detector sensitivity results in the increased event detection
rate of the network. The small plateau in the event rate during
O4b* corresponds to the time the Hanford observatory was
down for emergency repairs, discussed in Section IIC.

during the break between O4a and O4b (described in
Section IVB). An additional observing break was taken
at the Hanford observatory in O4b for emergency repairs,
further described in Section IIC. This break is evident
in the lack of range data from the Hanford observatory
between July and August in Fig. 2.

At O4 sensitivities, the event detection rate is approxi-
mately doubled relative to O3. Fig. 3 shows the cumula-
tive number of events as a function of the total observing
time in days. During O4a, a total of 81 non-retracted,
high-significance public alerts were released after 237 days
of observing [22]. By comparison, a total of 56 online
triggers were registered in O3 after 329 days of observ-
ing [9, 10, 21, 22]. These alerts are event candidates that
generate an online trigger in the low-latency pipeline. On-
line triggers are vetted to confirm that data quality issues
do not impact the detection or analysis of the signals [23].

In the 726 days of observing over the first three
runs, a total of 90 gravitational-wave events were de-
tected [4, 9, 10, 21]. For O3, the total number of detec-
tions (79) included candidates found in online low-latency
triggers (56) and in offline searches after the run. Offline

5

searches for gravitational-wave event candidates within
the O4a data are ongoing, but it is expected that the
total number of gravitational-wave event candidates will
increase beyond the online candidates, as in O3. As of
October 11, 2024, an additional 68 non-retracted, high-
significance public alerts were released during the first six
months of O4b.

Fig. 3 compares the event rate during O4a and O4b*,
with that of the previous observing runs [4, 9, 10, 21,
22]. The event rate shown for O3 only includes non-
retracted online triggers [10, 22], and does not include
additional events found offline. The event rate for O1
and O2 represents the total number of events detected
in those runs, as online triggers were not implemented
at the time [4]. A comparison of the online event trigger
rate in O3 to the online trigger rate in O4 demonstrates
the significant improvement in sensitivity to gravitational-
wave events achieved through the upgrades performed
between O3 and O4.

The detector BNS range provides a broad metric to
characterize detector performance. However, detector
improvements, especially at low frequency, have increased
the sensitivity to a variety of astrophysical sources. Fig. 4
plots the increased observable horizons as a function of the
total source-frame mass, showing an increase in sensitivity
to more distant events (i.e., mergers at higher redshifts)
and heavier compact object mergers, characterized using
the methodology described in [19]. Generally, detector
improvements have lead to an increase in signal-to-noise
ratio from O3 to O4 across a wide range of compact object
merger masses, with the most significant improvement
ratio at high total source-frame mass (low frequency).

B. Lock acquisition

In order to detect gravitational-wave signals, the in-
terferometers must be in the “locked” state: all mirror
lengths and alignments are controlled within a linear
regime, and light stably resonates inside the optical cavi-
ties [26]. The procedure to bring the interferometer from
an uncontrolled state to this stable state is called “lock
acquisition,” which is described in [15, 27, 28].

Because the automated detector locking process has
been further streamlined from O3 [15], the higher oper-
ating powers and additional subsystems have not signifi-
cantly changed the lock acquisition time. A primary differ-
ence in the lock acquisition process compared to O3 [15]
is the addition of the filter cavity to prepare the squeezed
vacuum states of light with a frequency-dependent squeeze
angle. The squeezer and filter cavity are locked in parallel
with the main interferometer, with locking procedures de-
tailed previously in [16]. Once the main interferometer is
locked, the filter cavity is locked, and frequency-dependent
squeezed light is injected. Shortly after, the interferometer
enters observation mode.

If a disturbance causes a controlled degree of freedom
to move outside the linear control regime, a “lock loss”
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FIG. 4. Observable horizons shown as the horizon redshift
(lower plot, left axis) and co-moving horizon volume (lower
plot, right axis) [19] for the detector noise in O4a (Fig. 5).
Compared to the O3 sensitivities [24, 25], instrument upgrades
increased the observable volume of the detectors by up to 2.5-
fold (Hanford) and 1.8-fold (Livingston) for compact object
mergers with total mass below 100M�. The lower plot shows
the horizons for an event detection with signal-to-noise ratio
(SNR) of 8 as a function of the total source-frame mass. The
upper plot shows the volume ratio of O4a compared to O3.

occurs. The locking process must then begin again. Lock
losses can be caused by a variety of phenomena, such
as earthquakes, storms, high winds, control instabilities,
and instrumental glitches. Still, the majority of locklosses
occur for unknown reasons.

C. Duty cycle

The duty cycles for observing in O4, including all of
O4a and O4b*, are 65.0% for Hanford and 71.2% for Liv-
ingston; the duty cycle for observing in dual coincidence
with both LIGO detectors is 52.6%. Time spent out of
observing can be divided into planned commissioning time
where detector improvements are made, scheduled main-
tenance, lock acquisition time, or time spent unlocked due
to unfavorable environmental conditions such as earth-
quakes, elevated microseismic activities, storms, or high
winds, similar to O3 [15].

The greatest impacts to the Hanford observatory duty
cycle included control instabilities due to high power op-
eration at the start of the run (see Section VI for more
details) and damage to the output optics that required
emergency intervention during O4b. The Livingston ob-
servatory duty cycle was impacted early in O4a due to
logging activities near the detector.

After the start of O4b, a lockloss at the Hanford obser-
vatory caused damage to one of the optics in the output

Capote, Jia, Aritomi, Nakano, Xu et al. 
PRD 111, 062002 (2025)

O4a
O4b

https://arxiv.org/abs/2411.14607
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pastro(x, ✓|⇤0,⇤i) =

P
i ⇤ifi(x, ✓)

⇤0b(x, ✓) +
P

i ⇤ifi(x, ✓)

Farr, Gair, Mandel, Cutler PRD91, 023005 (2013) 
LVC ApJL 833:L1 (2016) 
LVK, arXiv:2111.03606

Knowledge of “foreground” rates 
makes searches more sensitive
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GWTC-4.0
• Low-latency candidates: 81 in O4a w/ 

 (after trials factor) 

• 128 new candidates w/   

• 90 for GWTC-3 

• 86 w/  to  

• Detailed source measurements 

• Used by some downstream analysis  

• 75 in GWTC-3

FAR < 2/yr

pastro ≥ 0.5

FAR < 1/yr
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Figure 2. The marginal probability distributions for the source frame chirp mass M, mass ratio q, effective inspiral spin �e↵ , effective
precession spin �p, and luminosity distance DL for O4a candidates with FAR < 1 yr�1. The colored upper half of the plot shows the marginal
posterior distributions using our default agnostic priors (Abac et al. 2025c), while the white lower halves show these marginal distributions
after reweighting according to the inferred population model (Abac et al. 2025f) for each BBH, while the two NSBH candidates have only the
non-reweighted posterior distributions. The vertical thickness of each region is proportional to the marginal posterior probability at that value
for each candidate.
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New events in GWTC-4.0
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Bayesian parameter estimation

20 LVC PRL 116, 061102 (2016)

p(~✓|d,M) =
p(d|~✓,M)p(~✓|M)

p(d|M)

p(~✓|M)

p(d|~✓,M)

p(d|M) =

Z
p(d|~✓,M)p(~✓|M)d~✓

• Likelihood: 

• Priors: 

• Evidence:



Bayesian parameter estimation
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p(~✓|d,M) =
p(d|~✓,M)p(~✓|M)

p(d|M)

• Colored Gaussian noise assumption 
gives likelihood

d(t) = h(t) + n(t)

p(d|~✓) / exp


�1

2
hd� h(~✓)|d� h(~✓)i

�
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Figure 3. Credible-region contours for O4a candidates with FAR < 1 yr�1. Top: Credible-region contours for the inferred primary and
secondary component masses m1 and m2. The upper shaded region denotes the area excluded by the convention m1 � m2. The lower shaded
region denotes the most-extreme mass-ratio prior used by parameter-estimation analyses. Bottom: Credible-region contours for the inferred
total mass M and mass ratio q. The dotted lines separate regions where the primary and secondary component masses are below 3 M�. Each
contour indicates the 90% credible region for a given candidate. We use colors to highlight candidates: GW230518_125908 which is an NSBH
candidate; GW230529_181500 which is also an NSBH candidate with an inferred �e↵ < 0 at 92% credibility; GW231114_043211 which
has the largest support for the most unequal inferred mass ratio of the unambiguous BBHs; GW231118_005626 which has inferred �e↵ > 0;
GW230814_230901 which is the highest SNR candidate observed in O4a; and GW231123_135430 which we infer to have the most-massive
source observed in O4a.

GWTC-4: mass inferences
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Figure 4. Credible-region contours in the chirp mass M and effective inspiral spin �e↵ plane for O4a candidates with FAR < 1 yr�1.
Each contour indicates the 90% credible region for a given candidate. We use colors to highlight candidates GW230518_125908;
GW230529_181500 which has an inferred �e↵ < 0 at 92% credibility; GW231028_153006 and GW231118_005626 which have inferred
�e↵ > 0; GW230814_230901 which was the highest-SNR candidate observed in O4a; and GW231123_135430 which we infer to have the
most-massive source observed in O4a.

GWTC-4: Effective spin
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Measuring imprints of precession
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its primary mass m1 = 3.66+0.82
�1.21 M� is consistent with a

low-mass BH (Abac et al. 2024a).

3.2. Spins
Compared to the masses, spins have a weaker impact on

the GW emission and are more difficult to measure from ob-
servations (Poisson & Will 1995; Baird et al. 2013; Pratten
et al. 2020; Chatziioannou et al. 2015; Vitale et al. 2014;
Farr et al. 2016; Vitale et al. 2017a; Abbott et al. 2016c;
García-Bellido et al. 2021). The component spins of com-
pact binaries, �

1
and �

2
, are typically poorly constrained

since the leading-order spin contribution to the GW signal
is determined by mass-weighted combinations of the com-
ponents (Damour 2001; Blanchet 2014; Pürrer et al. 2016;
Ng et al. 2018; Zevin et al. 2020). Here, we focus on two
specific mass-weighted spin parameters: the effective inspi-
ral spin �e↵ and the effective precession spin �p (Abac et al.
2025b).

The effective inspiral spin �e↵ (Ajith et al. 2011; Santa-
maria et al. 2010) is a mass-weighted combination of the
components of the spin aligned with the Newtonian orbital
angular momentum. It appears in the leading-order spin term
due to spin-orbit coupling at 1.5 post-Newtonian order, and
is approximately conserved throughout the inspiral (Racine
2008). Positive and negative �e↵ indicate that there is net
spin aligned and anti-aligned, respectively, with the orbital
angular momentum.

The effective precession spin �p (Schmidt et al. 2015)
measures the mass-weighted in-plane spin component that
contributes to spin precession (Apostolatos et al. 1994; Kid-
der 1995). It is bounded between 0 and 1, with �p = 0 in-
dicating no spin precession and �p = 1 indicating maximal
precession. This parameter is typically weakly constrained,
and posterior measurements of �p are often dominated by the
prior.

The spin orientations ✓i of a binary are of particular inter-
est for the insight they provide to its evolutionary history (Vi-
tale et al. 2017b; Fishbach et al. 2017; Stevenson et al. 2017;
Talbot & Thrane 2017; Wysocki et al. 2019; Zevin et al.
2021). Compact binaries form via a myriad of channels,
but can be broadly classified as either dynamically assembled
or formed via isolated binary evolution. Roughly speaking,
in dynamically formed binaries the spins are expected to be
isotropically oriented, while binaries formed in isolation are
expected to have spins more nearly aligned with the orbital
axis. Nonzero �p or negative �e↵ are therefore more consis-
tent with dynamically formed binaries than those formed in
isolation. Further discussion of the connection between spin
orientations and compact binary formation channels is given
in Abac et al. (2025f).

Most of the candidates analyzed from O4a are consis-
tent with having sources with �e↵ = 0, as seen in Fig-
ures 2 and 4. However, 16 candidates have sources with
�e↵ � 0 with greater than 90% probability. Two sources
with notably large �e↵ values are that of GW231028_153006
with �e↵ = 0.4+0.2

�0.2, and that of GW231118_005626 with
�e↵ = 0.4+0.1

�0.1. GW231123_135430 is inferred to have large

Figure 5. Posterior (upper, coloured); and the ef-
fective prior (lower, white) probability distributions for the
dimensionless effective precession spin �p for candidates
GW230518_125908, GW230627_015337, GW230712_090405,
GW230814_230901, GW231028_153006, GW231114_043211,
and GW231123_135430. Vertical lines mark the median and sym-
metric 90% interval for the distributions. These candidates are the
ones which show the greatest deviation between the posterior distri-
bution and the effective prior over the �p parameter from the set of
new candidates presented in this work.

component spins (Abac et al. 2025d) and has a 88% prob-
ability of �e↵ > 0. Fewer candidates are probable to have
negative effective inspiral spins, with only 3 sources having
�e↵ < 0 with greater than 90% probability. Of these, is
remarkable. This candidate has the second largest SNR of
those in GWTC-4.0, with an SNR of 33.7+0.1

�0.1. Its source
has �e↵ = �0.09+0.09

�0.10, and �e↵ < 0 with 93% probability.
Another is the NSBH candidate GW230529_181500 (Abac
et al. 2024a), whose source has �e↵ < 0 with 92% probabil-
ity when analyzed with our fiducial set of waveforms (Abac
et al. 2025c).

Figure 5 shows the �p posterior probability distribution
compared to the prior distribution after conditioning on the
�e↵ measurement (Abbott et al. 2019a), for a selection of
candidates. These distributions would be the same if no in-
formation about the in-plane spin components had been ex-
tracted from the signal, and the selected candidates have the
greatest difference between the two distributions. For most
of the candidates, the �p posteriors are broad and uninfor-
mative.

Figure 6 shows the posterior distribution of the source
component spin magnitudes �i and tilt angles ✓i inferred
for a subset of the analyzed candidates. These candi-
dates are highlighted due to their relatively strong spin con-
straints, exceptional nature, or presence of systematic differ-
ences in the inferences made with different waveform mod-
els (Section 3.6). We exclude exceptional candidates whose
spin magnitudes and tilt angles have been reported else-
where (Abac et al. 2024a, 2025e,d). In many other cases the

21

Figure 6. Posterior probability distributions for the dimensionless component spins �
1

= cS1/(Gm2

1) and �
2

= cS2/(Gm2

2)

(with S1 and S2 the spin vectors of the components) relative to the orbital plane, marginalized over azimuthal angles, for can-
didates GW230518_125908, GW230624_113103, GW230627_015337, GW230712_090405, GW231028_153006, GW231114_043211,
GW231118_005626, GW231118_090602, and GW231226_101520. In these plots, the histogram bins are constructed linearly in spin magni-
tude and the cosine of the tilt angles such that they contain equal prior probability.

component spins of the sources are poorly measured and our
posteriors are similar to our priors. For those binaries where
�e↵ is constrained to be relatively small, the posteriors of the
component spins may be concentrated in the equatorial plane
even without positive evidence for precession, due to ruling
out spins either relatively aligned or anti-aligned with the or-
bital angular momentum (Abbott et al. 2017d).

Of the sources analyzed from O4a, GW231123_135430
is inferred to have the highest primary spin magnitude,
�1 = 0.90+0.08

�0.27 (Abac et al. 2025d). Two other systems

which are inferred to have high primary spins are the sources
of GW230928_215827 and GW231028_153006, for which
�1 > 0.8 with 44% and 47% probabilities, respectively.

The final spin �f of the remnant BH following coales-
cence has contributions from the orbital angular momentum
at merger and the spin angular momenta of the binary com-
ponents. It is determined for our BBH candidates from the
inferred component masses and spins, using fits to numeri-
cal relativity simulations (Abac et al. 2025c). The candidates

Tilt angle

Magnitude

⃗χi

LVK, arXiv:2508.18082 



Exceptional events
• New NSBHs 

• GW230518: “Typical” NSBH 

• GW230529: Mass-gap BH 

• GW230814: Highest SNR event up to O4a 

• GW231123: Heaviest BBH in O4a 

• Many additionally interesting events 

• GW231028: Massive with high spins 

• GW231118_00: Unequal mass with tightly 
measured primary spin

25

GW240814

13

Figure 1. The GW event GW231123 as observed by the LIGO Hanford (left panels) and LIGO Livingston (right panels)
detectors. Time is measured relative to 2023 November 23 at 13:54:30.619 UTC. The top panels show the time-domain strain
data (black), sampled at 1024 Hz, whitened and then bandpass-filtered with a passband from 20 Hz to 256 Hz (Abbott et al.
2020a). Also shown are the point-estimate whitened waveform from the cWB-BBH search (red), the 90% credible interval of
whitened waveforms inferred from a coherent Bayesian analysis using the combined samples from five BBH waveform models
(blue bands), and the 90% credible interval inferred from BayesWave using a generic wavelet-based model (shaded purple).
The vertical axis is in units of the noise standard deviation, �noise. The bottom panels display the corresponding whitened
time-frequency representations of the strain data, obtained using a continuous wavelet transform (CWT) with a Morlet–Gabor
wavelet. The color scale is in units of the amplitude of the CWT coe�cients.

Table 1. Properties of the detection of GW231123 by vari-
ous search pipelines.

CBC pipelines O✏ine Online O✏ine

SNR IFAR (yr) IFAR (yr)

PyCBC 19.9 > 100 160

GstLAL 20.1 2 ⇥ 10�4 > 10000

MBTA 19.0 – 60

cWB-BBH 21.8 > 490 9700

Burst pipelines

cWB-2G 21.4 > 250 > 490

cWB-XP 21.1 > 240 > 480

cWB-GMM 21.4 – 100

Note—The significance is reported in terms of the inverse
false-alarm rate (FAR) (IFAR) = 1/FAR as measured by
each search.

e↵ectively each search separates signals from glitches,
but also from the di↵ering approaches used to estimate
the noise background.

To assess whether the observed variation in statistical
significance across pipelines is consistent with expecta-
tions, we conducted a dedicated injection campaign. Us-
ing the NRSur7dq4 (NRSur) waveform model (Varma

et al. 2019), we simulated ⇠8000 non-eccentric BBH
signals with intrinsic parameters consistent with those
inferred for GW231123 (Section 4). We sampled the
sky positions and binary orientations isotropically and
drew redshifts uniformly in comoving volume up to
zmax = 1.5, assuming a flat ⇤CDM cosmology (Ade
et al. 2016). We added these simulated signals uniformly
over several days around the event and re-ran our o✏ine
search pipelines using the same configuration as applied
to the real data.

We found that for simulated signals observed in both
Advanced LIGO detectors, the CBC searches recovered
the following fractions with a IFAR above 100 years,
cWB-BBH 32%, PyCBC 27%, GstLAL 41%, and MBTA
16%. For the Burst searches, cWB-2G and cWB-XP
each recovered 22%, while cWB-GMM recovered 10%.
Since Burst searches identify coherent power across the
detector network without relying on BBH waveform
models, their e�ciencies are not directly comparable
to CBC searches. However, within each search cate-
gory, detection pipelines reporting a higher IFAR for
GW231123 consistently demonstrated higher recovery
fractions for simulated signals with masses and spins
representative of those inferred for GW231123.

Given the reported IFAR for GW231123 across the
di↵erent searches and the results of the injection study,
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Table 2. Source properties of GW230529 from the pri-
mary combined analysis (BBH waveforms, high-spin, default
priors). We report the median values together with the
90% symmetric credible intervals at a reference frequency
of 20 Hz.

Parameter Value

Primary mass m1/M� 3.6+0.8
�1.2

Secondary mass m2/M� 1.4+0.6
�0.2

Mass ratio q = m2/m1 0.39+0.41
�0.12

Total mass M/M� 5.1+0.6
�0.6

Chirp mass M/M� 1.94+0.04
�0.04

Detector-frame chirp mass (1 + z)M/M� 2.026+0.002
�0.002

Primary spin magnitude �1 0.44+0.40
�0.37

E↵ective inspiral-spin parameter �e↵ �0.10+0.12
�0.17

E↵ective precessing-spin parameter �p 0.40+0.39
�0.30

Luminosity distance DL/Mpc 201+102

�96

Source redshift z 0.04+0.02
�0.02

Analysis details and results from other waveform mod-
els we consider are reported in Appendix D; we find
that the key conclusions of the analyses presented here
are not sensitive to the choice of signal model. In par-
ticular, the use of BBH models is validated by com-
parison to waveform models that include tidal e↵ects,
finding no evidence that the BNS or NSBH models are
preferred, consistent with previous observations (Abbott
et al. 2021a). This is expected given the moderate S/N
with which GW230529 was detected (Huang et al. 2021).
The analysis of GW230529 indicates that it is an

asymmetric compact binary with a mass ratio q =
m2/m1 = 0.39+0.41

�0.12 and source component masses m1 =
3.6+0.8

�1.2 M� and m2 = 1.4+0.6
�0.2 M�. The primary is

consistent with a black hole that resides in the lower
mass gap (3 M� . m1 . 5 M�; Ozel et al. 2010;
Farr et al. 2011b), with a mass < 5 M� at the 99%
credible level. The posterior distribution on the mass
of the secondary is peaked around ⇠ 1.4 M� with
an extended tail beyond 2 M�, such that P (m2 >
2 M�) = 5%. The mass of the secondary is con-
sistent with the distribution of known neutron star
masses, including Galactic pulsars (Antoniadis et al.
2016; Özel & Freire 2016; Alsing et al. 2018; Farrow
et al. 2019) and extragalactic GW observations (Landry
& Read 2021; Abbott et al. 2023b). Figure 1 shows
the component mass posteriors of GW230529 relative
to other BNSs (GW170817 and GW190425) and NSBHs

Figure 1. The one- and two-dimensional posterior
probability distributions for the component masses of the
source binary of GW230529 (teal). The contours in the
main panel denote the 90% credible regions, with vertical
and horizontal lines in the side panels denoting the 90%
credible interval for the marginalized one-dimensional pos-
terior distributions. Also shown are the two O3 NSBH
events GW200105 162426 and GW200115 042309 (orange
and blue, respectively; Abbott et al. 2021a) with FAR
< 0.25 yr�1 (Abbott et al. 2023a), the two confident BNS
events GW170817 and GW190425 (pink and green, re-
spectively; Abbott et al. 2017a, 2019a, 2020a, 2024), and
GW190814 (red; Abbott et al. 2020c, 2024) where the sec-
ondary component may be a black hole or a neutron star.
Lines of constant mass ratio are indicated by dotted gray
lines. The gray shaded region marks the 3–5 M� range
of primary masses. The NSBH events and GW190814 use
combined posterior samples assuming a high-spin prior anal-
ogous to those presented in this work. The BNS events use
high-spin IMRPhenomPv2 NRTidal (Dietrich et al. 2019a)
samples.

(GW200105 162426 and GW200115 042309, henceforth
abbreviated as GW200105 and GW200115) observed by
the LVK, as well as GW190814 (Abbott et al. 2017a,
2020a,c, 2021a).
To capture dominant spin e↵ects on the GW signal,

we present constraints on the e↵ective inspiral spin �e↵ ,
which is defined as a mass-weighted projection of the
spins along the unit Newtonian orbital angular momen-
tum vector L̂N (Damour 2001; Racine 2008; Ajith et al.
2014),

�e↵ =
⇣m1

M
�

1
+

m2

M
�

2

⌘
· L̂N, (1)
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Figure 2. Selected source properties of GW230529.
The plot shows the one-dimensional (diagonal) and two-
dimensional (o↵-diagonal) marginal posterior distributions
for the primary mass m1, the mass ratio q, and the spin
component parallel to the orbital angular momentum �1,z ⌘
�

1
· L̂N. The shaded regions denote the posterior proba-

bility, with the solid (dashed) curves marking the 50% and
90% credible regions for the posteriors determined using a
high-spin (low-spin) prior on the secondary of �2 < 0.99
(�2 < 0.05). The vertical lines in the one-dimensional
marginal posteriors mark the 90% credible intervals.

where the dimensionless spin vector �i of each compo-
nent is related to the spin angular momentum Si by
�i = cSi/(Gm2

i ). If �e↵ is negative, it indicates that
at least one of the spin component projections must be
antialigned with respect to the orbital angular momen-
tum, i.e., �i,z ⌘ �i · L̂N < 0. We measure an e↵ective
inspiral spin of �e↵ = �0.10+0.12

�0.17, which is consistent
with a binary in which one of the spin components is
antialigned or a binary with negligible spins. The mea-
surement is primarily driven by the spin component of
the primary compact object �1,z = �0.11+0.19

�0.35, with a
probability that �1,z < 0 of 83%. However, there is a
degeneracy between the measured masses and spins of
the binary components such that more comparable mass
ratios correlate to more negative values of �e↵ (Cutler &
Flanagan 1994) for this system. We show the correlation
between �1,z and the mass ratio and primary mass in
Figure 2, with more negative values of �1,z correspond-
ing to more symmetric mass ratios and smaller primary
masses. The secondary spin is only weakly constrained
and broadly symmetric about 0, �2,z = �0.03+0.43

�0.52. We

find no evidence for precession, with the posteriors on
the e↵ective precessing spin �p (Schmidt et al. 2015)
being uninformative.
The presence of a neutron star in a compact binary im-

prints tidal e↵ects onto the emitted GW signal (Flana-
gan & Hinderer 2008). The strength of this interaction is
governed by the tidal deformability of the neutron star,
which quantifies how easily the star will be deformed in
the presence of an external tidal field. In contrast, the
tidal deformability of a black hole is zero (Binnington
& Poisson 2009; Damour & Nagar 2009; Chia 2021), of-
fering a potential avenue for distinguishing between a
black hole and a neutron star. We investigate the tidal
constraints for both the primary and secondary com-
ponents using waveform models that account for tidal
e↵ects (Dietrich et al. 2019a; Matas et al. 2020; Thomp-
son et al. 2020a), which do not qualitatively change the
mass and spin conclusions discussed above. Irrespec-
tive of whether we analyze GW230529 with a NSBH
model that assumes only the tidal deformability of the
primary compact object to be zero or a BNS model that
includes the tidal deformability of both objects, we find
the tidal deformability of the secondary object to be
unconstrained. The dimensionless tidal deformability of
the primary peaks at zero, consistent with a black hole.
The constraints on this parameter are also consistent
with dense matter equation of state (EOS) predictions
for neutron stars in this mass range.
We also perform parameterized tests of the GW phase

evolution to verify whether GW230529 is consistent with
general relativity and find no evidence of inconsisten-
cies. More detailed information on tidal deformability
analyses and testing general relativity can be found in
Appendices E.3 and F, respectively.

5. IMPACT OF GW230529 ON MERGER RATES
AND POPULATIONS

We provide a provisional update to the NSBH merger
rate reported in our earlier studies (Abbott et al. 2021a,
2023b) by incorporating data from the first 2 weeks of
O4a using two di↵erent methods. In the first, event-
based approach, we consider GW230529 to be represen-
tative of a new class of CBCs and assume its contribu-
tion to the total number of NSBH detections to be a sin-
gle Poisson-distributed count (Kim et al. 2003; Abbott
et al. 2021a) over the span of time from the beginning
of the first observing run (O1) through the first 2 weeks
of O4a. We find the rate of GW230529-like mergers to
be R230529 = 55+127

�47
Gpc�3 yr�1. When computing the

rates of the significant NSBH events in O3 detected with
FAR< 0.25 yr�1 (Abbott et al. 2021a, 2023a) using the
same method, we find a total event-based NSBH merger

GW230529
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Figure 6. Posterior probability distributions for the dimensionless component spins �
1

= cS1/(Gm2

1) and �
2

= cS2/(Gm2

2)

(with S1 and S2 the spin vectors of the components) relative to the orbital plane, marginalized over azimuthal angles, for can-
didates GW230518_125908, GW230624_113103, GW230627_015337, GW230712_090405, GW231028_153006, GW231114_043211,
GW231118_005626, GW231118_090602, and GW231226_101520. In these plots, the histogram bins are constructed linearly in spin magni-
tude and the cosine of the tilt angles such that they contain equal prior probability.

component spins of the sources are poorly measured and our
posteriors are similar to our priors. For those binaries where
�e↵ is constrained to be relatively small, the posteriors of the
component spins may be concentrated in the equatorial plane
even without positive evidence for precession, due to ruling
out spins either relatively aligned or anti-aligned with the or-
bital angular momentum (Abbott et al. 2017d).

Of the sources analyzed from O4a, GW231123_135430
is inferred to have the highest primary spin magnitude,
�1 = 0.90+0.08

�0.27 (Abac et al. 2025d). Two other systems

which are inferred to have high primary spins are the sources
of GW230928_215827 and GW231028_153006, for which
�1 > 0.8 with 44% and 47% probabilities, respectively.

The final spin �f of the remnant BH following coales-
cence has contributions from the orbital angular momentum
at merger and the spin angular momenta of the binary com-
ponents. It is determined for our BBH candidates from the
inferred component masses and spins, using fits to numeri-
cal relativity simulations (Abac et al. 2025c). The candidates
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coalescence rate [38]. The remnant of GW190521 fulfills
the above definition of an IMBH.
GW190521 was detected by searches for quasicircular

binary coalescences, and there is no evidence in the data for
significant departures from such a signal model. However,
for any transient with high inferred masses, there are few
cycles observable in ground-based detectors, and therefore
alternative signal models may also fit the data. This is
further addressed in the companion paper [39] that also
provides details about physical parameter estimation, and
the astrophysical implications of the observation of GWs
from this massive system.
Observation.—On May 21, 2019 at 03:02:29 UTC, the

LIGO Hanford (LHO), LIGO Livingston (LLO), and Virgo
observatories detected a coincident transient signal. A
matched-filter search for compact binary mergers,
PYCBC LIVE [40,41,42], reported the transient with a
network signal-to-noise ratio (SNR) of 14.5 and a false-
alarm rate of 1 in 8 yr, triggering the initial alert. Aweakly
modeled transient search based on coherent wave burst
(CWB) [43] in its IMBH search configuration [35] reported
a signal with a network SNR of 15.0 and a false-alarm rate
lower than 1 in 28 yr. Two other matched-filter pipelines,
SPIIR [44] and GSTLAL [45], found consistent candidates
albeit with higher false-alarm rates. The identification,
localization, and classification of the transient as a binary
BH merger were reported publicly within ≈6 min, with the
candidate name S190521g [46,47].

A second significant GW trigger occurred on the same
day at 07:43:59 UTC, S190521r [48]. Despite the short
time separation, the inferred sky positions of GW190521
and S190521r are disjointed at high confidence, and so the
events are not related by gravitational lensing. Further
discussions pertaining to gravitational lensing and
GW190521 are presented in the companion paper [39].
GW190521, shown in Fig. 1, is a short transient signal

with a duration of approximately 0.1 s and around four
cycles in the frequency band 30–80 Hz. A frequency of
60 Hz at the signal peak and the assumption that the source
is a compact binary merger imply a massive system.
Data.—The LIGO and Virgo strain data are conditioned

prior to their use in search pipelines and parameter
estimation analyses. During online calibration of the data
[53], narrow spectral features (lines) are subtracted using
auxiliary witness sensors. Specifically, we remove from the
data the 60 Hz U.S. mains power signature (LIGO), as well
as calibration lines (LIGO and Virgo) that are intentionally
injected into the detectors to measure the instruments’
responses. During online calibration of Virgo data, broad-
band noise in the 40–1000 Hz frequency range is subtracted
from the data [54]. The noise-subtracted data produced by
the online calibration pipelines are used by online search
pipelines and initial parameter estimation analyses.
Subsequent to the subtraction conducted within the

online calibration pipeline, we perform a secondary offline
subtraction [55] on the LIGO data with the goal of

FIG. 1. The GW event GW190521 observed by the LIGO Hanford (left), LIGO Livingston (middle), and Virgo (right) detectors.
Times are shown relative to May 21, 2019 at 03:02:29 UTC. The top row displays the time-domain detector data after whitening by each
instrument’s noise amplitude spectral density (light blue lines); the point estimate waveform from the CWB search [43] (black lines); the
90% credible intervals from the posterior probability density functions of the waveform time series, obtained via Bayesian inference
(LALINFERENCE [49]) with the NRSur7dq4 binary BH waveform model [50] (orange bands), and with a generic wavelet model
(BayesWave [51], purple bands). The ordinate axes are in units of noise standard deviations. The bottom row displays the time-
frequency representation of the whitened data using the Q transform [52].
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Masses.—The estimated mass posterior distributions are
shown in the left panel of Figure 1 for the three GW signal
models. The primary BH mass of GW190521 is m1= Me,
making it the highest-mass component BH known to date in
GW astronomy. The mass of the secondary BH is inferred to be
m2= Me. The primary BH of GW190521 is more
massive (median value) than any remnant BH reported in
GWTC-1 except for GW170729 (Abbott et al. 2019i); the
secondary BH of GW190521 is also more massive than any
primary BH in GWTC-1.

These source-frame masses have been redshift corrected, as
discussed above, using a value of the Hubble parameter
H0=67.9 from Planck 2015. However, recent measurements
of H0 using nearby Cepheid distance standards obtain a precise
value of H0=74.03±1.42 km s−1 Mpc−1 (Riess et al. 2019),
9%higher than the Planck value. Using the latter value along
with the other cosmological parameters from Planck 2015
increases the median value of the redshift by 7%and reduces
the estimated source-frame masses by 3%. These shifts are
significantly smaller than statistical or other systematic
uncertainties, including those affecting the astrophysical
interpretation discussed throughout this paper.

While the low-mass cutoff of the PI mass gap is uncertain
(see Section 5.1), the primary BH of GW190521 offers strong
evidence for the existence of BHs in the mass gap. If the PI gap
begins at 50Me (65Me), we find that the primary BH has only
a < 0.1% (0.3%) probability of being below the mass gap,
while the secondary BH has 6.6% (46.2%) probability of also
being below the mass gap.

The SEOBNRPHM model supports a higher primary mass
and more asymmetric mass ratio for GW190521: within 90%
credible intervals, m1 and m2 can be as high as 141 Me and
92Me respectively, while support for the mass ratio extends
down to q∼0.32. While the upper limit of the PI mass gap
remains uncertain, adopting 120Me as the high-mass end of
the gap, we find the probability that the primary BH of
GW190521 is beyond the gap of 12% when using the
SEOBNRPHM model. The corresponding probabilities using
the NRSurPHM and PhenomPHM models are 0.9%and
2.3%, respectively.

The probability that at least one of the BHs in GW190521 is
in the range 65–120Me is 99.0%, using the NRSur PHM
model. The corresponding probabilities using the SEOBNR
PHM and Phenom PHM models are 90.2%and 98.0%,
respectively.
We measure the total binary mass of GW190521 to be

M= Me making it the highest-mass binary observed
via GWs to date. The binary chirp mass is Me, a
factor of ∼2 higher than the first BBH detection, GW150914
(Abbott et al. 2016a, 2019i). GW190521 is consistent with a
nearly equal mass binary with mass ratio q=m2/m1=

(90% credible interval).
In the detector frame, the measured masses are

Me, Me,M
det= Me, and

Me, using the NRSurPHM model. These results are very
nearly the same for all three models.
Spins.—Due to its high total mass, GW190521 is the shortest-

duration signal (approximately 0.1 s) recorded so far in the LIGO
and Virgo detectors. With only around four cycles (two orbits) in
the frequency band 30–80 Hz (Abbott et al. 2020b), information
about spin evolution during the coalescence is limited. Still,
analyses of GW190521 indicate that GW signal models including
effects of spin–orbit precession are mildly preferred over those
that omit such effects (i.e., allow only spins aligned with the
orbital axis), with a -Bayes factor of +0.65 +−0.06 for the
NRSurPHM model allowing generic BH spins versus limiting
the effects of spin to the aligned components.
In the disk plots of Figure 2, we show constraints on the

spins of the component BHs of GW190521 in terms of their
dimensionless magnitudes χ1 and χ2 and polar angles (tilts)
with respect to the orbital angular momentum, and ,
defined at a fiducial GW frequency of 11 Hz. Median values
from all three waveform models suggest in-plane spin
components with high spin magnitudes for both the BHs.
Within the 90% credible intervals given in Table 1, however,
the constraints on the dimensionless BH spin magnitudes
remain uninformative. For our preferred model NRSurPHM,
the 90% bounds on spin magnitude extend from χ1,2∼0.1 to
0.9. The constraints on the tilt angles of these spins are also
relatively broad.

Figure 2. Posterior probabilities for the dimensionless component spins, and , relative to the orbital angular momentum axis . Shown here for
the three waveform models (left to right: NRSur PHM, Phenom PHM, and SEOBNR PHM). The tilt angles are 0° for spins aligned with the orbital angular
momentum and 180° for spins anti-aligned. Probabilities are marginalized over the azimuthal angles. The pixels have equal prior probability, being equally spaced in
the spin magnitudes and the cosines of tilt angles. The spin orientations are defined at a fiducial GW frequency of 11 Hz.
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the energy radiated in the merger is given by M−Mf. The key
analysis elements described above, including parameter estima-
tion sampling algorithms, PSD estimates, and waveform models,
all potentially introduce systematic uncertainties. Different
choices for these elements can affect the results but in most
cases these changes are significantly smaller than the statistical
uncertainties. Below, we highlight the more significant differ-
ences in the results associated with waveform models.

2.2. Primary and Secondary BH Components

In Table 1 we summarize the source properties of GW190521.
Results are quoted as the median and symmetric 90% credible
interval of the marginalized posterior distributions for each
parameter, and for each of the three GW signal models. The
measurements are marginalized over uncertainty in the data
calibration. In the rest of this paper we quote source properties
derived using NRSurPHM, unless explicitly stated otherwise.

Figure 1. Posterior distributions on the individual source-frame masses (left) and effective spin parameters (right) according to the three waveform models employed.
The one-dimensional distributions include the posteriors for the three waveform models, and the dashed lines mark their 90% credible interval. The two-dimensional
plot shows the 90% credible regions for each waveform model, with lighter-blue shading showing the posterior distribution for the NRSurPHM model. The black
lines in the right panel show the prior distributions.

Table 1
Source Properties for GW190521: Median Values with 90% Credible Intervals That Include Statistical Errors

Waveform Model NRSurPHM PhenomPHM SEOBNRPHM

Primary BH mass m1(Me)
Secondary BH mass m2(Me)
Total BBH mass M(Me)
Binary chirp mass (Me)
Mass ratio q=m2/m1

Primary BH spin χ1

Secondary BH spin χ2

Primary BH spin tilt angle
Secondary BH spin tilt angle
Effective inspiral spin parameter χeff

Effective precession spin parameter χp

Remnant BH mass Mf(Me)
Remnant BH spin χf

Radiated energy Erad(Me c2)
Peak Luminosity ℓpeak(erg s−1) ×1056

Luminosity distance DL(Gpc)
Source redshift z
Sky localization 774 862 1069
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Figure 1. The GW event GW231123 as observed by the LIGO Hanford (left panels) and LIGO Livingston (right panels)
detectors. Time is measured relative to 2023 November 23 at 13:54:30.619 UTC. The top panels show the time-domain strain
data (black), sampled at 1024 Hz, whitened and then bandpass-filtered with a passband from 20 Hz to 256 Hz (Abbott et al.
2020a). Also shown are the point-estimate whitened waveform from the cWB-BBH search (red), the 90% credible interval of
whitened waveforms inferred from a coherent Bayesian analysis using the combined samples from five BBH waveform models
(blue bands), and the 90% credible interval inferred from BayesWave using a generic wavelet-based model (shaded purple).
The vertical axis is in units of the noise standard deviation, �noise. The bottom panels display the corresponding whitened
time-frequency representations of the strain data, obtained using a continuous wavelet transform (CWT) with a Morlet–Gabor
wavelet. The color scale is in units of the amplitude of the CWT coe�cients.

Table 1. Properties of the detection of GW231123 by vari-
ous search pipelines.

CBC pipelines O✏ine Online O✏ine

SNR IFAR (yr) IFAR (yr)

PyCBC 19.9 > 100 160

GstLAL 20.1 2 ⇥ 10�4 > 10000

MBTA 19.0 – 60

cWB-BBH 21.8 > 490 9700

Burst pipelines

cWB-2G 21.4 > 250 > 490

cWB-XP 21.1 > 240 > 480

cWB-GMM 21.4 – 100

Note—The significance is reported in terms of the inverse
false-alarm rate (FAR) (IFAR) = 1/FAR as measured by
each search.

e↵ectively each search separates signals from glitches,
but also from the di↵ering approaches used to estimate
the noise background.

To assess whether the observed variation in statistical
significance across pipelines is consistent with expecta-
tions, we conducted a dedicated injection campaign. Us-
ing the NRSur7dq4 (NRSur) waveform model (Varma

et al. 2019), we simulated ⇠8000 non-eccentric BBH
signals with intrinsic parameters consistent with those
inferred for GW231123 (Section 4). We sampled the
sky positions and binary orientations isotropically and
drew redshifts uniformly in comoving volume up to
zmax = 1.5, assuming a flat ⇤CDM cosmology (Ade
et al. 2016). We added these simulated signals uniformly
over several days around the event and re-ran our o✏ine
search pipelines using the same configuration as applied
to the real data.

We found that for simulated signals observed in both
Advanced LIGO detectors, the CBC searches recovered
the following fractions with a IFAR above 100 years,
cWB-BBH 32%, PyCBC 27%, GstLAL 41%, and MBTA
16%. For the Burst searches, cWB-2G and cWB-XP
each recovered 22%, while cWB-GMM recovered 10%.
Since Burst searches identify coherent power across the
detector network without relying on BBH waveform
models, their e�ciencies are not directly comparable
to CBC searches. However, within each search cate-
gory, detection pipelines reporting a higher IFAR for
GW231123 consistently demonstrated higher recovery
fractions for simulated signals with masses and spins
representative of those inferred for GW231123.

Given the reported IFAR for GW231123 across the
di↵erent searches and the results of the injection study,
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Figure 3. The posterior distribution of the primary and
secondary source masses. We show the posterior distribution
resulting from equally combining samples from five waveform
models that include precession and higher-order multipoles
(purple). We separately show the posterior distribution ob-
tained with NRSur (green dash dot). We compare against
estimates for the source frame masses of GW190521 (red
solid, Abbott et al. 2020d,e, 2023a). Each contour, as well
as the colored horizontal and vertical lines, shows the 90%
credible intervals. In blue dashed we show the posterior pre-
dictive distribution for the largest BH mass mobs

max in mock
catalogs similar to GWTC-3 (Abbott et al. 2023a,b); see Sec-
tion 6. The solid orange bands show the putative mass gap
from (pulsational) pair instability from 60–130M�.

di↵erences, we carried out a series of analyses with di↵er-
ent frequency ranges. We found that all models consis-
tently infer greater support for spin components aligned
with the orbital angular momentum when independently
analysing LIGO Hanford data, and when excluding data
from LIGO Livingston below 50 Hz. When spin mis-
alignment is inferred, we are unable to conclusively con-
strain the spin orientation away from aligned.

The uncertainty in the spin misalignment a↵ects the
inferred e↵ective inspiral spin �e↵ , which parameter-
izes the spin aligned with the orbital angular momen-
tum (Santamaria et al. 2010; Ajith et al. 2011). Nega-
tive �e↵ would imply that at least one spin is misaligned
with the orbital angular momentum by more than ninety
degrees. We cannot rule out �e↵ < 0, but there is an
89% probability that �e↵ is positive. The inferred e↵ec-
tive precessing spin (Schmidt et al. 2015) is consistently
measured between models and deviates from the prior,
�p = 0.77+0.17

�0.19. Although we infer variation between

Figure 4. The posterior distribution of the primary and
secondary spin magnitudes. We show the posterior distribu-
tion based on the combined samples (purple) and from the
NRSur7dq4 waveform model (NRSur, green dash dot). Each
contour, as well as the colored horizontal and vertical lines,
shows the 90% credible intervals.

models, we consistently obtain large log10 Bayes factors
(5–10) in favour of precession. Since the distribution of
Bayes factors from noise alone is unknown, we addition-
ally quantify the evidence for precession in GW231123
by computing the precession SNR, ⇢p (Fairhurst et al.
2020a,b). In the absence of any precession in the signal,
we expect ⇢p < 2.1 in 90% of cases. We infer an SNR of
⇢p = 2.1+5.4

�1.3. Although the high SNR tail is consistent
with the large Bayes factors (Green et al. 2021; Prat-
ten et al. 2020b), we infer non-negligible support below
⇢p = 2.1. We are therefore unable to confidently claim
precession in GW231123. GW190521 was also found to
exhibit mild evidence for spin-precession (Abbott et al.
2020d,e).

We observe significant di↵erences in the inferred lu-
minosity distance and inclination angle of GW231123’s
source, depending on the model, although most mod-
els infer comparable probabilities for face-on vs face-o↵
(✓JN = 0 and ✓JN = ⇡) configurations. We also in-
fer substantial variation in the detector-frame quanti-
ties, despite seeing agreement between several models
in the source-frame parameters. See Appendix A for
a detailed discussion. Owing to disagreements in the
inferred inclination angle of the binary, we similarly ob-
serve di↵erences in the inferred higher-order multipole
SNRs from each model. Following the methodology in
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2020a,b). In the absence of any precession in the signal,
we expect ⇢p < 2.1 in 90% of cases. We infer an SNR of
⇢p = 2.1+5.4

�1.3. Although the high SNR tail is consistent
with the large Bayes factors (Green et al. 2021; Prat-
ten et al. 2020b), we infer non-negligible support below
⇢p = 2.1. We are therefore unable to confidently claim
precession in GW231123. GW190521 was also found to
exhibit mild evidence for spin-precession (Abbott et al.
2020d,e).

We observe significant di↵erences in the inferred lu-
minosity distance and inclination angle of GW231123’s
source, depending on the model, although most mod-
els infer comparable probabilities for face-on vs face-o↵
(✓JN = 0 and ✓JN = ⇡) configurations. We also in-
fer substantial variation in the detector-frame quanti-
ties, despite seeing agreement between several models
in the source-frame parameters. See Appendix A for
a detailed discussion. Owing to disagreements in the
inferred inclination angle of the binary, we similarly ob-
serve di↵erences in the inferred higher-order multipole
SNRs from each model. Following the methodology in
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Figure 6. Probability using the Combined results for
GW231123 that: both BHs are in the pair-instability mass
gap (top left); the primary is above the gap and the sec-
ondary is within (top right); the primary is within and the
secondary is below (bottom left); the primary is above and
the secondary is below (bottom right). Probabilities are com-
puted varying the lower and upper edges of the gap, while
dashed lines mark constant gap widths.

masses in dynamical environments. As seen in Figure 4,
the spins inferred from GW231123 may be even larger
than typically predicted from hierarchical BH mergers
(Gerosa & Berti 2017; Fishbach et al. 2017), although
the expected distribution for sources retained in their
host environments may accommodate a wider range of
spins (Borchers et al. 2025).

A di↵erent possibility is that of primordial BHs being
the binary components, which may exist across a range
of mass scales, including within the pair-instability mass
gap (Bird et al. 2016, 2023; Clesse & Garćıa-Bellido
2017, 2022). However, there are remaining theoretical
uncertainties, e.g., on whether primordial BHs could ac-
crete su�ciently to spin up as rapidly as the BHs in-
ferred from GW231123 (Green & Kavanagh 2021).

Altogether, these theoretical predictions and their un-
certainties make it di�cult to determine whether or not
the BHs in the source of GW231123 have an astrophys-
ical origin directly from stellar collapse, or due to close
encounters in dense clusters (Jaraba & Garćıa-Bellido
2021). We quantify this in more detail below.

6.4. Stellar collapse

To account for a range of possible locations for the
pair-instability mass gap, in Figure 6 we compute the
probability that one or both component masses fall
within the gap as a function of its lower edge from 40–

100 M� and upper edge from 120–180M�, using the
Combined parameter estimates. In the following, we
quote these probabilities specifically for the putative gap
60–130 M�. The probabilities that the secondary (pri-
mary) BH lies in, above, and below this gap are 83 %
(26 %), 1 % (74%), and 16% (0 %), respectively. Con-
sidering scenarios in which at least one of the compo-
nents falls in this gap, the joint probability that: both
BHs are in the gap (upper left panel of Figure 6) is 25 %;
the primary is above while the secondary is within (up-
per right) is 58%; and that the primary is within while
the secondary is below (lower left) is 1 %. Alternatively,
a scenario with neither BH in the gap is possible in the
case of a straddling binary (Fishbach & Holz 2020), with
a primary BH above the upper edge and secondary be-
low the lower edge (lower right) having a probability of
14 %.

Overall, this implies that within the uncertainties on
the Combined parameter estimates (assuming our de-
fault prior) and the location of the pair-instability mass
gap, scenarios with both BHs outside the gap have lower
probability than those with at least one BH in the gap.

6.5. Hierarchical mergers

Given the high probability of at least one of the
BHs lying inside the pair-instability mass gap, we con-
sider the possibility that this is due to repeated BBH
mergers. Assuming hierarchical origins, several works
have inferred the source properties of potential BBHs
whose merger products are observed with GWs in a
subsequent merger (Baibhav et al. 2021; Barrera &
Bartos 2022; Álvarez et al. 2024; Mahapatra et al.
2024). We follow (Álvarez et al. 2024) and use the
NRSur7dq4Remnant surrogate model (Varma et al.
2019) to find the distribution of BBH source proper-
ties such that the corresponding distribution of BH
remnant properties reproduces the Combined posterior
over mass and spin for the primary and secondary BH
inferred from GW231123. As the primary-spin poste-
rior favors large values & 0.7, this constrains the par-
ent binary of the primary BH to have unequal masses
109+26

�32 M� and 35+35
�19 M�; for more equal masses, both

BH spins can reduce the total angular momentum if mis-
aligned, whereas unequal-mass binaries are dominated
by the single heavier BH. The parent binary of the pri-
mary BH may have had a large e↵ective inspiral spin,
with �e↵ = 0.54+0.26

�0.59, but �e↵ . 0 is not ruled out. A
similar picture holds for the secondary BH, with par-
ent masses 78+28

�39 M� and 22+31
�15 M�, but more uncer-

tain e↵ective inspiral spin �e↵ = 0.31+0.46
�0.91 due to the

larger uncertainty on the secondary spin in the source of
GW231123. These mergers would have imparted kicks
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(with S1 and S2 the spin vectors of the components) relative to the orbital plane, marginalized over azimuthal angles, for can-
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component spins of the sources are poorly measured and our
posteriors are similar to our priors. For those binaries where
�e↵ is constrained to be relatively small, the posteriors of the
component spins may be concentrated in the equatorial plane
even without positive evidence for precession, due to ruling
out spins either relatively aligned or anti-aligned with the or-
bital angular momentum (Abbott et al. 2017d).

Of the sources analyzed from O4a, GW231123_135430
is inferred to have the highest primary spin magnitude,
�1 = 0.90+0.08

�0.27 (Abac et al. 2025d). Two other systems

which are inferred to have high primary spins are the sources
of GW230928_215827 and GW231028_153006, for which
�1 > 0.8 with 44% and 47% probabilities, respectively.

The final spin �f of the remnant BH following coales-
cence has contributions from the orbital angular momentum
at merger and the spin angular momenta of the binary com-
ponents. It is determined for our BBH candidates from the
inferred component masses and spins, using fits to numeri-
cal relativity simulations (Abac et al. 2025c). The candidates
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More events, new challenges

35

• GWTC-4.0 contains more high SNR events, events that expand observed 
parameter space 

• High spins, high masses, possibly strong precession 

• Some events push the limits of our models: strong systematic uncertainties 

• Uncovered analysis issues with percent-level impact 

• Issues with calibration marginalization 

• Issues with treatment of windowing corrections for GW data
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Figure 7. Marginalized posterior probability for the Left : redshifted (detector-frame) total binary mass and the mass ratio,
and Right : primary and secondary source-frame masses inferred from GW231123 for each of the five models considered. Each
contour, as well as the colored horizontal and vertical lines, shows the 90% credible intervals.

precessing NR simulation with total mass M = 300M�, mass ratio q = 0.8, and spin magnitudes �1 = �2 = 0.80 on
both BHs. The simulation is added to zero-noise using the fiducial inclination angle ◆ = ⇡/2 rad at 10 Hz. For this
configuration, the mismatch for NRSur was unambiguously below the conservative distinguishability criterion, with a
value of 3.92⇥ 10�4, while for the other models we see values O

�
10�3

�
. In this case, the large di↵erences in mismatch

do not translate into noticeable di↵erences in the accuracy of parameter recovery. The posteriors from all models
overlap and we can be confident in our recovered source properties. Note, however, that the source-frame m2 is too
low. This is a known bias for edge-on configurations: signals from face-on and face-o↵ binaries are louder, meaning
that larger distances (redshifts) are consistent with a fixed GW amplitude. This leads to a significantly larger prior
volume, and thus a prior preference for smaller inclination angles (Usman et al. 2019), larger distances, and thus lower
(redshifted) source masses.

Clear evidence of systematics was nevertheless seen in a limited number of simulations, as is demonstrated in the
bottom row of Figure 8. We consider the SXS:BBH:4030 precessing NR simulation with total mass M = 300 M�,
equal mass components (q = 1), and spin magnitudes �1 = �2 = 0.95 on both BHs. The simulation is added to
zero-noise using the fiducial inclination angle ◆ = ⇡/2 rad at 15Hz. This injection was chosen from the set of cases
with very high spins, with a mismatch between 2.36 ⇥ 10�3 (NRSur) and 9.45 ⇥ 10�3 (TPHM), mostly above the
conservative indistinguishability criterion. This numerical relativity (NR) waveform also includes GW memory, which
can require additional data processing for injection (Xu et al. 2024; Valencia et al. 2024; Chen et al. 2024), but we
find that our results are unchanged if we first subtract the memory features before injection. We see unequivocal
evidence of waveform systematics and biases in all models. Only the posterior of TPHM includes the true value of
the detector-frame total mass, and all models exclude it at 90% credibility. No model recovers the true mass ratio
(q = 1). In the source-frame, the true value of m1 lies in the 90% credible region for all models, but m2 is significantly
biased from its true value of 100 M�.

B. SOURCE PROPERTIES

In Table 3, we present the individual source properties of GW231123 for each of the five models considered in the
analysis of this event for those interested in a more detailed picture of the systematics. As demonstrated in Appendix A,
the source properties of this event lie in a challenging region of parameter space for all waveform models employed.
From the analysis performed here, we cannot guarantee that the results from any given model will be free from bias in
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Figure 8. Marginalized posterior probability for (left column) redshifted (detector-frame) total binary mass and the mass ratio
and (right column) primary and secondary source-frame masses inferred from two highly spinning precessing NR simulations
with (detector-frame) total binary mass of 300M� observed approximately edge on. The Top row shows the results for the
SXS:BBH:0483 (Boyle et al. 2019) with masses m1 ⇠ 135M�, m2 ⇠ 110M� and mass ratio q = 0.8. The Bottom row shows the
results for the SXS:BBH:4030 (Scheel et al. 2025) with masses m1 = m2 ⇠ 130M�. The 5 models used to analyse GW231123
were also used to analyse these simulations. Each contour, as well as the colored horizontal and vertical lines, shows the 90%
credible intervals. The black vertical and horizontal lines indicate the true source properties. In some panels, the true value is
beyond the axis range of the figure.

this region of parameter space. We also find that di↵erent models fit the data better than others. All models except
XPHM obtain a larger Bayesian evidence than the NRSur analysis, as reflected in the di↵ering SNRs in Table 3. For
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Figure 7. The marginal probability distributions for the (source-frame) total mass M , mass ratio q, effective inspiral spin �e↵ , and effective
precession spin �p for five O4a candidates which show significant waveform systematics.

this candidate with SEOBNRV5PHM as compared to
IMRPHENOMXPHM_SPINTAYLOR.

• GW231028_153006, which displays significant sys-
tematic variations in its source mass and spin infer-
ences across waveform models. For this candidate,
no data-quality issues requiring mitigation were iden-
tified. We apply all four of our BBH waveform mod-
els in our inferences for GW231028_153006, and none
of the models show close agreement with each other
across component masses. Systematic differences in
our inferences of �e↵ are also visible, and a subdom-
inant, second mode at high �p values is visible in the
samples drawn with IMRPHENOMXO4A. These sys-
tematic differences broaden our uncertainties in our
overall combined results for this candidate, but it is
clear that its source is massive, with M = 152

+29

�14
M�

and m1 = 95
+33

�20
M�. The source of this candidate

probably has a large �e↵ and has support for a large
primary spin �1.

• GW231118_005626, a BBH candidate, whose source
has M = 30.9+5.3

�3.6 M� and credibly unequal masses
q = 0.55+0.37

�0.22. The source has large and well-
measured effective inspiral spin, �e↵ = 0.4+0.1

�0.1.
For this candidate the inferences drawn with SEOB-
NRV5PHM and IMRPHENOMXO4A are in good
agreement, but display some differences with those
drawn using the IMRPHENOMXPHM_SPINTAYLOR
model. The total mass and chirp mass posteriors dis-
play a heavier tail towards larger values for IMR-
PHENOMXPHM_SPINTAYLOR. More apparent are
the differences in the �1 and �p posteriors, which for
IMRPHENOMXPHM_SPINTAYLOR extend towards
higher values than those obtained with the other two
models.

• GW231118_090602, whose source is a relatively low-
mass BBH with M = 20.7+10.2

�2.3 M� and mass ra-
tio q = 0.56+0.38

�0.41. This candidate displays multi-
modal source mass and spin posteriors, as discussed
in Section 3.5. This multimodality is present only
in the posterior samples drawn using the IMRPHE-

Systematic uncertainties: GWTC-4.0
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Figure 7. The marginal probability distributions for the (source-frame) total mass M , mass ratio q, effective inspiral spin �e↵ , and effective
precession spin �p for five O4a candidates which show significant waveform systematics.
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• GWTC-4.0: 128 new candidate signals 

• Detailed source parameters of 86 

• O4b completed, O4c ongoing 

• 224 low latency candidates 
announced 

• Coming years: detectors expected to 
exceed design sensitivity, growing 
network 

• Detect many more events, louder 
signals

Summary and Outlook
Introduction

The past three years have witnessed the birth of observational gravitational-wave astronomy,
starting with the first detection of a binary black hole merger on September 14 2015 [1], followed
by discoveries of nine more in the first and second LIGO/Virgo Observing runs [2], and the spec-
tacular multi-messenger observation of a merger of neutron stars on August 17, 2017 [3, 4].

These detections were enabled by a nearly three decade long effort to build Advanced LIGO
[5] comprising two laser interferometric gravitational-wave detectors with suspended mirrors, laser
beams traveling in vacuum through 4 km perpendicular arms in each detector, to detect sub-nuclear
distance scale changes in distance. The LIGO Scientific Collaboration (LSC) works closely with
the Virgo and KAGRA collaborations operating gravitational-wave detectors in Europe and Japan
to ensure coordinated observations by the global network. In this white paper, we describe plans
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Figure 1: Planned sensitivity evolution and observing runs
of ground-based detectors. Numbers in Mpc indicate aver-
age reach to binary neutron star mergers.

Figure 2: A map of the global ground-based gravitational-
wave detector network.

for gravitational-wave observing campaigns and expected science goals in the coming decade. As
shown in Fig. 1, the Advanced LIGO detectors took data between September 2015 and January
2016 in their first Observing run (O1), and then again with improved sensitivity in O2, between
November 2016 and August 2017. The Virgo detector [6] joined O2 on August 1st 2017, providing
greatly improved sky localization of the detected events. The improved localization and rapid alerts
led to the detection of an electromagnetic counterpart to the binary neutron star merger [3, 4]. This
counterpart, spanning all bands of the electromagnetic spectrum, allowed the first direct association
between a binary neutron star merger and a short gamma-ray burst, and the first unambiguous
identification of a kilonova.

In the next few years, the Advanced LIGO and Virgo detectors will continue to observe and
analyze data together, and are expected to reach the sensitivity to which they were designed [7].
KAGRA [8] is expected to join in the gravitational wave network in 2019. The GEO600 [9]
detector will provide coverage for exceptional events during times when no other detectors will
be operating, and will otherwise concentrate on testing technologies for future detectors [10]. The
greatest scientific return is possible when all operating GW detectors combine their data.

Funding from the US, UK and Australia has been secured for the “A+” detector upgrade [11],
implementing further sensitivity improvements beyond the current Advanced LIGO design. To-
ward the middle of the next decade, a new observatory in India [12] will host an Advanced LIGO
detector to further enhance the network sensitivity. This decade will see an improvement of a fac-
tor of several in astrophysical distance reach, as well as a significant increase in observing time,

1

https://observing.docs.ligo.org/plan/
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Figure 2. The marginal probability distributions for the source frame chirp mass M, mass ratio q, effective inspiral spin �e↵ , effective
precession spin �p, and luminosity distance DL for O4a candidates with FAR < 1 yr�1. The colored upper half of the plot shows the marginal
posterior distributions using our default agnostic priors (Abac et al. 2025c), while the white lower halves show these marginal distributions
after reweighting according to the inferred population model (Abac et al. 2025f) for each BBH, while the two NSBH candidates have only the
non-reweighted posterior distributions. The vertical thickness of each region is proportional to the marginal posterior probability at that value
for each candidate.
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Figure 12. The two-dimensional q–�e↵ posterior probability distributions for GW230529 using various BBH, NSBH, and BNS
signal models. The vertical dotted lines indicate primary masses that have been mapped to the mass ratio given the median
chirp mass estimated from the IMRPhenomXPHM high-spin analysis.

priors is to help gauge whether astrophysical assumptions on the neutron star spin impact any of the statements on
the probability that the primary object lies in the lower mass gap. In Figure 12, we show the impact of waveform
systematics and prior assumptions on the strongly correlated mass ratio–e↵ective inspiral spin distribution.
The degree to which a given waveform model under certain assumptions matches the data can be gauged using

the Bayes factor. However, Bayes factors penalize extra degrees of freedom in models that do not improve the fit
when those extra degrees of freedom are constrained by the data (Mackay 2003). We find no significant preference
(log

10
B . 0.5) between the high-spin and low-spin prior on the secondary; we similarly do not find a statistical

preference for or against the e↵ects of precession, higher-order multipole moments, or tidal deformation or disruption
of the secondary object.

E. ADDITIONAL SOURCE PROPERTIES

E.1. Component Spins and Precession

Assuming a high-spin prior, the posteriors for the primary spin magnitude are only weakly informative, disfavoring
zero and extremal spins with �1 = 0.07–0.85. For the secondary, the posteriors are even less informative. Under
the low-spin prior, the primary spin magnitude posterior is peaked at slightly higher values, with zero and extremal
spins being disfavored to a larger degree, �1 = 0.10–0.84. The secondary spin is completely uninformative over the
restricted range of spin magnitudes. The joint two-dimensional posterior probability distribution of the dimensionless
spin magnitude and the spin tilt are shown in Figure 13. Regions of high (low) probability are denoted by a darker
(lighter) shade.
When the spins are misaligned with the orbital angular momentum, relativistic spin–orbit and spin–spin couplings

drive the evolution of the orbital plane and the spins themselves (Apostolatos et al. 1994; Kidder 1995). The leading-
order e↵ect can be captured by an e↵ective precession spin parameter, 0  �p  1, which approximately measures
the degree of in-plane spin and can be used to parameterize the rate of precession of the orbital plane (Schmidt et al.
2015)

�p = max


�1 sin ✓1,

✓
3 + 4q

4 + 3q

◆
q �2 sin ✓2

�
. (E1)

LVK ApJL 970, L34 (2024)
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GW231118_00: Unequal masses and spinning 
primary
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M ∼ 32 M⊙

⃗S1 ⃗S2

⃗L

χf ∼ 0.7

⃗S1

⃗S2

⃗L

Hierarchical candidate?  
Still uncertain
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GW230627 
Least massive BBH

GW231114 
Definitely unequal 

mass BBH

LVK, arXiv:2508.18082 
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Table 8 (continued)

Candidate GPS time [s] Detector Time window [s] Frequency range [Hz] flow [Hz]

GW230911_195324 – H – – 28.38
GW230920_071124 – H – – 40
GW231001_140220 – L – – 40
GW231014_040532 – H – – 50
GW231018_233037 – H – – 30
GW231020_142947 – H – – 45
GW231102_071736 – H – – 20.13
GW231102_071736 – L – – 20.13
GW231113_122623 1383913601.88 L [0.01, 0.22] [70.0, 120.0] –
GW231114_043211 1383971549.25 H [�0.95,�0.6] [10.0, 30.0] –
GW231118_005626 – H – – 30
GW231118_071402 – H – – 50
GW231118_090602 1384333580.01 H [�4.81,�4.51] [15.0, 50.0] –
GW231123_135430 1384782888.63 H [�1.7,�1.1] [15.0, 30.0] –
GW231127_165300 – H – – 50
GW231129_081745 1385281083.64 L [1.4, 1.8] [10.0, 170.0] –
GW231129_081745 – H – – 60
GW231206_233134 – H – – 40
GW231206_233134 – L – – 30
GW231221_135041 1387201859.32 H [0.3, 0.4] [200.0, 450.0] –
GW231223_032836 1387337334.05 H [�0.55,�0.25] [10.0, 25.0] –
GW231223_075055 – H – – 40
GW231223_075055 – L – – 30
GW231223_202619 – H – – 40
GW231224_024321 – H – – 40
GW240107_013215 – H – – 40

NOTE— For each candidate, we show the GPS time, and the interferometer(s) where glitch subtraction was applied
(H and L indicate LIGO Hanford and LIGO Livingston respectively). For candidates where glitch subtraction was
performed using BAYESWAVE, we provide the time and frequency windows used for subtraction. For candidates
where the low-frequency cut-off, flow, was changed (from the standard 20Hz) to excise contaminate data, we
quote the cut-off used.

C. SPECTROGRAMS OF SELECTED EVENTS
Here we provide time–frequency spectrograms (Brown 1991; Chatterji et al. 2004) for several candidates of particular interest.

GW230630_070659 is discussed in Section 2.1.2 and is presented in Table 1 with other candidates identified by our searches with
both pastro � 0.5 and FAR < 1 yr

�1. GW230824_135331 and GW240105_151143 are discussed in Sections 2.1.3 and 2.1.2,
respectively, and further information on them is in Table 2, together with other candidates with pastro � 0.5 but which do not
meet the threshold for detailed investigation of their source properties or event validation.

The top panels of Figure 9 show the time–frequency spectrograms for GW230630_070659, which has been determined to be
likely of instrumental origin. This candidate was found only by the GSTLAL matched-filter search pipeline. The event-validation
procedures discussed in Section 2.1.2 identified excess power from scattered light (Ottaway et al. 2012; Soni et al. 2025) in both
detectors at the time of the candidate.

The middle panels of Figure 9 show the time–frequency spectrograms of GW230824_135331. This candidate was recovered
only by the minimally modeled CWB-BBH search pipeline, with pastro = 0.58. It was not recovered, even as a subthreshold
candidate with FAR < 2 d

�1 and pastro < 0.5, by any matched-filter pipelines; it is the only candidate with pastro � 0.5 in this
catalog with that distinction. The CWB-BBH search pipeline has the potential to detect BBH candidates impacted by physical
effects neglected in the matched-filter searches, such as precession and eccentricity (e.g., Abac et al. 2024b; Mishra et al. 2025),
in addition to non-CBC transients. However, the computation of pastro assumes a prior CBC source population (Abac et al.
2025c). These assumptions may not be valid if a source arises from a population which our matched-filter CBC searches are not
sensitive to (Abbott et al. 2023a). Our event-validation procedures were not applied to GW230824_135331, since it has FAR



Windows and parameter estimation
• Noise covariance diagonal in freq 

domain 

• Need to apply window to data before 
FT 

• For noise covariance, correct for 
power lost due to window 

• In GW inference correction has been 
(incorrectly) applied to in the 
likelihood  

• Biases SNR and effectively 
tightens the posteriors
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Figure 4. Left: PP plot for luminosity distance recovery for BBH injections into
Gaussian noise with (blue) and without (orange) the � correction factor. The grey
shaded regions show the 1-, 2-, and 3-C uncertainty regions. After removing the
correction, the p value indicates that the results are entirely consistent with the null
hypothesis. Right: the evolution of the p value with the number of events for the two
cases. We see that when applying the � likelihood correction, the test begins to fail
after a few hundred events are included.
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Figure 5. The one- and two-dimensional posterior probability distributions for
luminosity distance and binary inclination angle obtained when analyzing GW150914
under a range of choices for the window function and likelihood. The blue, orange,
and green results are obtained using a Tukey window with ↵ = 0, 0.1, 0.5, respectively.
These correspond to a rectangular window, the window function used during the
original LVC analysis of GW150914, and the most extreme window used during O4.
On the left, we use the previous definition of the likelihood (15) while on the right, we
remove the factor that accounts for the window power loss �. The legend shows the
natural log Bayes factor comparing the signal vs Gaussian noise hypotheses. On the
right, we find that all the results agree well, even for the rectangular window. On the
left, we find that the log Bayes factor is higher by approximately 1/� and the posterior
is more strongly peaked when ↵ is non zero.
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Figure 4. Left: PP plot for luminosity distance recovery for BBH injections into
Gaussian noise with (blue) and without (orange) the � correction factor. The grey
shaded regions show the 1-, 2-, and 3-C uncertainty regions. After removing the
correction, the p value indicates that the results are entirely consistent with the null
hypothesis. Right: the evolution of the p value with the number of events for the two
cases. We see that when applying the � likelihood correction, the test begins to fail
after a few hundred events are included.
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Figure 5. The one- and two-dimensional posterior probability distributions for
luminosity distance and binary inclination angle obtained when analyzing GW150914
under a range of choices for the window function and likelihood. The blue, orange,
and green results are obtained using a Tukey window with ↵ = 0, 0.1, 0.5, respectively.
These correspond to a rectangular window, the window function used during the
original LVC analysis of GW150914, and the most extreme window used during O4.
On the left, we use the previous definition of the likelihood (15) while on the right, we
remove the factor that accounts for the window power loss �. The legend shows the
natural log Bayes factor comparing the signal vs Gaussian noise hypotheses. On the
right, we find that all the results agree well, even for the rectangular window. On the
left, we find that the log Bayes factor is higher by approximately 1/� and the posterior
is more strongly peaked when ↵ is non zero.
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