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Disclaimer:

Today, assuming audience with not much background

Therefore, to some this may be rudimentary

But, it never hurts to spell it out ⇒ helps us discuss interesting stuff!
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CPU Storage

Galileo’s jovilabe Galileo’s calculation notes

How many CPUs? How much storage?
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Questions for each experiment

CPU Storage

Galileo’s jovilabe Galileo’s calculation notes

Today even more complicated: GPUs? FPGAs? NVMes?
How many CPUs? How much storage?



Example answers to the questions
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https://cds.cern.ch/record/2815292?ln=en

Today

TAPE

Need 50M “HS06-years”

Plan to reduce to 22M

Generally “OK”

Probably “OK”

(current ~3.5M)



HS06 / HS23 / HEPScore

7

Chang
Florida



HS06 / HS23 / HEPScore
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All you have to remember is 
that roughly 10 - 20 HS06-sec 

= 1 second



Conversion
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Therefore 50M HS06-years ~ 3M core-years

If there is only 1 CPU in the world, it will take 3 million years
if you have 3 million CPUs, it will take one year
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Actual model is quite complicated.

But in the following few slides I will motivate the 
numbers in “back-of-the-envelope” style.

More details can be found here: (for CMS example)
https://cds.cern.ch/record/2815292?ln=en

https://cds.cern.ch/record/2815292?ln=en


How many events produced?
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~O(100 Hz)

~O(kHz)

~O(MHz)

W / Z

ET-Jet > 
100 GeV

b-jets

107 seconds / year
(~230 days 12 hours operations)

1B evts

10B evts

10T evts

cross section tells us rates



How many events can we save?
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Detector HW Trigger SW Trigger Storage

40 MHz
Collider

1 MHz
Detector

10 kHz
Computer
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Detector HW Trigger SW Trigger Storage

40 MHz
Collider

1 MHz
Detector

10 kHz
Computer

Hardware 
design 
limited

Software / 
CPU (GPU) 

limited

CPU / 
Storage 
Limited
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Hardware 
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limited
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CPU (GPU) 
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Storage 
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Detector HW Trigger SW Trigger Storage

40 MHz
Collider

1 MHz
Detector

10 kHz
Computer

Hardware 
design 
limited

Software / 
CPU (GPU) 

limited

CPU / 
Storage 
Limited

Mostly computers 
these days

There are efforts to make all of this computing based
LHCb Run 3 pure software trigger: J. Phys.: Conf. Ser. 878 012012

https://iopscience.iop.org/article/10.1088/1742-6596/878/1/012012
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Detector HW Trigger SW Trigger Storage

40 MHz
Collider

1 MHz
Detector

10 kHz
Computer

Hardware 
design 
limited

Software / 
CPU (GPU) 

limited

CPU / 
Storage 
Limited

Mostly computers 
these days

There are efforts to make all of this computing based
LHCb Run 3 pure software trigger: J. Phys.: Conf. Ser. 878 012012

(10 kHz) × (107 seconds / year) = 100B events / year

https://iopscience.iop.org/article/10.1088/1742-6596/878/1/012012
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per data event how 
many simulated events

fMC ~ 1.5 for LHC

(Experiment dependent. Physics goal dependent)
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per data event how 
many simulated events

fMC ~ 1.5 for LHC

(Experiment dependent. Physics goal dependent)

(100B events / year) × (1 + fMC) = 250B events / year



How much storage?
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Useful Analysis data
(physics objects)

electron

electron

tracks

0.004 MB - 2 MB

Useful Analysis data
(physics objects)

electron

electron

tracks

0.004 MB - 2 MB

Raw data
(channel readout)

6 MB

Raw data
(channel readout)

6 MB

Useful Analysis data
(physics objects)

electron

electron

tracks

0.004 MB - 2 MB

Raw data
(channel readout)

6 MB
… …
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250B events × 6 MB = 1.5 Exabyte (~ $35M disk)

Useful Analysis data
(physics objects)

electron

electron

tracks

0.004 MB - 2 MB
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electron

tracks
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Raw data
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6 MB

Raw data
(channel readout)

6 MB
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6 MB
… …



How much storage?
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250B events × 6 MB = 1.5 Exabyte (~ $35M disk)

Disk random access possible
(i.e. “get me so and so event”)

Tape is order of mag cheaper
Tape cannot do random access

Useful Analysis data
(physics objects)

electron

electron

tracks

0.004 MB - 2 MB

Useful Analysis data
(physics objects)

electron

electron

tracks

0.004 MB - 2 MB

Raw data
(channel readout)

6 MB

Raw data
(channel readout)

6 MB

Useful Analysis data
(physics objects)

electron

electron

tracks

0.004 MB - 2 MB

Raw data
(channel readout)

6 MB
… …



Caveat
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N.B. Disks only 
increases by a little

Tape does 
increase by EB

Capped ~1.5 EB

Raw data are moved to tape, and smaller size 
Analysis format data are saved on disk
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N.B. Disks only 
increases by a little

Tape does 
increase by EB

Capped ~1.5 EB

Raw data are moved to tape, and smaller size 
Analysis format data are saved on disk



Each event takes how much CPU time?
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Simulation



Each event takes how much CPU time?
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Reconstruction
Monte Carlo
Simulation

CMS Phase-2 Computing Model Document (converting 17 HS06-sec as 1 sec)

t = ~7 min

CMS 200 PU
“Simulation”

(Gen + Sim) 111 sec

“Reconstruction” 
(Digi + PU mix + Reco) 300 sec



How many total CPUs?
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(250B evts)  =  3M core-years × (7 core-min/evt)



How many total CPUs?
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(250B evts)  =  3M core-years

Per core ~$80
⇒ $250M

 × (7 core-min/evt)



From DOE program manager
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https://indico.fnal.gov/event/22303/contributions/246857/attachments/157751/206557/FY2022-DOE-PI-Meeting-Snowmass-Energy-Frontier-Program-PATWA.pdf



From DOE program manager
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https://indico.fnal.gov/event/22303/contributions/246857/attachments/157751/206557/FY2022-DOE-PI-Meeting-Snowmass-Energy-Frontier-Program-PATWA.pdf



Estimating per year
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Nevt = (1 + fMC) (“Rate” × 107 sec)
10kHz1.5250B
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Nevt = (1 + fMC) (“Rate” × 107 sec)
10kHz1.5250B

Dsize = Nevt × “Raw data size”
1.5 EB 250B 6MB / evt
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Nevt = (1 + fMC) (“Rate” × 107 sec)
10kHz1.5250B

Dsize = Nevt × “Raw data size”
1.5 EB 250B 6MB / evt

Ccore = Nevt × “Processing time”
3.3M core-year 250B 7 min / evt



Estimating per year
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Nevt = (1 + fMC) (“Rate” × 107 sec)
10kHz1.5250B

Dsize = Nevt × “Raw data size”
1.5 EB 250B 6MB / evt

Ccore = Nevt × “Processing time”
3.3M core-year 250B 7 min / evt

In the future… GPU, FPGA…



CMS current resources
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Currently we pledge to deliver 4.1M HS06 (~ 250k cores)



CMS current resources
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Currently we pledge to deliver 4.1M HS06 (~ 250k cores)

I estimate 250 FTEs supporting computing and R&D (for CMS)
(Not counting staff support activity from data center)
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Currently we pledge to deliver 4.1M HS06 (~ 250k cores)

I estimate 250 FTEs supporting computing and R&D (for CMS)
(Not counting staff support activity from data center)

We will have to increase to 22M HS06 (or more)
⇒ What is the impact on FTE?

This is a pretty scary plot
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What about future colliders?

Spoiler: Generally OK…..



Future Colliders (per year)
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fMC Rate Time Size Nevt Ddisk CCPU

HL-LHC 1.5 10kHz 7 min 6 MB 250B 1.5 EB 3.3M

FCC-ee 4 200kHz 0.1 min 1 MB 10T 10 EB 2M

FCC-hh 2 10kHz 20 min 50 MB 300B 15 EB 11M

µC (10 km) 4 1kHz 20 min 50 MB 50B 5 EB 1.9M
Caveats: These are “back-of-the-envelope” numbers which is approximately 
correct with their CDR or supporting documents. For more detail please consult 
the documents.

N.B. Not official numbers (take this with many grains of salt…)
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Future Colliders (per year)
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fMC Rate Time Size Nevt Ddisk CCPU

HL-LHC 1.5 10kHz 7 min 6 MB 250B 1.5 EB 3.3M

FCC-ee 4 200kHz 0.1 min 1 MB 10T 10 EB 2M

FCC-hh 2 10kHz 20 min 50 MB 300B 15 EB 11M

µC (10 km) 4 1kHz 20 min 50 MB 50B 5 EB 1.9M
Caveats: These are “back-of-the-envelope” numbers which is approximately 
correct with their CDR or supporting documents. For more detail please consult 
the documents.

N.B. Not official numbers (take this with many grains of salt…)



Muon Collider Rates
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30 kHz

W/Z

10 TeV µC Collision rate

~ 1 Hz
H~ 0.2 Hz

~ 10 Hz jets (pT > 5 - 7 GeV)

Single jet PT > 20 GeV trigger rate 
maybe 1 to 10 Hz
(Assuming BIB is dealt with)



Future Colliders (per year)
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fMC Rate Time Size Nevt Ddisk CCPU

HL-LHC 1.5 10kHz 7 min 6 MB 250B 1.5 EB 3.3M

FCC-ee 4 200kHz 0.1 min 1 MB 10T 10 EB 2M

FCC-hh 2 10kHz 20 min 50 MB 300B 15 EB 11M

µC (10 km) 4 1kHz 20 min 50 MB 50B 5 EB 1.9M

µC (10 km) 4 10 Hz 60 min 50 MB 100M 1 EB 11k
Caveats: These are “back-of-the-envelope” numbers which is approximately 
correct with their CDR or supporting documents. For more detail please consult 
the documents.

N.B. Not official numbers (take this with many grains of salt…)



41

Chang
Florida

Doing bare minimum ⇒ not extremely difficult
(However, FCC-hh is a bit hard but, I will likely never see it anyways.)

This is assuming HL-LHC works
⇒ all the HL-LHC work = future collider work

(e.g. Key4HEP, DD4Hep, ACTS, GPU, ML Reconstruction, …)



41

Chang
Florida

Doing bare minimum ⇒ not extremely difficult
(However, FCC-hh is a bit hard but, I will likely never see it anyways.)

In computing for future colliders, we don’t just 
prepare for what's coming, we invent what’s possible.

This is assuming HL-LHC works
⇒ all the HL-LHC work = future collider work

(e.g. Key4HEP, DD4Hep, ACTS, GPU, ML Reconstruction, …)



42

Chang
Florida

There are many things that we can do with computers
(Software tools, ML reconstruction, tracking, event generation, GPU computing …)

But I want to focus on a couple of things



On-going HL-LHC R&D

43

Chang
Florida

https://cds.cern.ch/record/2729668/files/LHCC-G-178.pdf https://cds.cern.ch/record/2815292?ln=en https://arxiv.org/pdf/2312.00772v2



RAW → Analysis
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Raw data
(channel readout)

Useful Analysis data
(physics objects)

electron

electron

tracks

Fully 
Machine 
Learning



RAW → Analysis
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CMS-EGM-20-001

Raw data
(channel readout)

Useful Analysis data
(physics objects)

electron

electron

tracks

Fully 
Machine 
Learning



GPU (Huang’s Law) 
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NVIDIA



Online Computation
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Muon Collider has relatively low rate
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Muon Collider has relatively low rate

But large number of channels and hits 
mean that event size are large
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But large number of channels and hits 
mean that event size are large

This limits how many events 
we can read out



Online Computation
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Muon Collider has relatively low rate

But large number of channels and hits 
mean that event size are large

This limits how many events 
we can read out

But BIBs are not 
real collisions



Data Compression / Filtering
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If one can suppress the readout 
(e.g. putting processor close to 

detector readout level)

⇒ One could be saving 
entire experimental events

“Triggerless” or “streaming”



Future Colliders (per year)
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fMC Rate Time Size Nevt Ddisk CCPU

HL-LHC 1.5 10kHz 7 min 6 MB 250B 1.5 EB 3.3M

FCC-ee 4 200kHz 0.1 min 1 MB 10T 10 EB 2M

FCC-hh 2 10kHz 20 min 50 MB 300B 15 EB 11M

µC (10 km) 4 1kHz 20 min 50 MB 50B 5 EB 1.9M

µC (10 km) 4 10 Hz 60 min 50 MB 100M 1 EB 11k

µC streaming 9 30kHz 0.1 min 1 MB 3T 3 EB 0.6M
Caveats: These are “back-of-the-envelope” numbers which is approximately 
correct with their CDR or supporting documents. For more detail please consult 
the documents.

N.B. Not official numbers (take this with many grains of salt…)
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Getting rid of data tiers
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…
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…
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…
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Event 2 Event 2 Event 2

…
.

…
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…
.

…
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…
.

…
.

…
.

…
.
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.
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.
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calo deposit 1

electron 1

calo deposit 1

electron 1

Raw AOD “mini”-AOD

calo deposit 1

…
.

…
.

…
.

Event 1 Event 1 Event 1

Event 2 Event 2 Event 2

…
.

…
.

…
.

…
.

…
.

…
.

…
.

…
.

missing

Amazon S3
Azure Blob storage

Google Cloud StorageOnce we forgo data-tiers, we can access 
“lower-level information” on demand

calo deposit 1
Evt 1

electron 1
Evt 1

Evt 1

…
.

Object Store

Globally unique 
identifier



Analysis Facilities
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Disk Storage

CPU farm

Often O(10MB) 
per CPU due to 

network

O(100) Gbps



Analysis Facilities
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Disk Storage

CPU farm



Networking Challenges
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170 computing sites
42 countries



Importance of data skimming
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How many analyses 
make plots like this?
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How many analyses 
make plots like this?

Particle physics analyses are 
“embarassingly parallelizable”



Importance of data skimming
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How many analyses 
make plots like this?

Particle physics analyses are 
“embarassingly parallelizable”

e.g. “select events 
with 4 leptons”



Analysis Facilities
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Disk Storage

CPU farm



Analysis Facilities
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Disk Storage

CPU farm
Often O(10MB/s) 
per CPU due to 

network

But they can take 
O(10) GB/s!

O(100) Gbps



CPU farm

Instead…
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Disk Storage

Utilize full 
bandwidth and 
skim the data 
O(100) Gbps

Near 
data 

compute



CPU farm

Instead…
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Disk Storage

Utilize full 
bandwidth and 
skim the data 
O(100) Gbps

Near 
data 

compute
Likely require NVMe



CPU farm

Instead…
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Disk Storage

Utilize full 
bandwidth and 
skim the data 
O(100) Gbps

Near 
data 

compute

Transfer O(10 GB) data 
and run your analysis 

on laptop

Likely require NVMe



Summary
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• I presented “back-of-the-envelope” style of computing needs

• Various future colliders have its own challenges

• HL-LHC challenges that we are already working to solve  are 

directly applicable to future collider computing challenges
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• I presented “back-of-the-envelope” style of computing needs

• Various future colliders have its own challenges

• HL-LHC challenges that we are already working to solve  are 

directly applicable to future collider computing challenges

In computing for future colliders, we don’t just 
prepare for what's coming, we invent what’s possible.
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• I presented “back-of-the-envelope” style of computing needs

• Various future colliders have its own challenges

• HL-LHC challenges that we are already working to solve  are 

directly applicable to future collider computing challenges

In computing for future colliders, we don’t just 
prepare for what's coming, we invent what’s possible.

• End-to-end event reconstruction using machine learning

• Getting rid of data-tier structure and more flexibility

• Data compression on detector readout to allow “triggerless” approach

• Overcoming networking challenges via near-data compute
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Backup
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U.S.  CMS 
Operations

Program

U.S. LHC Operations Program Review - S&C BudgetO. Gutsche,  September 10-11, 2024 6

● Tier-1 tape
○ Tape media $/TB through 2024
○ Different media types color coded
○ M8 media was a temporary reformatting of LTO7 due to LTO8 

unavailability in 2019-20.
■ Unlike LTO8, M8 media is unreadable by LTO9 drives, motivating early 

migration

○ Cost improvement of LTO9 media is slower than historical rates
■ This spring LTO9 media cost INCREASED by about 15%
■ (LTO8 increased much more)

● Tier-2 CPU and disk
○ Same trends as for Tier-1 CPU and disk

Hardware cost evolution tracking

Tier-1 Tape

Tier-2 CPU 
and Disk
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Snowmass Recommendations
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