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W dRICH: frontend and backend DAQ

dRICH RDO
FrontEnd INFN 2025 update

Istituto Nazionale di Fisica Nucleare ® p I annn | N g an d 2026 d Ct |V |t | es

3 FELIX card and dRICH data reduction
aCkEnd INRFOMAN e 2025 update

Istituto Nazionale di Fisica Nucleare

2

* planning and 2026 activities

26/27 July

& WeekEnd

More space to frontend (last year referees had talk about backend)

July 25, 2025 meeting with CSN3 referees
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RDO/DAM role in ePIC and dRICH PDU ¢

Bunch Crossing ~ 10.2 ns/98.5 MHz .
Interaction Rate ~ 2 us/500 kHz frO nt-en d DAQ RDO

Low occupancy ( )
| = . DDR4
e | oaren  0ACk-end DAQ: DAM (FELIX card e FLX-155
BW O(100Tbps) | 72-5it ECC Power
p m N rRDO [ e, UL%T"%OE'R P T A A CONN
" L Hi
g RDO | > Data Filter Online TRG-IN J» i—\—> Fw_erxch
e ' ] 4 v up to 25Gbps
I . 5 Monitoring R
(&R RDO bt Online T e WR-CLKIN | o e > Power Suppiies
w E—— Data Filter A o 4
= LB ] - § 7y l > . o
w DA Buffer Box | s i e sD < Xilinx 1
[« RP° Y Network :]B — g Y » Versal Premium
3) RDO L Switch - st'ozagle and 2C/UART (< — [« FPGA (¢ |FireFiy 4s-cn7x
‘nearline . to 25Gbps
- | IBuﬁer B°X| — préceslsing DISTRIBUITION | > = Power
m RDO | ! i BW O(100Gbps) =t . GbEPHY Management and
(<] T Buffer Box | =5 ERathNY r Monondog
I EE—— A A FireFly 48-ch Rx
RDO - | S 1 4 \ | | i i T up to 25Gbps
I 5 er Box | == '
g RDO =
PCle
Buffer Box | == GenSx 18
Run Control & DAM
-Config & Control
! -Clock & Timing
On Detector 'y
I \ 4 !
[——
B SMT N | L,
| BG I
| |
= < | - < <
| 1 -
RDO N —
ensor Adapter Front End Boajld Readout Board Data Aggregatior§j Computing
(FEB) URDO) Module (DAM)
- B
LV Design Detector Specific Detector Specific Detector Specific  Few Variants Common Common
Function  Multi-Channel -HV/Bias -Amplification -Communication ~ -Computing -Data Buffering and
Sensor Distribution -Shaping -Aggregation Interface Sinking
-HV divider -Digitization -Formatting -Aggregation -Calibration Support
-Interconnect -Zero Suppression -Data Readout -Software Trigger -QA/Scalers
f Routing -Bias Control & -Config & Control  -Config & Control  -Collider Feedback
VTRX+ Monitoring Clock & Timing ~ -Clock & Timing  -Event ID/Building
-Software Trigger
-Monitoring
Attributes MAPS, AC-LGAD -Sensor Specific  -ASIC/ADC -FPGA -Large FPGA
MPGD, MCP-PMT  -Passive -Discrete -Fiber Link -PCle -COTS
SiPM, LAPPD -Serial Link -Ethernet -Ethernet
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RDOs and DAMs are getting real! ¢

#1

RICH RDO prototype

First FLX-155 engineering article

yrrvry NP UV YR

0: : 0.
g SN B

B

RTRTLLRLRLR TR

O

July 25, 2025 meeting with CSN3 referees




requirements & design choices for dRICH RDO

dRICH RDO requirements (from DAQ PDR review June 2024)

s
[
sV
@)
o
[
L
N

* space: 40 x 90 mm area 8.2 cm
* RDO not accessible: remote firmware upgrade must be possible 3:2inches

* RDO FPGA need high speed (“high performance”) 1201/0 pins to .
implement ALCOR bus (for TOP/BOTTOM FEB) 7))

* RDO connector need high speed specs. and (minimum) 60 1/O ?/
pins each

5.2cm
2.04 inches

* RDO must implement clean clock multiplication by factor 4
(ALCOR@394 MHz, EIC clock 98.5 MHz)

* RDO must reconstruct clock via optical link

 RDO must produce clean clock (minimize jitter)

» opt. tranceiver must minimize space/power consumption + “rad

hard” and bandwitdh up to 10 Gbps (we have been the first pointing to

VTRX+ in ePIC!)
July 25, 2025 meeting with CSN3 referees



‘requirements and design choices for dRICH RDO epig)

Alcor bus
(high
density
connector)

LV connector

LDO

TSMC 16 nm FinFET process

LDO  uC

&

Artix
Ultrascale+

PLL

I

VTRx+

I

PolarFire
FPGA
(scrubber)

28 nm process

programming
connector

(config memory is SEU immune)

- a performing new generation FPGA (US+) + scrubbing
- devoted PLL to manage clock (SkyWorks 5319 / 5326)
- VTRX+ as optical tranceiver

Long and painful elaboration of exact RDO requirements
+ detailing project + components selection + layout time

We got first 2 prototypes yesterday!
(1.5 year after starting the design)

Much more details on D. Falchieri's talk at Workshop on Electronics for Physics Experiment and Applications @INFN (March 2025)

July 25, 2025

meeting with CSN3 referees



https://agenda.infn.it/event/44098/contributions/253515/attachments/132374/197723/falchieri_torino2025.pdf

N

dRICH RDO: layout ¢

Complex and small card, 16 layers layout

A small uC (ATTiny 417) acts as RDO power

manager controlling LDOs

July 25, 2025 meeting with CSN3 referees



2025 update: a lot of work on layout and cross-checks

N

‘ Routing of 32 lanes ALCOR bus ‘

Assign Models X 7o
¢ g
ic Resistor Capacitor Inductor Bead  Quick Terminator Bus Switch "—‘I %Mwmmw
Butfer settings L e
G o rj Vi i
~ ’ 4
7,
Vihe125V
Pins. Vil=115V
«  wve :
. ke ~ Net: Q3_2N_t_FPGAs + Flash/XCAU15P
it Part name: xcau15psbbasd.2-e o
" v.‘. Ubrary: kintexuplus.ibs L9420 Mghe§ C20 (ot ]
. v Device: kintexuplus Help
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s U".""" Pin: 434N
* USAVIR Modet: HP_LVDS_DT_|
¢ uvaw2
« v - o
+ BT VEepin: (8 use models internal v ~ | Use Setup/Power
K e Vsspin:©  use moders intemaly v Suw"“‘;(m"“‘
+ Us.ns supply voltages.
v
Edit Model File...
Model to paste
Copy
Paste
Paste Al
Close Annulla Applica

POESBI ¥ ol
613 (o p]

fu’m? lotpry

optimization of FPGA pin assignment vs layout

&
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high-speed differential line modeling
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%
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[ ndex [ e(RX0.Height) | _te(RX0 Width) [ index [ _e(RX1 Heignt) | _te(RX1.Width)
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ADS Keysight i =
06 {
04 L 0e — ~
- — S ‘ e ___;_ —— R v
*3 > >3 =2 =
g :7/' N <7/ > O r—N 7//‘ D 7/’
: ::D @ < ZE; ”D’ <
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[ 0.000 ] 0.325 ] 7.666E-11 0.000 ] 0324 ] 7861E-11

Much more details in D. Falchieri's presentation at WG Electronics and DAQ/eRD109 (April 2025)

D. Falchieri, G. Torromeo

July 25, 2025

meeting with CSN3 referees
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https://indico.bnl.gov/event/27553/contributions/105468/attachments/60978/104765/dRICH_RDO_03Apr2025.pdf

VTRx+ light + pigtail saga

VTRX+ light leakage tests Test bench: black box + 1 SIPM
Context: LHCb colleagues told us VTRx+ has significant light
leakage (from the transceiver + fiber)

R " RN - BSS

—_—

SR )

B
—
A

7 R oy .
e

\ |-
‘-,:'. 7' s

,:";‘,

no cover of the fiber
SIPM in front of VTRX+ (not as PDU case, see next slide)
all leds of VLDB+ shielded with dark tape

“minimal” cover of VTRx+
(+ BNC adapter ;-) to keep it “tight”

R. Preghenella/S.Geminiani/A. Paladino

More details on PA's talk at DAQ-Electronics WG/eRD109 (March 2025)

Fiber

'

t

MT Ferrule



https://indico.bnl.gov/event/26973/contributions/103697/attachments/60385/103688/20250306-eRD109.pdf

VTRx+ light + pigtail saga '
A~

Initial results Long story short:
_ ®m @ @ © ® 1. VLDB+ power on 1
2 e e on huge leak of light from VTRx+
- 3. IpGBT @ 10 Gb/s . N . .

o | A oot @ 5 * we will need to design effective shield

00 © ospmerry 1 power off * initial results (room temperature only)

“ " ‘ encouraging

™ the effectisbig « and note after long debate we opted for 20

200| | \t\l‘lth th!s co:erage VTRX+ . .

adionatcarent cm pigtail length

16:39 17:26 18:13 19:00

Time (h)
huge current seen by SIPM (bias=38.7 V, 0 OV = working as a diode = “current monitor”) I

Additional VTRX+ plastic box + Thorlabs masking tape

-> No measurable extra-current: just 5 nA!

Going shorter and avoid dangling?

We considered several options but for each of them the number of cons

With oscilloscope and measuring DCR (VLDB+ ON/OFF) we finally see: largely exceeds the pros. And if too short we can't come back. We don't have
any convincing option for such scheme.

- moved to 2.7 OV

(400.0 +- 1.8) kHz. VLDB+ ON

(398.4 +- 2.7) kHz VLDB+ OFF .
How to proceed? We go baseline

(ON-OFF) = (1.9 +- 3.3) kHz We select a 20 cm dangling pigtail
Design needs to be carefully followed up to setup proper access, secure
maintenance etc. (but this is valid for almost what we are doing ;-)

dRICH option: 1500 VTRX+ with total length 20 cm

-> compatible with zero. Note that some kHz is however close to DCR @ - 30 C
- need to move to -30 C to check

See PA's presentation at eRD109 (Feb. 2025)

additional home-made “full VTRX+ plastic box”



https://indico.bnl.gov/event/26445/contributions/102396/attachments/59808/102751/dRICH_RDO_06Feb2025.pdf

N

RDO firmware progresses (l) ¢

* intense use of ALINX AUX15P evb card (same FPGA) as RDO GYM (waiting for real cards!)

2 Alcor32 chips

AN,

ALCOR readout via AUX15P

pe e | = Ethernet
cable

& irefly cbrlfes 4 r__a m ©

1 L

" ‘—
»

y . .

L G 2

"\

Alinx + FMC breakout board

In order to test the Artix — Alcor interface, we implemented the IPbus firmware on the FPGA. Now we can
program the Alcor registers via SPI and we can correctly receive the data

successfully ported KC705 FW (reading ALCOR) to AUX15P including SERDES D. Falchieri, S. Geminiani
More details in D. Falchieri's talk at Electronics and DAQ WG/eRD109 (May 2025)
11
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https://www.en.alinx.com/Product/FPGA-Development-Boards/Artix-UltraScale-plus/AXAU15.html
https://indico.bnl.gov/event/28018/contributions/106946/attachments/61676/105895/dRICH_RDO_08May2025.pdf

'RDO firmware progresses (l)

* pin placement for layout design
* intense use of ALINX AUX15P evb card (same FPGA) as RDO GYM (waiting for real cards!)

Ethernet
over fiber

—

—

nnnnnn

AHHHHB
UL

successfully implemented IPBUS communication over optical link (commercial SFP), first with GBIC SFP then with fiber:
- configuration foreseen for test beam

More details in D. Falchieri's talk at Electronics and DAQ WG/eRD109 (July 2025)
“collecting pieces of the firmware needed on RDO”

July 25, 2025 meeting with CSN3 referees D. Falchieri, S. Geminiani


https://www.en.alinx.com/Product/FPGA-Development-Boards/Artix-UltraScale-plus/AXAU15.html
https://indico.bnl.gov/event/28823/contributions/109828/attachments/63395/108818/dRICH_RDO_10Jul2025.pdf

(shown last year at INFN referees)

2

Beam-test 2025 RDO readout architecture

use IPbus protocol (already

used) via Ethernet (SFP) to 8x front-end electronics stacks
access RDO FPGA and each with
readout ALCOR data on a e 1RDO
high-performance e 4 Fake-FEBs

computer system

the simplest (and likely also

cheapest) way to readout
RDO and 2K ALCOR SiPM
channels in 2025

. 4

VTRX+ optical link
to SFP

I ' iy

l \

A”

server bi-processore prestazionale con 8 link ottici SFP
| | | | | | | | | | |

July 25, 2025

(missing! it was NDB...)

________1

I

I

I
_oufside

8x FireFly cables

e

existing front-end electronics stack
4 ALCOR-dual boards
each with 2x wirebonded ALCOR v2

inside detector box

meetng witn LONS reierees




Irradiation tests (Dec 2024 ePIE)

- Waiting for full RDO we tested several key components: PLL (Si5326), uC (ATtiny417) and AMD FPGA (AUX15P)
- irradiation with a proton beam at Centro di Protonterapia in Trento / December 2024
- TID =2.3 krad (1000 fb'1) and ®(h>20 MeV) =700 Hz/cm?2 (including a safety factor 5)

Si5326-EVB

Input clocks and
usb cable for
ATtiny EVB

Drift chamber monitor to measure
the actual proton fluence.

Ethernet Connection to the Host
PC to detect SEUs.

ATtiny817-EVB

Jack connection to the LV Power
supply to power up the FPGA and
detect SELs.

XAU15P

See presentation by S.Geminiani @ePIC Collaboration meeting (Jan 2025) + results in backup

July 25, 2025 investigation addendum for ATtiny + LDO test > Trento — September 2025

1 oY T e



https://agenda.infn.it/event/43344/contributions/250124/subcontributions/6256/attachments/133008/198681/ePIC_Collaboration_meeting_Sandro_Geminiani.pdf

Plannning and validation tests (2025) ePIC)

| | | ® | | 4-16 11-13
Jul Aug SeiB Oct Nov\ Dec
S
L firmware development > \
irradiation tests: \ scrubbing
LDO and uC (details)
— : test beam readout
flirst vallda'Flon to ALCOR conf/readOL.lt Wlfh fake-!—'EB}} via RDO + pre-FEB irradiation tests:
give green light for other 8 RDOs | + IPBQS DAQ (possibly “streaming”) | (sl uses ALCOR32 AUX15P with scrubbing
mounting: (details) and FireFly cables)
- mechanics
- power-up
- basic programming
(details)

July 25, 2025 meeting with CSN3 referees
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Next steps/challenges for RDO

During 2026 we need:

 full validation of current prototypes

* fix any mistake found o

WSS @:0-0:(
: : : - N7l

* design adaptations due to integration challenges  ZIN\@/ZINN

. . VE@E@)E (@)=
that may arise (cooling, space, FPGA resources, ...) ZNGZANCL
UiBa\' Al ABa é
E B 2

i

e prove communication with DAM (implementing a FELIX-supported

comm. protocol) F E I_I

July 25, 2025 meeting with CSN3 referees




Irradiations (for RDO, components, SiPM...) ep|§5

Why we still need irradiation tests?
first full RDO irradiation test (Dec. 2025) will be learning exercise: it is first scrubbing test
« with firmware more advanced we need to check behaviour of the card — link stability etc.

« we will not go to CHARM in 2025 (we will free s.j. or ask to use for test beam...) but 2026 is the year to test whole PDU
* needto test ALCORG4 !

* need to irradiate a whole SiPM matrix to test then annealing in a true PDU

Requests

« TIFPA, 3 sessions (or 2 but extending one to three days): RDO, ALCOR64 (FEB) > 7.5 k€ (sp.servizi) + 2.5 k€
(missioni) [BO]
* LNL, 1 session - SiPM matrix 2> 1.5 k€ (missioni) [BO]
« CHARM, 1 session ("whole PDU). - 3 k€ (missioni) [BO}
» check "everything" plus we use a realistic mix of hadrons
» whole PDU - we test all materials (glues, screws, connectors, etc.)
« altre sezioni - (missioni) 2.0 k€ [FE], 3 k€ (CT), 2 k€ (CS) 2 k€ (SA)

all requests "sub-judice"

Note: irradiation requests not covered in R. Preghenella talk, but note they are also for all the other PDU components)

July 25, 2025 meeting with CSN3 referees




Plannning and validation tests (2026) ePIC)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

I firmware / software development >

remote programming
clock reconstruction — FELIX-supported comm. protocol

second irradiation last test beam irradiation tests:
test “full RDO” readout full PDU full PDU @CHARM
@Trento (RDO+ALCOR64)

RDO communication tests with DAM

test board to test RDO production

requirements | specs | design | layout and production | validation

July 25, 2025 meeting with CSN3 referees



RDO production: a RDO testbed for 1500 cards

ePid)

preparing for RDO production in 2027 we will invest time preparing carefully budgeting (currently cost foreseen 680 k€ +
VAT) and a RDO testbed card to test thoroughly, quickly and effectively the 1500 boards (and load the firmware)

display + switches to run specific tests

Request = 15 k€ (apparati)

Basic idea:
the TB FPGA FW verifies all RDO

|/Os are ok before moving to

a) VTRX+ installation — link check
b) testing with FEB

c) testing in a PDU

RDO is plugged on TB using

ALCOR BUS botttom connector

T~

EXT CLK (UFL to SMA)

7
a flat cable connected for FPGAs/atTiny programming

July 25, 2025

meeting with CSN3 referees

a flat cable connected to
(ALCOR BUS top connection)




2026 requests (BO = frontend DAQ) ePI&S

10 RDO pre-production 10 RDO > see R. Preghenella talk > 16 k€ part of PDU pre-production!
DAQ infrastructure DAQ (server/DAQ + pulse gen) = vedi talk R. Preghenella > 12 k€

Microchip Libero Licence for PolarFire FPGA = 1 k€
testbed for RDO (QA production validation) = 16 k€

note part of BO missions requests for mobility in Italy is to support meetings BO-RM1

Milestone: 31/12/2026 Verifica funzionalita RDO e sviluppo firmware lettura chip ALCOR

July 25, 2025 meeting with CSN3 referees



~dRICH DAQ: the backend

2

RDOs (1248)

e

~210

Echelon-0

DAMs (30 Felix-155 Cards)
42 100 GbE

GTU

GTU

42 100 GbE
GTF

" \m 100 Gbe Network
T Switch

42 100 GbE

GTU

42 100 GbE

GTU

42 100 GbE



From PDU

dRICH Data Reduction integrated in the DAQ _Backend QP@

Qoo Q10 Qzp Q;0Qy0 Q,;GTU

[ I gTriggertODAM

i ;\.77 w
;. T TP Communication IP

Neural network distributed over 31 FeIix-1§5‘l—~

Q.

P
— -
o S
0 o
Sector o =3 m
0 =g 6 To TP . g S
© [ Triggerto 100 GbE g = =
— IDAMS Qo \I:> g z
| 5 |
R g
I - To TP . 2
I . TP 100 GbE i ki
I Q g,
To TP R #
100 GbE i
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)
TooeE Top GTU
Q, ————> g
To TP ‘ Q0,1,2,3, Communication IP QFCS)
100 GbE : Flush
Q, ———> To
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Simulation of NN performance includes parameterization of DCR background ePl&ﬁ

Data Reduction performance @ luminosity = 100fb-1, time window = 10 ns

* Accuracy = (TP+TN)/(TP+TN+FP+FN)
Gl =0.997

~ Purity = TP/(TP+FP) = 0.995
o | Sensitivity = TP/(TP+FN) = 0.999

Noise Only

= G000

True labels

- 4000

= 8000

Moise Only

- 2000 Performance similar --> NN
best deployed on FPGA

Sig+Bckg+Noise

- G000

True labels

4000

* Accuracy = (TP+TN)/(TP+TN+FP+FN) = 0.997
* Purity = TP/(TP+FP) =0.994
e Sensitivity = TP/(TP+FN) = 0.999

2000

Sig+Bckg+Moise

Moise Only Sag +Bekg + Noise
R Py
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dRICH backend: data reduction (Il)

- dRICH aims to use FLX-155 resources also for data reduction
—> this will greatly help to stay away from DAM bandwidth limit

See A. Lonardo talk at ePIC Jan 2025 meeting (+ last year with referees)
Analysis of dRICH Output Bandwidth

Net payload BW < % Max < Net payload BW < 1/2 Max < Net payload BW < 3/4 Max < Net payload BW < Max

== No Data Reduction == Data Reduction Factor 5 (e.g. 2ns shutter) [ SiPMS ] ~ 320K
250,00
= 200,00
o RDO 1248
S
£ 150,00
: !
2 ~-
@ \
= 100,00 - — [ DAM ] ~30
g \
3 I
s 1
< 50,00 //L’I“I l, 100 GbE x 30

\ I ePIC processing
0,00 M and storage system

50 100 150 200 250 M - £00

SiPM DCR [KHz]

July 25, 2025 meeting with CSN3 referees


https://agenda.infn.it/event/43344/contributions/253479/attachments/130440/194095/20250120_DesignIdeasdRICHDataReduction.pdf

Procurement and installation of a FLX-182 ePIE)

Felix-182 board on loan from Jlab arrived in Rome end of December ’24

Unfortunately it showed damages to the DRAM slot:

- torn contact pins

- acrack along the inner side of the slot
4 They likely occurred due to the pressure of a DRAM module left in the
slot during the delivery.
B

Y NG

Torn pins

Repair not possible and card didn't boot (failed DDRMC)

After many tests, workaround found: modified FW to bypass DDRMC
and exclusion of ARM SoC (the one actually using DRAM)

-—> FLX-182 operational @RM1

July 25, 2025 meeting with CSN3 referees



dRICH DAQ Backend: Felix-155 Card ePIE)

Front_End Link eXCha nge Versal Ultrascale+ FPGA

Linux OS, Clock Distribution
Stream Frame Builder, Optional fixed latency processing

100Gb GTU interface (output via Ethernet and/or PCle)
Ethernet‘l. ' EEXw -~ L , : z 7 - -H"Efu
RDO
RDO
Up to 48 fiber links
RDO
RDO _//_-

FELIX hardware for future ATLAS experiments at HL-LHC is being developed at BNL (Omega Group)
ePIC is collaborating with Omega to use this design as our DAM board.

Initial engineering articles were tested in early 2025. Updated PCB design sent out for fabrication/population
Final design board will be tested this Fall (2025).

BNL expects to produce at least 4 boards for ePIC use after testing in Q1 2026 (for their use).

We contacted the Omega Group for the procurement, they strongly suggested us to refer to CERN (faster/easier).

We had planned to procure one FLX-155 (and its hosting server) in 2025, CERN pre-production cards will be

available only around Q2 2026 (8.5 k€ estimated cost).

Until then, we will use a Felix-182 card (previous generation) that we borrowed from JLab. 26



which protocol as EIC link protocol for dRICH? ¢

this is to support detectors with |[pGBT, but per se we could consider to receive a 39.4 MHz
clock - close to 40.08 MHz a la LHC. This would be instead of 98.5 MHz.

This could make life easier with FELIX: we plan to use FULL protocol (GBT on host)

1. The ePIC

designs .. : :
Systam Elock: SRAMHLIS of SHERSH This piggy back card is produced (by JLab), this

Sfatcs IiE ,_ ) ondy ¢ would allow us (BO/RM1) to use a pair of

2. FMC/(Q)SFP adaptor

Online
ot . ALINX/AUX15P to mimic a "RDO" and a "FELIX"

link

DAM Second step: FLX-182 (Romel)<— RDO (Bo)

(0)200

m . m RDO et g
(0)1000 o b o8

Mini_DAQ, functionally
includes GTU, DAM, and RDO

Third step: FLX-155«—— RDO

JefferSonLab !

Tho: nal Accelerator Facilily

July 16, 2025 EICUG/ePIC Meeting



d R | CH DAQ Ba C ke N d . Activity Plan & Financial Requests for 2026 eP"&S .

PicoDAQ (Dec 2025)
Definition of the RDO-DAM communication protocol and preliminary validation tests on a dedicated
testbed integrating RDO/Alinx AXAU15/FLX-182.

MicroDAQ (Sep 2026)
Demonstrate the integration of RDO and DAM (FLX-182 and possibly FLX-155 version) and GTU (if
available or use emulator).

INFN - RM1

In 2025 budget we got 24k€ SJ to procure one Felix-155 and its hosting server (the expected cost of the card

was overestimated compared to the actual one that was communicated to us from CERN in April)

We propose to use this budget to acquire 3 servers (1 for the Felix-182 borrowed from JLAB and 2 for the

Felix-155 we would acquire in 2026), cost is about 8.5k€ for each server (we will add external funding).

In this scenario, the financial requests for 2026 regarding the DAQ backend are

» Core: 2 Felix-155 cards (17 k€)

» Consumable: 8 break-out cassettes MTP-LC OM4 Type A from MTP-24 to 12 LC Duplex (4x2 felix-155), 8 8
MTP-24 2mt optical cables (4x2 felix-155), LC OM4 optical cables (4.5 k€)

a minimum number of FLX-155 is needed to test/deploy NN on real hardware 08
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summary ¢

Bologna is following frontend DAQ (RDO) and Romal backend DAQ (FLX-155): hardware is finally available!
dRICH frontend DAQ and backend DAQ are much closer to finally meet

Plannning and validation tests (2026) ePI)

| | | | | | | | | | | |

Jan  Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

| firmware / software development >

remote programming

clock reconstruction — FELIX-supported comm. protocol
second irradiation last test beam irradiation tests:
test “full RDO” readout full PDU full PDU @CHARM
@Trento (RDO+ALCOR64)

B —-—

—~

( RDO communication tests with DAM \
test board to test RDO production = s == —
requirements | specs | design | layout and production | validation

July 25, 2025 meeting with CSN3 referees
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Backup €

July 25, 2025 meeting with CSN3 referees
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irmware flavour in ePIC FELIX 7

N

Table of available link “flavours” in FELIX cards and FPGA
resources usage (courtesy by A. Lonardo)

FELI X FPGA resource usage

Flavour Link Wrapper Decoders Encoders Remarks
0: GBT GBT 8b10b 8.4.13 8b10b 8.5.11 The GBT mode flavour is available in 8 and 24
HDLC 8.4.14 HDLC 8.5.12 channel versions, with a complete set of encoders /
Direct 8.4.16 Direct 8.5.13 decoders, and a so called SemiStatic configuration
TTCToHost 8.4.17 TTC 8.5.14 where some decoders/encoders are left out. FELIX
BusyToHost 8.4.18 aims to provide a 24 channel fully configurable
version for FLX712, it has been demonstrated to
work but with high resource count (78% LUTs)
1: FULL ToHost FULL, FULL 8.4.15 8b10b 8.5.11 The FULL mode flavour is available in 24 channels
FromHost GBT or TTCToHost 8.4.17 HDLC 8.5.12 for FLX712 and FLX128. The ToHost side/decoding
LTI BusyToHost 8.4.18 Direct 8.5.13 is using 9.6Gb/s 8b10b data without logical links.
TTC 8.5.14 FromHost/encoding is identical to GBT, with an option
LTl-tx 8.6 to transmit a copy of the LTI-TTC link data at 9.6Gb
8b10b with additional fields for XOFF
2: LTDB GBT 8b10b 8.4.13 8b10b 8.5.11 LTDB meode is a 48 channel version of GBT mode,
HDLC 8.4.14 HDLC 8.5.12 but with reduced e-link configurability. This flavour
Direct 8.4.16 Direct 8.5.13 only includes the EC and IC e-links, as well as an
TTCToHost 8.4.17 TTC8.5.14 AUX e-link (Egroup 4, link 7) with HDLC/8b10b/Direct
BusyToHost 8.4.18 configuration. Additionally TTC distribution is
available on all FromHost/ToFrontend e-links.
4: PIXEL IpGBT HDLC (EC/IC) RD53A/B 8.5.8 The Pixel flavour was designed to read out the ITk
8.4.14 TTC 8.5.14 Pixel detector over IpGBT with Aurora e-links. The
Aurora 8.4.11 HDLC (IC/EC) encoder uses a custom protocol for RD53 and
TTCToHost 8.4.17 8.512 includes a trigger and command state machine.
BusyToHost 8.4.18
5: STRIP IpGBT HDLC (IC) 8.4.14 HDLC (EC) 8.5.12 The Strip flavour was designed to read out the ITk
Endeavour (EC) Endeavour (EC) Strip detector over IpGBT with 8b10b e-links. The
8.4.10 8.5.7 encoder uses a strip custom protocol with so called
8b10b 8.4.13, 8.4.9 LCB 8.5.9 trickle merge.
TTCToHost 8.4.17 R3L1 8.5.10
BusyToHost 8.4.18
9: LPGBT IpGBT HDLC (EC/IC) 8b10b 8.5.11 The IpGBT Flavour is the IpGBT equivalent of the
8.4.14 HDLC 8.5.12 GBT flavour. It involves 8b10b, HDLC and TTC
8b10b 8.4.13 Direct 8.5.13 protacols and the aim is to have a fully configurable
Direct 8.4.16 TTC 8.5.14 24 channel build available. The LPGBT flavour will
TTCToHost 8.4.17 include encoding and decoding schemes for the
BusyToHost 8.4.18 HGTD
10: INTERLAKEN 64b67b ToHost Interlaken, LTI-tx 8.6 The Interlaken Flavour has 24x 25.78125 Gb/s

FromHost LTI
8.4.19

Interlaken links in ToHost direction. Note that no
more than 12 links can be fully occupied as otherwise
the PCle Gen4 bandwidth will be saturated. As
encoders, the Interlaken flavour implements the
TTC-LTI encoder, a copy of the received LTI frame
but with additional XOFF bits.

KU115 | VM1802 | VP1552
GBT 24 channel LUT .65% .60% 1%
FF 77.03% 50.94% | 26.13%
BRAM 70.00% 89.45% | 34.04%
URAM 62.20% | 22.14%
FULL 24 channel LUT 52.59% 44.35% | 22.75%
FF 38.40% 33.21% | 17.03%
BRAM 40.46% 20.99% 7.99%
URAM 62.20% | pdulediSlomm

LPGBT 24 channel LUT 112.51% 82.94% ’42.55% ]
FF 52.39% 38.62% B1%
BRAM 68.94% 79.52% | 30.26%
URAM /62;232/0/ 22.14%
PIXEL 24 channel LUT 82.40% 60.75% | 31.17%
FF /242/04{ 45.74% | 23.46%
BRAM .20% 62.25% | 23.69%
UHABJ/ 62.20% | 22.14%
STRIP 24 channel /Eﬂ' 67.04% 49.42% | 25.35%
F 49.94% 36.81% | 18.88%
BRAM | 121.43% | 104.45% | 39.75%
URAM 145.14% | 51.65%
INTERLAK] channel | LUT 9.15% 4.69%
FF 7.89% 4.05%
BRAM 40.43% | 15.39%
URAM 0.00% 0.00%

e scale up to 48 IpGBT links might be a problem for FLX-1557
* as dRICH we use just the VTRX+ tranceiver not the [pGBT ASIC so |pGBT protocol not strictly needed
but we would recommend to use anyway one of the existing flavour. FULL will be tested, agreement within ePIC

July 25, 2025

meeting with CSN3 referees

Table 5.2: Resource utilization for all firmware flavours estimated for the «

Note dRICH aims
to use FLX-155 resources
too for data reduction!

See A. Lonardo talk
at ePIC Jan 2025 meeting

Update:

Romel/2 has now the
FLX-182 sent by BNL up
and running!



https://agenda.infn.it/event/43344/contributions/253479/attachments/130440/194095/20250120_DesignIdeasdRICHDataReduction.pdf

scale up to a test beam UptOZ kchannels (
&
= dRICH prototype on the T10 beam line at CERN-PS in October 2023
- /,! o g
DAQ and DCS v/ I dRICH
computers ' 4 , prototype
auxiliary control .
electronics crates SiPM
photodetector

readout box

gigabit ETH
switch for DAQ

and DCS DAQ FPGAs and

clock distribution

low voltage and
high voltage

__power supplies o B o -l ‘ 530v 530v 530v 53.0v
ongl ool onll onll
-37.c -37« -37« -35:¢

SiPM at low temperature

next step is bringing readout inside the PDU

11 KC705 FPGA boards in parallel =» 64 AICOR chips (RDO comes after)
=>» 2048 SiPMs

July 25, 2025 meeting with CSN3 referees
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W Irradiation tests

MTBF= Mean Time Between Failure
SEU = Single Event Upset
SEL =Single Event Latchup from conclusions presented in January:

1. We integrated TID~2.8 - TIDg for the AU15P,
TID~10 - TID5 for the ATtiny and TID~18 - TIDs

for the Si5326. Devices tested up to a TID largely exceeding
- expected TID @dRICH: no destructive effects
No significative cumulative effect or SEL for Si5326 and seen for TID < TIDg
AU15P, while the ATtiny stopped working at TID = 23
krad.
2. Si5326: MTBF = 3.8 h (for 1248 RDOs) and the jitter - The RDO AU15P will control the chip
analysis showed the output clock is very stable. configuration every t < 3.8 h.

3. ATtiny: SRAM MTBF = 4 h and FLASH MTBF > 43 h - The FLASH MTBF is a safety limit and key RAM
(for 1248 RDOs) . registers will be implemented with TMR checks.

Comments: investigation addendum for ATtiny + first measurements of this kind in ePIC AFAIK

July 25, 2025 meeting with CSN3 referees



RDO next steps for go for production (8 RDOs) e"‘@

Mechanical pairing with fake-FEB

Power-up : 2.5/ 1.4 jumper to avoid power to other sections
Prg uC via external connector

Power-up with uC (post-programming uC): check Vout LDO
Prg Artix via external connector

Prg Polarfire via external connector

Prg Artix - SkyWorks (programming 125 MHz of Si5319)
Check consumptions

Check UFL I/Os

10. Link IPBUS via VTRX+ [MT-MPO adapter + "polipo"]

11. Prg ALCOR via fake-FEB (via IPBUS - VTRX+)

12. ALCOR readout (via IPBUS - VTRX+)

Lo NOUTAEWNE

Note: we can't test everything before give the "go" for next 8 RDO:s...




- RDO next steps for test beam ePl&S

External clock processed by SI5326 (note: we need 16 SMA-UFL cables)
Readout of all 12C sensors

12C programming of regulators on fake-FEB

Manage different IP (without jumpers)

Cooling ?!

A mini rack: 8 RDO + fake-feb on both sides etc...

o vk wNE

Optional (bonus):

1. IPBUS + UDP streaming : _
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- RDO next steps for test @TIFPA

Writing QSPI Flash via SPI (writing via JTAG)

Scrubbing

Comunication between PolarFire and Artix
Current monitor via uC

Communication between uC and ARTIX

nhwWhE

Optional (bonus):

1. Polarfire Erogram ARTIX at boot
2. QSPI Flash writing via IPBUS (Remote Programming!)
3. During the test: one fake-feb connected and we read 2 ALCOR32? (note: ALCOR not

exposed to radiation)




2

- RDO next steps towards full ePIC DAQ

Check noise from charged pump

Check noise (light) from VTRX+ / engineer “shield”

Link EIC = clock reconstruction (need project input)
Clock at 394 MHz/ ALCOR@394 MHz

Polarfire program Artix at boot

Remote programming (writing PolarFire via VTRX+)
Remote programming (writing Flash memory via VTRX+)
IPBUS —> EIC link over VC709/707
Data format // buffering // “frame”
Test with ALCOR64 + FEB

Test with FELIX :
test in magnetic field (PDU) TB2026: dismount leds!!
PDU in detector box etc...

- pre-production during 2026 (if we don't need it before) “RD026”
- test card for testing RDO
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