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dRICH: frontend and backend DAQ
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dRICH RDO
• 2025 update
• plannning and 2026 activities

FELIX card and dRICH data reduction
• 2025 update
• planning and 2026 activities

More space to frontend (last year referees had talk about backend)

26/27 July



RDO/DAM role in ePIC and dRICH PDU
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front-end DAQ: RDO
back-end DAQ:  DAM (FELIX card) FLX-155



RDOs and DAMs are getting real!
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First FLX-155 engineering article

First dRICH RDO prototype



requirements & design choices for dRICH RDO

July 25, 2025 meeting with CSN3 referees 5

dRICH RDO requirements (from DAQ PDR review June 2024)

• space: 40 x 90 mm area
• RDO not accessible: remote firmware upgrade must be possible

• RDO FPGA need high speed (“high performance”) 120 I/O pins to 
implement ALCOR bus (for TOP/BOTTOM FEB)

• RDO connector need high speed specs. and (minimum) 60 I/O 
pins each

• RDO must implement clean clock multiplication by factor 4 
(ALCOR@394 MHz, EIC clock 98.5 MHz)

• RDO must reconstruct clock via optical link 
• RDO must produce clean clock (minimize jitter)

• opt. tranceiver must minimize space/power consumption + “rad 
hard” and bandwitdh up to 10 Gbps (we have been the first pointing to 

VTRX+ in ePIC!)



requirements and design choices for dRICH RDO
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PLL
- a performing new generation FPGA (US+) + scrubbing
- devoted PLL to manage clock (SkyWorks 5319 / 5326)
- VTRX+ as optical tranceiver

Long and painful elaboration of exact RDO requirements
+ detailing project + components selection + layout time 

We got first 2 prototypes yesterday!
(1.5 year after starting the design)

Much more details on D. Falchieri's talk at Workshop on Electronics for Physics Experiment and Applications @INFN (March 2025)

https://agenda.infn.it/event/44098/contributions/253515/attachments/132374/197723/falchieri_torino2025.pdf


dRICH RDO: layout 
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AUX15P

MPF050TLDO

LDO

PLL

PLL

A small uC (ATTiny 417) acts as RDO power 
manager controlling LDOs

Complex and small card, 16 layers layout



2025 update: a lot of work on layout and cross-checks
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optimization of FPGA pin assignment vs layout 

D. Falchieri, G. Torromeo

high-speed differential line modeling

Much more details in D. Falchieri's presentation at WG Electronics and DAQ/eRD109 (April 2025)

https://indico.bnl.gov/event/27553/contributions/105468/attachments/60978/104765/dRICH_RDO_03Apr2025.pdf


VTRx+ light + pigtail saga

9

R. Preghenella/S.Geminiani/A. Paladino

More details on PA's talk at DAQ-Electronics WG/eRD109 (March 2025)

https://indico.bnl.gov/event/26973/contributions/103697/attachments/60385/103688/20250306-eRD109.pdf


VTRx+ light + pigtail saga
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Long story short:
• huge leak of light from VTRx+
• we will need to design effective shield
• initial results (room temperature only) 

encouraging
• and note after long debate we opted for 20 

cm pigtail length 

See PA's presentation at eRD109 (Feb. 2025)

https://indico.bnl.gov/event/26445/contributions/102396/attachments/59808/102751/dRICH_RDO_06Feb2025.pdf


RDO firmware progresses (I)
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• intense use of ALINX AUX15P evb card (same FPGA) as RDO GYM (waiting for real cards!)

successfully ported KC705 FW (reading ALCOR) to AUX15P including SERDES
More details in D. Falchieri's talk at Electronics and DAQ WG/eRD109 (May 2025)

ALCOR readout via AUX15P

D. Falchieri, S. Geminiani

https://www.en.alinx.com/Product/FPGA-Development-Boards/Artix-UltraScale-plus/AXAU15.html
https://indico.bnl.gov/event/28018/contributions/106946/attachments/61676/105895/dRICH_RDO_08May2025.pdf


RDO firmware progresses (II)
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• pin placement for layout design
• intense use of ALINX AUX15P evb card (same FPGA) as RDO GYM (waiting for real cards!)

successfully implemented IPBUS communication over optical link (commercial SFP), first with GBIC SFP then with fiber:
→ configuration foreseen for test beam

More details in D. Falchieri's talk at Electronics and DAQ WG/eRD109 (July 2025)

Ethernet 
over fiber

“collecting pieces of the firmware needed on RDO”

D. Falchieri, S. Geminiani

https://www.en.alinx.com/Product/FPGA-Development-Boards/Artix-UltraScale-plus/AXAU15.html
https://indico.bnl.gov/event/28823/contributions/109828/attachments/63395/108818/dRICH_RDO_10Jul2025.pdf


(shown last year at INFN referees)
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(missing! it was NDB… )



Irradiation tests (Dec 2024)
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See presentation by S.Geminiani @ePIC Collaboration meeting (Jan 2025) + results in backup

- Waiting for full RDO we tested several key components: PLL (Si5326), uC (ATtiny417) and AMD FPGA (AUX15P)
- irradiation with a proton beam at Centro di Protonterapia in Trento / December 2024
- TID ≅2.3 krad (1000 fb-1) and (h>20 MeV) ≅700 Hz/cm2 (including a safety factor 5)

XAU15P

investigation addendum for ATtiny + LDO test → Trento – September 2025

https://agenda.infn.it/event/43344/contributions/250124/subcontributions/6256/attachments/133008/198681/ePIC_Collaboration_meeting_Sandro_Geminiani.pdf


Plannning and validation tests (2025)
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Jul                           Aug                              Sep                            Oct                            Nov Dec

irradiation tests:
AUX15P with scrubbing

test beam readout
via RDO + pre-FEB
(still uses ALCOR32
and FireFly cables)

first “validation” to
give green light for other 8 RDOs
mounting:
- mechanics
- power-up
- basic programming
(details)

irradiation tests:
LDO and uC

firmware development

ALCOR conf/readout with fake-FEB
+ IPBUS DAQ (possibly “streaming”)
(details)

2025

scrubbing
(details)

4-166 11-13



Next steps/challenges for RDO
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During 2026 we need:

• full validation of current prototypes

• fix any mistake found

• design adaptations due to integration challenges 
that may arise (cooling, space, FPGA resources, ...)

• prove communication with DAM (implementing a FELIX-supported 
comm. protocol)



Irradiations (for RDO, components, SiPM…)
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Why we still need irradiation tests?
• first full RDO irradiation test (Dec. 2025) will be learning exercise: it is first scrubbing test

• with firmware more advanced we need to check behaviour of the card – link stability etc.

• we will not go to CHARM in 2025 (we will free s.j. or ask to use for test beam...) but 2026 is the year to test whole PDU

• need to test ALCOR64 ! 

• need to irradiate a whole SiPM matrix to test then annealing in a true PDU

Requests
• TIFPA, 3 sessions (or 2 but extending one to three days): RDO, ALCOR64 (FEB) → 7.5 k€ (sp.servizi) + 2.5 k€ 

(missioni) [BO]

• LNL, 1 session → SiPM matrix → 1.5 k€ (missioni) [BO]

• CHARM, 1 session ("whole PDU). → 3 k€ (missioni) [BO}

• check "everything"  plus we use a realistic mix of hadrons 

• whole PDU → we test all materials (glues, screws, connectors, etc.)

• altre sezioni → (missioni) 2.0 k€ [FE], 3 k€ (CT), 2 k€ (CS) 2 k€ (SA)

Note: irradiation requests not covered in R. Preghenella talk, but note they are also for all the other PDU components)

all requests "sub-judice"



Plannning and validation tests (2026)
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Jan       Feb            Mar          Apr            May         Jun            Jul           Aug           Sep          Oct Nov             Dec

irradiation tests:
full PDU @CHARM

last test beam 
readout full PDU
(RDO+ALCOR64)

second irradiation
test “full RDO”
@Trento

firmware / software development

2026

remote programming
clock reconstruction – FELIX-supported comm. protocol

RDO communication tests with DAM

test board to test RDO production

requirements | specs  | design                           |   layout and production                                           | validation



RDO production: a RDO testbed for 1500 cards
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preparing for RDO production in 2027 we will invest time preparing carefully budgeting (currently cost foreseen 680 k€ + 
VAT) and a RDO testbed card to test thoroughly, quickly and effectively the 1500 boards (and load the firmware)

FPGA RDO is plugged on TB using
ALCOR BUS botttom connector

a flat cable connected to 
(ALCOR BUS top connection)

LV

a flat cable connected for FPGAs/atTiny programming

Basic idea: 
the TB FPGA FW verifies all RDO
I/Os are ok before moving to
a) VTRX+ installation – link check
b) testing with FEB
c) testing in a PDU

EXT CLK (UFL to SMA)

display + switches to run specific tests

CLK

Request → 15 k€  (apparati)



2026 requests (BO → frontend DAQ)
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10 RDO pre-production 10 RDO  → see R. Preghenella talk → 16 k€
DAQ infrastructure DAQ (server/DAQ + pulse gen) → vedi talk R. Preghenella → 12 k€

Microchip Libero Licence for PolarFire FPGA → 1 k€
testbed for RDO  (QA production validation) → 16 k€

note part of BO missions requests for  mobility in Italy is to support meetings BO-RM1

part of PDU pre-production! 

Milestone: 31/12/2026 Verifica funzionalità RDO e sviluppo firmware lettura chip ALCOR



dRICH DAQ: the backend 
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dRICH Data Reduction integrated in the DAQ Backend
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Data Reduction performance @ luminosity = 100fb-1, time window = 10 ns

• Accuracy = (TP+TN)/(TP+TN+FP+FN)
 = 0.997

• Purity = TP/(TP+FP) = 0.995
• Sensitivity = TP/(TP+FN) = 0.999

• Accuracy = (TP+TN)/(TP+TN+FP+FN) = 0.997
• Purity = TP/(TP+FP) = 0.994
• Sensitivity = TP/(TP+FN) = 0.999

Keras model Model Quantization
● Inputs, Activations: fixed 

point<16,6>
● Weights, Biases: fixed 

point<8,1>

Simulation of NN performance includes parameterization of DCR background

GPU

FPGA

Performance similar --> NN
best deployed on FPGA



dRICH backend: data reduction (II)
→ dRICH aims to use FLX-155 resources also for data reduction 

→ this will greatly help to stay away from DAM bandwidth limit 

See A. Lonardo talk at ePIC Jan 2025 meeting (+ last year with referees)
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https://agenda.infn.it/event/43344/contributions/253479/attachments/130440/194095/20250120_DesignIdeasdRICHDataReduction.pdf


Procurement and installation of a FLX-182
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Long crack

Torn pins

Felix-182 board on loan from Jlab arrived in Rome end of December ’24

Unfortunately it showed damages to the DRAM slot:

- torn contact pins

- a crack along the inner side of the slot

They likely occurred due to the pressure of a DRAM module left in the 

slot during the delivery.

Repair not possible and card didn't boot (failed DDRMC)
After many tests, workaround found: modified FW to bypass DDRMC  
and exclusion of ARM SoC (the one actually using DRAM)
-→ FLX-182 operational @RM1



dRICH DAQ Backend: Felix-155 Card 

FELIX hardware for future ATLAS experiments at HL-LHC is being developed at BNL (Omega Group)
ePIC is collaborating with Omega to use this design as our DAM board.

Initial engineering articles were tested in early 2025. Updated PCB design sent out for fabrication/population
Final design board will be tested this Fall (2025). 

BNL expects to produce at least 4 boards for ePIC use after testing in Q1 2026 (for their use).
We contacted the Omega Group for the procurement, they strongly suggested us to refer to CERN (faster/easier).

We had planned to procure one FLX-155 (and its hosting server) in 2025, CERN pre-production cards will be 
available only around Q2 2026 (8.5 k€ estimated cost).

Until then, we will use a Felix-182 card (previous generation) that we borrowed from JLab. 26

RDO

GTU interface

Versal Ultrascale+ FPGA
D

et
ec

to
r

Front-End Link eXchange

100Gb 
Ethernet

Linux OS, Clock Distribution
Stream Frame Builder, Optional fixed latency processing 
(output via Ethernet and/or PCIe)

Up to 48 fiber links
RDO

RDO

RDO



which protocol as EIC link protocol for dRICH?
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this is to support detectors with lpGBT, but per se we could consider to receive a 39.4 MHz 
clock - close to 40.08 MHz à la LHC. This would be instead of 98.5 MHz. 

This could make life easier with FELIX: we plan to use FULL protocol (GBT on host)

This piggy back card is produced (by JLab), this 
would allow us (BO/RM1) to use a pair of 
ALINX/AUX15P to mimic a "RDO" and a "FELIX" 
link

Second step: FLX-182 (Rome1)            RDO (Bo)

Third step: FLX-155            RDO



dRICH DAQ Backend: Activity Plan & Financial Requests for 2026

In 2025 budget we got 24k€ SJ to procure one Felix-155 and its hosting server (the expected cost of the card 

was overestimated compared to the actual one that was communicated to us from CERN in April)

We propose to use this budget to acquire 3 servers (1 for the Felix-182 borrowed from JLAB and 2 for the 

Felix-155 we would acquire in 2026), cost is about 8.5k€ for each server (we will add external funding).

In this scenario, the financial requests for 2026 regarding the DAQ backend are
• Core: 2 Felix-155 cards (17 k€)

• Consumable: 8 break-out cassettes MTP-LC OM4 Type A from MTP-24 to 12 LC Duplex (4x2 felix-155), 8 8 

MTP-24 2mt optical cables  (4x2 felix-155),  LC OM4 optical cables (4.5 k€)

28

PicoDAQ (Dec 2025)

Definition of the RDO-DAM communication protocol and preliminary validation tests on a dedicated 

testbed integrating RDO/Alinx AXAU15/FLX-182.

MicroDAQ (Sep 2026)

Demonstrate the integration of RDO and DAM (FLX-182 and possibly FLX-155 version) and GTU (if 

available or use emulator).

INFN – RM1

a minimum number of FLX-155 is needed to test/deploy NN on real hardware



Summary
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Bologna is following frontend DAQ (RDO) and Roma1 backend DAQ (FLX-155): hardware is finally available!
dRICH frontend DAQ and backend DAQ are much closer to finally meet 



Backup
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which firmware flavour in ePIC               ? 
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• scale up to 48 lpGBT links might be a problem for FLX-155?
• as dRICH we use just the VTRX+ tranceiver not the lpGBT ASIC so lpGBT protocol not strictly needed

but we would recommend to use anyway one of the existing flavour. FULL will be tested, agreement within ePIC

Table of available link “flavours” in FELIX cards and FPGA 
resources usage (courtesy by A. Lonardo)

Note dRICH aims
to use FLX-155 resources
too for data reduction!

See A. Lonardo talk
at ePIC Jan 2025 meeting

Update:
Rome1/2 has now the 
FLX-182 sent by BNL up 
and running!

FPGA resource usage

https://agenda.infn.it/event/43344/contributions/253479/attachments/130440/194095/20250120_DesignIdeasdRICHDataReduction.pdf


scale up to a test beam up to 2 kchannels
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11 KC705 FPGA boards in parallel ➔ 64 AlCOR chips 
➔2048 SiPMs 

next step is bringing readout inside the PDU
(RDO comes after)



Irradiation tests
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MTBF= Mean Time Between Failure
SEU = Single Event Upset
SEL  = Single Event Latchup from conclusions presented in January:

Comments: investigation addendum for ATtiny +  first measurements of this kind in ePIC AFAIK



34

RDO next steps for go for production (8 RDOs)
1. Mechanical pairing with fake-FEB
2. Power-up : 2.5 / 1.4 jumper to avoid power to other sections
3. Prg uC via external connector
4. Power-up with uC (post-programming uC): check Vout LDO 
5. Prg Artix via external connector
6. Prg Polarfire via external connector
7. Prg Artix → SkyWorks  (programming 125 MHz of Si5319)
8. Check consumptions
9. Check  UFL I/Os
10. Link IPBUS via VTRX+   [MT-MPO adapter + "polipo"] 
11. Prg ALCOR via fake-FEB (via IPBUS → VTRX+)
12. ALCOR readout (via IPBUS → VTRX+) 

Note: we can't test everything before give the "go" for next 8 RDOs...

34
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RDO next steps for test beam

1. External clock processed by SI5326  (note: we need 16 SMA-UFL cables)
2. Readout of all I2C sensors
3. I2C programming of regulators on fake-FEB
4. Manage different IP (without jumpers)
5. Cooling ?!
6. A mini rack: 8 RDO + fake-feb on both sides etc...

Optional (bonus):

1. IPBUS + UDP streaming 

35
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RDO next steps for test @TIFPA

1. Writing QSPI Flash via SPI (writing via JTAG)
2. Scrubbing
3. Comunication between PolarFire and Artix
4. Current monitor via uC
5. Communication between uC and ARTIX

Optional (bonus):

1. Polarfire program ARTIX at boot
2. QSPI Flash writing via IPBUS (Remote Programming!)
3. During the test: one fake-feb connected and we read 2 ALCOR32? (note: ALCOR not 

exposed to radiation)

36



37

RDO next steps towards full  ePIC DAQ
- Check noise from charged pump
- Check noise (light) from VTRX+ / engineer “shield”
- Link EIC → clock reconstruction (need project input)
- Clock at 394 MHz/ ALCOR@394 MHz 
- Polarfire program Artix at boot
- Remote programming (writing PolarFire via VTRX+)
- Remote programming (writing Flash memory via VTRX+)
- IPBUS —> EIC link over VC709/707 
- Data format // buffering // “frame”
- Test with ALCOR64 + FEB
- Test  with FELIX
- test in magnetic field (PDU)
- PDU in detector box etc…

- pre-production during 2026 (if we don't need it before) “RDO26”
- test card for testing RDO 37

TB2026: dismount leds!!
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