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The flagship

e Alink to the full flogship document. The KPIs status [ in (X) the thresholds].

KPI2.2.4.1 At least XX offline algorithm ported to GPU (most probably an LHC algorithm) 2(1)

KPI2.2.4.2 At least YY online algorithm ported to GPU (most probably an LHC algorithm) 2(1)

KPI2.2.4.3

Preparation of a test infrastructure able to test codes on heterogeneous systems. At least ZZ
architectures to be supported (eventually, AMD, nVIDIA, CPU)

KPI2.2.4.4

Organize at least KK events to introduce students and collaborators to heterogeneous computing
and train them to the usage of portability tools (joint with WP4).

e We are in the third (and final
period).

e The integration in the
software frameworks always
happened in parallel.

e [he validation is in place (a
small updated today).

e Third Period (ICSC month 32-36)

Integration with the software framework of the experiments.

W] Setup of the simulation production campaigns for the cross-platform
validation campaign.

V Documentation of the software developed and integrated in the experiment
stacks.

/s Deliverables (MS10):

#¢& Report demonstrating the KPIs



https://docs.google.com/document/d/14PKxndBzLfXSUM76aWfNoZlSIYL1OW6UtFMfIDDPfkw/edit?tab=t.0#heading=h.4jonddf5mmi6

KPl 2.2.4.1 - Online Reconstruction

Description

KPI2.2.4.1 At least XX offline algorithm ported to GPU (most probably an LHC algorithm) 2(1)

CMS simuiation preliminary ~ 14 TeV
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o CMS Primary Vertex Reconstruction on GPU [CDS] t | =] ]
(could actually contribute also to 2.2.4.1); jaol /V//// 1
o CMS Strip Particle Reconstruction on GPU [to be 80: —r1 . | :
integrated in CMSSW, will have a contribution at 20 30 40 50
AC AT25] Overlap fraction (%)

o Multi-Objective Optimization Tool for CMS GPU
Algorithms Optimization [CDS] [CHEP24]


https://cds.cern.ch/record/2852244
https://github.com/cms-sw/cmssw/pull/47090
https://github.com/cms-sw/cmssw/pull/47090
https://cds.cern.ch/record/2914423

KPl 2.2.4.2 - Online Reconstruction

Description

KPI2.2.4.2 At least YY online algorithm ported to GPU (most probably an LHC algorithm) 4 (1)

Speedup of decoding of single TF on EPN (Pb-Pb 50 kHz MC data)
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o ALICE ITS clustering in Alpaka [contribution from Leo];
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o ALICE data decompression for asynchronous reconstruction B A T - Y- 1
Number of TPC clusters
[CHEP24];

Number of CPU virtual cores (Rome, 3.3 GHz) replaced by GPU

CMS Simulation Preliminary Run-3 (13.6 TeV)

o CMS Electron Seeding on GPU [CDSJ[CHEP24] (could
contribute also to 2.2.4.7),

7 Legacy - Magnetc field parabobic approximation

2024 TTbar MC without PU
= ECAL supercluster E>32 GeV.

o  CMS Pixel Tracks Reconstruction in Alpaka [CMSSW-PRs]
[CDS]

Number of reconstructed electrons

Paraboiic approximation
Tegacy
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https://agenda.infn.it/event/44738/#2-exploring-the-portability-of
https://indico.cern.ch/event/1338689/contributions/6010099/
https://cds.cern.ch/record/2914420
https://indico.cern.ch/event/1338689/contributions/6010071/
http://cms-sw/cmssw#41282
https://cds.cern.ch/record/2914422

KPI 2.2.4.3 - Validation and Infrastructure
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https://cds.cern.ch/record/2914422

KPl 2.2.4.4 - Events

Description

Organize at least KK events to introduce students and collaborators to heterogeneous computing -3(3)

HpI2.2.4.4 and train them to the usage of portability tools (joint with WP4).

e What goes in this KPI?

o ‘First course about the porting on GPUs of code and algorithms”
m https//agenda.infn.it/event/35808/

o 16th CMS Pataotrack Hackathon.
m  Not directly organized by the CN. But served as o follow up for many of the activities in
the flagship.

o “Second course on porting on code and algorithms on GPU"
m https//agenda.infn.it/event/46681/



https://agenda.infn.it/event/35808/manage/
https://agenda.infn.it/event/35808/
https://agenda.infn.it/event/35808/manage/
https://agenda.infn.it/event/46681/

KPl 2.2.4.4 - Events

Description
KPI12.2.4.4 Organize at least KK events to introduce students and collaborators to heterogeneous computing -303)
o and train them to the usage of portability tools (joint with WP4).
Centro Nazionale di Ricerca in HPC,
Big Data and Quantum Computing o ~30 participants (~20 in person in Bologna)

o Program:
m  General introduction to GPU
programming with CUDA.

Approx. Die Size: 25.5mm x 32.4mm

o . o i : m Performance portability with Alpaka.

m  Optuna for Hyperparameters
optimization.




e Flagship is an good shape.
e All the KPIs fulfilled.
o Thanks to WP4 also the latest event have been organized.

e The last missing piece is the final report for MS10 (in progress).
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