
BTF
E. Diociaiuti and L. Foggetta on behalf of

BTF Group (3,8 FTE: external user, PADME, ASIF2 & EUROLABS ) 
3,2 Beam Line scientist, activities for BTF Beam Availability (typical 240 over 320), every week:

• 1 Main Beam scientist 24/7 (a là DAΦNE)

• 1 Assistance Beam scientist (setup and on call)

• 1,2 Beam scientist pre-post assistance (for respective previous and following weeks slots) call procedure, plus 0.8 unit for further setup-
maintenance-project-upgrade development (both HW and SW)

New BTF Setup: B. Buonomo (Tech Coord.), E. Diociaiuti(BTF Staff), L. Foggetta (Scient. Coord.), C. Taruggi (PNRR, BTF Staff),

New Setup LINAC: C. Di Giulio (LINAC serv. Coord.), D. Di Giovenale (LINAC staff)
Shared
FTE



BTF STATUS



• Hall operational, system revamped and upgraded for PADME (mechanics, vacuum, gas 
safety and delivering, logistics, magnet services, DCS)

• FLASH-VHEE detector community interest, two run slot requested for 2025 Q4.
• Area requested for FIREBALL@LNF, EUROLABS, ASIF-2

LNF – BTF Three LiNes sTaTus

• Hall stand by
• Requested from 11 experiment, out of call, waiting

• Needs  one week to be put in run for external user (DAQ and diagnostic)

BTFEH2 – BTF2 (1 line)

BTFEH1 – BTF1 (2 lines) BTF EXP. HALL 1 (BTFEH1)

BTFEH2

BTF-common 
line

BTF1 
bend
20m2

BTF2
12m2

Experiments

BTF1 
straight

1m2

• Booking Software GUI upgrade
• Involved in EUROLABS Project
• Involved in ASIF-2 Project, primary beam at 150MeV (also for VHEE)
• Upgrading DCS and Logging  with EPIX8/Phoebus at production level
• LINAC serves only BTF, 50 Hz dedicated mode

BTFs
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LNF – New BTF user CommiTTee

We warmly welcome the new committee and extend our heartfelt thanks to the previous one: Michela 
Prest (Uni.dS. Insubria), Florian Burkart (DESY), and Vincenzo Patera (Uni.dS. Roma Sapienza). 

Your exceptional skills and wise guidance have been invaluable on our BTF journey. We are deeply grateful 
for your dedication and contributions



CaLLs For users
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• 2024 Q1-Q2, Q3, Q4calls
• Calls fully booked and committed, from startup to shutdown
• 232/236 days as beam availability

• 2024 Q4 mixed call
• All 24/7 operations except PADME Q4 and maintenance weeks, LINAC needed longer conditioning
• Maintenance respawn on 2025 shutdowns

• Withdrawal
• Remained 3, no further withdrawals

• 2025/2026
• 2025 Q4 open call for external users not executed for giving more beam time to PADME
• PADME expected to run up to half of November
• Then 1 week for LINAC and BTF conversion to EXT. USERS mode, then 4 weeks
• 2026 External user call, PADME or mixed period



NexT Dummy CaLeNDar
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2024 2025

PADME/X17
Engin. run

Solar Panel power 
plant installation

BTF setup for 
PADME

External users
BTF1 and 

BTF2

LINAC/BTF 
Power up 

Safety checks
Test beam inj

= change setup/ 
restart\ test beam

PADME/X17
Scient. run

PADME/X17
Scient. run

BTF Q4 open call 
beamtime PADME Run PADME Run 4w closed 

call
LINAC building OFF

1 Sep19 Dec 31 Mar 27 Jul

15 Sep

10 Nov 15 Dec30 Sep 10 Mar

20 Jul

17 Nov

= maintenance



BTF USERS



LNF – BTF NumBers
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2024 Beam availability days = 232 (done)/236 (foreseen)
Shift average time = 6,5d
Average team member number = 7

0

50

100

150

200

250

2020 2021 2022 2023 2024 2025

D
ay

s

Activities By Year  

Low Mult. Ext. User Irrad Ext. user PADME
Int. Proj./Commiss. Change setup/Maintenance Shutdown/LINAC problem

COVID-19

First BTFEH2 call
PADME Run

BTFEH2 comm.
BTFEH1 call

BTFEH1 comm
PADME Run

BTF call BTF call PADME Run



LNF – BTF NumBers 2022-2024 Involved Institutions
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• Good Regional Equalization Between IT 
Institutions

• Increased prevalence of non IT 
University and more INFN sites



BTF1s hi raNGe sCaNs w Prim. Beam

LNF - SC 69

This experiment aims to measure pulsed beam charge and centroid position by 
means of SiPM array in a cylindrical darkroom. This setup is calibrated to read-out 
part of the fluorescence spectrum emission in air induced by the passage of 510 
MeV primary electron beam. The charge measurements have been compared with 
those of the BTF ICT’s, with single pulse charge tuning from 10 pC (lower ICT 
sensitivity range) up to around 1 nC range. 
The experiment demonstrated the detector’s performances in terms of linearity, 
centroid sensitivity and the understanding of the detector’s capabilities.

FLASHDC (Beam characterization via Air Fluorescence)
SiPM (A. Trigilio et al.)

High intensity beam multiplicity scan and steering
510MeV, 10^10 down to 10^7 e/pulse

BTFEH1 EXPERIMENT
The centroid measurements was performed by steering the single 
set beam inside the detector itself, multiplicity scan with ICT

14-15/05/2025 10

Courtesy of M.Marafini



2025 DissemiNaTioN
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High numbers of involved people, mostly due to E. Diociaiuti, C. Taruggi and D. Di Giovenale

Congratulations to S. Bertelli and her team for their dedicated efforts in accelerating 
the dissemination of scientific knowledge both within Italy and internationally

Event Type Target Number of students/people 
involved

PhD tutoring PhD Students/BTF users 10
LNF visit guide University and Secondary school 2380

Childhood/Teenager tutoring at school Primary and  Lower Secondary school students 696

Lab events (INTERNATIONAL DAY OF WOMEN AND GIRLS 
IN SCIENCE, Open day, INSPYRE) 132



BTF restart
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BTF maNaGemeNT aND resTarT

To help LNF PMO and LNF services in the next years, BTF:

• with BTF and LNF services private meetings, standardize each LNF 
service planning timing and contingency, for their specific activities in 
BTF restart

• Production of the LNF services ready-to-go date in a related follow-back 
automated GANTT with just one milestone: first day of user beam on

• Production of BTF activities GANTT, steered on these milestones (as in 
the past years)

• Gathering of all the show stopper activities during runtime year long 
(mostly scheduled via defined intervals) from all the DA and DT 
services (as in the past years)

• 6 subGANTT in a main one

• Tested in this restart: OK Sample part, full on the backup slide



maiNTeNaNCe aND uPGraDes
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BTFEH1 GAS
- pipeline installation for PADME TPC
- Extended certification range for freeing ops up to July 2025 

end

VACUUM
- BTF1S pumping restoring
- BTF1B end of line and reset design for vacuum link to PADME
- PADME link

MAGNETS
- Added two Hall probes with readout to DHRTB102 and 

DHSTB002, with related readout and DCS logging (both 
EPIC8S and MC)

- DHRTB102 zeroed and shorted
- DHPTB101 stability test and readout problem fixing

ELECTRICAL PLANT
           -    PLC readout fixing for PADME magnet

FLUIDS
- BTF water plant flowmeters fixing

FISMEL
- Safety test for clearance up to July end

CONTROLS&SICR
- BTF upgraded EPIK8S with Grafana storage (see last 

part)
- OLOG
- Effort in stabilize DAΦNE DCS HW problems
- Testing of EPIK8S (especially snapshots setup and 

save e restore)

Maintenance/upgrade 2025 for getting prepared for PADME (BTF effort shared with named LNF services)
Done during the longer shutdown period (20 Dec 2024 -10 Mar 2025) due to LINAC building unavailability



maiNTeNaNCe aND uPGraDes
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Maintenance/upgrade 2025 for getting prepared for OTHER project (BTF effort shared with named 
LNF services)

- Despite a very good level of PIC analysis and debugging, no TT agreement arose (45K€/2MM)

- FIREBALL related upgrade:
- Refactoring of BTF space to host
- LASER HEAD stored in BTFEH1 (LASER Serv,A. Ghigo e M.P. Anania)
- BTF and surrounding areas simulations Fluka (FISMEL, F. Chiarelli)
- FC simulation both from OPERA and FLUKA (MAGNET Serv, A.Vannozzi, A. Trigilio)

- Vacuum
- New design and positive test of vacuum exit windows

 (120->80μm Aluminum thickness)
-  (BTF+Vacuum Serv., 6K€/0,5MM)
- BTFEH1/2 end of line pre-vacuum and fast user joint design

Al

Be

50 MeV – 25% sigma less

G4BL 10^6pos
1m Air, 50MeV



maiNTeNaNCe aND uPGraDes
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Upgrades foreseen next months:
• A 100 kW mains power line upgrade for BTFEH1. This upgrade increases electrical capacity to support future 

experiments and services in the BTFEH1 area. (Elect. Plant Serv. DT, 20K€/0,5MM)

• Vacuum layout upgrades at the end-of-line windows: a remotely controlled gating valve, a compact pre-vacuum 
pumping line, and exit windows. This configuration will simplify operations for setting up and linking users' vacuum 
chambers. (Vacuum serv. DA, 30K€ /0,5MM)

• Variation in the vacuum PLC layout that hosts the controlled vacuum pumps status read-back, the gating valves 
status readouts and actions, and the vacuum gauges related safety actions. (Elect. Plant Serv. DT, 20K€ /0,5MM)

• BTF secondary fluid plant maintenance is needed for overhauling the flow meter of the BTF1 and BTF2 lines. (Fluids 
Serv. DT, 10K€)

• Consolidation of the gaussmeter readback test system to COM readout (BTF+Magnet Serv., 20K€/1MM)

NEXT YEARS: 
• DOUBLE Pulsed Magnet for upgrade both DHPTB101/DHPTS001 -> Magnet Serv. DA, 180K€/5MM/15M(TD+DD)
• Air conditioning systems for both halls, ensuring backup units. -> Fluids Serv. DT, 300K€/2MM/12M (TD+DD)



sTarTuP For PaDme/x17
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Despite these problems, planning  BTF beam ready for injection on 30/03 -> we got beam on 31/03

Restart problems to be noted in the previous months, (GANTT is not a magical crystal sphere)
• Networking was problematic, spending different days for upgrade LNF/DAΦNE network switches and related

compatibility DCS problems, before and after:
• BTF2 magnet ETH comms
• BTF magnet PLC stability
• DCS data providing stabilities

• BTFEH1 temperature stability
• BTFEH1 DAQ
• PADME required more support and BTFEH1 occupancy than expected

• Vacuum closed on 20/03, 
• Implementing of Gas feeding, Setup, Magnet, Detector availability

Currently leveling efforts with 
SICR and SATC service to solve 
future problems

• No furtherly defined DA IT support for LINAC, BTF, SPARC
• New EPIK8S orchestrator CPU and storage space strongly limited



PaDme/x17 sCheDuLe
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- Up to now, beam availability is cut for:
- PADME needed short (hours) beam injections for detector/DAQ developing
- Beam development (overall 3 days)
- 1 week of LINAC unavailability during requested beam time (HVPS, GUN power supply, LINAC QUAD PS)

- Injection Problems
- Current drop in three hours from inj startup, after ok (may due to energy drop) -> yesterday (seem) solved
- Shot to Shot Instabilities in current, undergoing analysis (BTF and TL done, LINAC ongoing, coupling long vs tran) -> too

On May, PADME team express the need for more time for scientific run in Q4 2025
BTF external users open call has been cancelled to save beamtime to PADME in Q4 2025

Up to now, we tested on beam and got feedback from:
- MMTPC detector from 31/03 -> now
- ECal detector from 15/04 -> now

- Both Single particle beam, secondary different energy beams, primary
beam, steering and focusing, multiplicity scan

- Diamond Target from 05/05 -> now
- Primary beam, steering and focusing, multiplicity scan

- Lead Glass from 13/05
- Primary beam test



BTF Projects 



ProjeCTs
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• ASIF-2
• 150Mev Beam explored, simulation for secondary particle contamination in air to DUT
• BTTB13 conference on related upgrades ongoing 
• New designed BTF exit windows

• EUROLABS
• 86k, up to 2026
• Good levelling in 2024, 4 over 7 week slotted, foreseen 3 in 2025
• Periodic Report Part B first review on 16 May

•   TPX4 development agreement 
• With ENEA collaborator
• BTF take responsibility, interested in first test on new TPX4 Katherine readout



Beam Test Facility(LNF)
• More than three years of continuous developing
• Almost Two years of continuous operation with users
• Around 200 managed users per year, from proposal to 

territorial access

DAɸNE-L Facility(LNF)
• Software released one year ago
• Final release for “Call” and “on demand” types

PLC/UTA remote control(LNF)
• For Conference room booking related automation control
• Developed for LNF Technical Division

INFN-LABEC developing(FI)
• Released one year month ago, 48 slots managed
• Collaboration born on INFN-A

FISMEL (LNF)
• Reservation for radioactive sources
• Final test reached, in production next two weeks

CHNET(Cultural Heritage Network)
• Use booking software for booking facilities and resource for CHNET
• Proposal under evaluation

ASIF-2
• Needs BTF like or extended version

SPARCLAB-EUPRAXIA(LNF)
• Needs BTF like or extended version

ILUCE— Facility (LNS)
• Many beam type
• External and internal users 
• Internal  PAC approval

CURRENT ONLINE Version Discussed Development

• Typical developing time ~3 person-month(full customization, design-
devel-test-debug)

• Definitely simple to use, as reported by users
• IT infrastructure seems reliable

Tech note
https://www.openaccessrepository.it/record/143679

22

BookiNG soFTware sTaTus
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Facility 
Booking 
Software 
version

User Type Booking type Workflow 
type

Auth Management 
workflow

Calendar 
management

User 
Management

Reports and 
Documents 

Management

Booking 
period

BTF

External, 
internal, 
(GODIVA 

LoA2)

• External 
user Call

• On demand
BTF like • Secretariat

• Management

Users' 
selection, 

management 
allocation

Secretariat explicit 
approval (automatic 

role  creation for 
new no-INFN users, 

dynamic)

In the call 
proposals Weekly

DAΦNE 
Light

External, 
internal, 

(GODIVA LoA1 
LoA2)

• External 
user Call, 

• On 
demand,

• Sample 
mailing (no 
team)

BTF like 
extended

• Management
• Beamline 

scientist
• PAC

Management 
allocation

Implicit (no 
automatic role 
creation, user 

already associated)

At experiment 
ends Daily/Weekly

LABEC
Internal 
(GODIVA 

LoA2)

Internal 
Management Linear Management Management 

allocation
None

At experiment 
ends Daily

FISMEL
Internal 
(GODIVA 

LoA2)
Internal User Linear Management Users’ 

selection
Internal (GODIVA 

LoA2)
At experiment 

ends
Open up to 30 

days

Booking software versionBookiNG soFTware versioNs
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From April in Standby due to our PADME commitments in BTF and 
Oxford in the HIRADMAT68 run, people of both groups highly 
committed

• TDR delayed to 2026, after these duties 

FireBaLL

• FIREBALL-III Collaboration Meeting at CERN with BTF talk (thanks to G. Gregori and N. Charitonidis)
• FLUKA Simulation of BTF areas and surrounding (FISMEL, F. Chiarelli)
• Flux Concentrator studies and simulation  (Magnet Group, A. Vannozzi, A. Trigilio)
• Cost estimation for ERC Sinergy Grant proposal (C. Curceanu, G. Gregori et al.)

Flux Concentrator studies and 
simulation 

FLUKA Simulation of BTF areas 
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• The Flux Concentrator (FC) is a pulsed solenoid
designed to amplify magnetic fields.

• Structure: Based on LNF FC, made of 12 solid coils 
with a conical bore and constant outer diameter.

• Powered in pulsed mode at 100 kHz.

• Generates eddy currents, leading to magnetic field 
amplification up to ~6 T.

• SLAC/LNF FC peak field meets Fireball experiment
needs

• Pulse duration of several microseconds is compatible
• Initial 2D Opera simulations started, including power circuit

modeling

H. Bajas et al., «Flux Concentrator Optimization for Future Positron
Sources», IEEE Trans. Appl. Supercond. (2022) 32:6.

FireBaLL - oPera
Design study:

- Pulsed FC is feasible, Map of current 
density qualitatively showing the skin 
e

- Axial magnetic field (T) along the FC 
z axis (m). Max. value at z=0, Bz=5.58 
T.

- Pulse duration of several
microseconds is compatible

- Initial 2D Opera simulations started, 
including power circuit modeling
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Xz projection 
ground floor

1

2

4 56

7

3

FLUKA INFN - Copper magnetic structure
with cooling water in concrete environment
• No further shielding, 
• Bare interaction with
• 10^10 e- pulse and target+FC

FireBaLL - FLuka

Cylindrical Ta target
- Radius: 2,146 cm
- Thick: 1,63 cm

LNF FC (Cu)

Solenoids
(Cu+water)

Electron beam
Energy= 511 MeV
Current =1010 e/s
Radius: 0,564 cm
Spot = 1 cm2



BTF upgrade
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ePik8s- TesT sTaTus

All the tests on the new EPIK8s interface have been successfully performed:

ITEM TEST PHASE PROD PHASE Note

Magnet system √ 80% Not possible to complete the 
migration now for BTF activities

Motors – Scraper √ In use

Triggered Cams √ In use

HV crate control √ 30% Final design not ready

PTH sensors in EH1-2 √ In use

Vacuum monitor √ In use

Dipoles hall probes √ In use

DAQ data √ In use

OLOG √ In use, 70% AAI authentication under 
development
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BTF iNFo – aN overview

* Work presented @ 2025 EPICS collaboration Meeting
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BTF ePik8s Gui - uPGraDes

Phoebus GUI interface organized in different tabs : one synoptic + N specific tab for the implemented subsystem

2 different possibilities of operation:
• MagTerminal: 

exact copy of LV magterminal. 
All the commands are sent through the devil
S&R not implemented

• Unimag:
Communication directly through the magnet drivers
To ensure the continuity with the current operation 
still using devil communication
Pretune implemented
Possibility to S&R tested

Magnets

Completely migrated to Scraper control in EPIK8s 
• Possibility to S&R from OLOG particular and interesting configuration
• Different control for TGTs (password required)

Scrapers



• OLOG (Online LOGbook) is a web-accessible electronic 
logbook, based on the EPICS controls system.

• It supports image attachments, time-stamped entries, 
and metadata tags.

• These tools enhance the reproducibility and efficiency of 
experimental operations, offering an essential resource 
for both users and facility staff.

• Based on feedback from the BTF team, the system has 
been gradually adapted by the Control Service (A. 
Michelotti) and the SICR (G. L. Napoleoni), to meet 
the facility’s specific operational needs.

• It supports saving sets of operational parameters (e.g., 
magnet currents, scraper apertures), which can be easily 
restored.

• Right now, INFN-wide LDAP-based authentication is 
used.

• An OAuth2 plus OIDC-based authentication is currently 
under development* within the Phoebus framework.
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oLoG

* Work presented @ 2025 EPICS collaboration Meeting

https://indico.stfc.ac.uk/event/1233/contributions/8389/attachments/2779/4922/Napoleoni_Oauth2_integrartion_phoebus.pdf


• Continuing with this hybrid development to include all the BTF 
controls services to users

• LV impact will be reduced after demonstrating the stability of the 
overall system

• Include 
• E-Log
• Post run data sharing
• High level routine implementation commonly used software and IDE 

(python3, Jupiter, root,…) using real time machine PV
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ePik8s FuTure PLaNs



• BTF was fundamental for !CHAOS developing (still in use) starting from 2011
• New standard with EPIK8S standard

• For EUPRAXIA and ELI-NP DCS implementation
• EPICS based but huge improvement in cutting-edge technologies for systems management (dockerization and 

orchestration, even on the cloud) and tools for users derived from !CHAOS development
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BTF New DCs DeveLoPiNG – ePik8s

Current tests on:
• MAGNET, 
• MOTOR (scrapers),
• TRIGGERED CAMS (flags) 

ADDED developing for BTF needs:
• HV crates control, 
• PTU sensors, 
• LABVIEW to EPIK8S channels (via json)

Our Develop success has to be shared with 
• Control service
• Magnet service
• SICR (IT infrastructure  service)



Discussion



• 2024 BTF calls  and beamtime closed successfully 
• 2025 Q1,2,3 already booked for PADME/X17 INJECTIONS, ongoing

• Now engineering run
• 2025 Q4 open call for external users not executed for giving more beamtime to PADME
• Few weeks for closed call may possible
• 2026 ?

• Wide scientific area covered by external users
• VHEE FLASH community interest, medical physics
• HEP is the highest beamtime allocation
• Space related project are present
• But our main goal is new detector developing (PADME, BeER, ThickSDD, Nanocrystal…)

• BTF team mainly involved in:
• BTF operations, 
• Rome Technopole
• ASIF2 and EUROLABS Projects
• FIREBALL experiment
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DisCussioNs & CoNCLusioNs 

LINAC/BTF results have to be shared with all the LNF people involved
• DT and DA services, secretariats and administrations 
• Especially the DAφNE OPERATORS

And, why not, also to users that share knowledge about the cutting edge 
detector physics and technology 



SPARE SLIDE
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FireBaLL@BTF
• Modular implementation in 3 phases
• Few months/ year for data taking and setup
• Compatible with external users' high intensity operation, fixed installation
Needs design, procurement and technician time also from LNF



BTF Beam – Beam DiaGNosTiC

Fast BTF beam diagnostics
• CALOBTF1 (PbWO – NA62 like)
• Timepix detectors (65k Pixel TPX,TPX3 detector, ~2cm2)
• Located downstream the straight pipe in the DHSTB002 dipole
• Adsorber in the middle (0.05mm Ti window, 0.7 Si detectors)

Direct measurement (positrons, X17 delivered beam):
• Stop injections to X17
• DHSTB002 switch off
• Injection in the straight DHSTB002 channel

Undirect measurement (secondary photons, run quality monitor)
• Beam steered to X17
• CALOBTF1 and FITPix get Bremsstrahlung photon from mylar window
• Energy collected is less 0,001 of the total steered charge (12m away)
• Used to monitor delivered PoT and beam length runtime
• Higher measurement errors in respect to PADME RUN(20%)

POSITRONS
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• Epik8s, or “EPICS on Kubernetes,” is a framework designed to facilitate the 
deployment and management of EPICS (Experimental Physics and Industrial Control 
System) on Kubernetes clusters.

• Scalability and Flexibility: Easily scales across facilities, supporting large and distributed 
systems.

• Simplified Deployment: Automates deployment using ArgoCD, reducing manual setup time.
• Enhanced Fault Tolerance: Auto-restarts and reallocates services, ensuring consistent system 

uptime.
• Efficient Resource Use: Containers provide isolated, resource-efficient environments, enhancing 

performance.
• Standardization: Creates a common platform, simplifying collaboration between research 

institutes.
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For further info look in Confluence

https://confluence.infn.it/display/LDCG/EPIK8S
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